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## PREFACE TO THE SECOND EDITION

The publication of a second edition is an opportunity to underscore that the subject of Lie groups is important both for its general theory and for its examples. To this end I have added material at both the beginning and the end of the first edition.

At the beginning is now an Introduction, directly developing some of the elementary theory just for matrix groups, so that the reader at once has a large stock of concrete and useful examples. In addition, the part of Chapter I summarizing the full elementary theory of Lie groups has been expanded to provide greater flexibility where one begins to study the subject. The goal has been to include a long enough summary of the elementary theory so that a reader can proceed in the subject confidently with or without prior knowledge of the detailed foundations of Lie theory.

At the end are two new chapters, IX and X. Partly these explore specific examples and carry the theory closer to some of its applications, especially infinite-dimensional representation theory. Chapter IX is largely about branching theorems, which have applications also to mathematical physics and which relate compact groups to the structure theory of noncompact groups. Chapter X is largely about actions of compact Lie groups on polynomial algebras. It points toward invariant theory and some routes to infinite-dimensional representation theory.

The reader's attention is drawn to the Historical Notes near the end of the book. These notes often put the content of the text in a wider perspective, they supply certain details that have been omitted in the text, and they try to anticipate and answer questions that the reader might ask.

Here is more detail about how the second edition differs from the first, apart from minor changes: The Introduction is all new, expanding upon two pages from $\S \mathrm{I} .10$ of the first edition. The main change within Chapter I is that the discussion of the elementary theory of Lie groups in $\S 10$ has been expanded into four sections, providing more detail about the theory itself and adding material about covering groups, complex structures and complex Lie groups, and the real analytic structure of Lie groups. Results about the largest nilpotent ideal in a Lie algebra have been added to §6, and the section on classical semisimple Lie groups has been adjusted to be
compatible with the new Introduction. In addition, some of the problems at the end of the chapter have been replaced or adjusted.

In Chapters II through VIII, the text contains only a few significant additions. A new Proposition 2.13 improves on the first edition's Corollary 2.13 by enabling one to recognize subalgebras of a complex semisimple Lie algebra that can be extended to Cartan subalgebras. To §III. 3 has been added the left Noetherian property of universal enveloping algebras. A paragraph has been added at the beginning of §IV. 3 to smooth the transition to the new Chapter IX. In Chapter VII, Sections 1 and 9 make use of new material from Chapter I concerning complex structures. In Chapter VIII, a misleading and incorrect example in $\S 5$ has been excised, and Lemma 8.57 represents a tightening of the proof of Theorem 8.60. Most chapters from II through VIII contain additional problems, either just before the blocks of related problems begin or at the very end. One block of problems in Chapter V has been postponed to Chapter IX.

Chapters IX and X are new to the second edition. Appendix A contains a new section on left Noetherian rings, and Appendix B contains new sections that state and prove Ado's Theorem and the Campbell-Baker-Hausdorff Formula. The Historical Notes and the References have been expanded to take the new material into account.

The only chapter in which sections have been renumbered is Chapter I, and the only places in which results have been renumbered are in Chapters I and III and in Appendix A.

In writing the second edition, I was greatly assisted by Paul Friedman, who read and criticized several drafts, spending a great deal of time helping to get the exposition right. I could not have finished the project successfully without him and am extremely grateful for his assistance. I was helped also by P. Batra, R. Donley, and D. Vogan, who told me of the errors that they had found in the first edition, and I thank them for their efforts.

Much of the second edition was prepared while I was a visitor at the Institute for Advanced Study, and I appreciate the Institute's hospitality. As was the case with the first edition, the typesetting was by $\mathcal{A}_{\mathcal{M}} \mathcal{S}-\mathrm{T}_{\mathrm{E}} \mathrm{X}$, and the figures were drawn with Mathematica ${ }^{\circledR}$.

## PREFACE TO THE FIRST EDITION

Fifty years ago Claude Chevalley revolutionized Lie theory by publishing his classic Theory of Lie Groups I. Before his book Lie theory was a mixture of local and global results. As Chevalley put it, "This limitation was probably necessary as long as general topology was not yet sufficiently well elaborated to provide a solid base for a theory in the large. These days are now passed."

Indeed, they are passed because Chevalley's book changed matters. Chevalley made global Lie groups into the primary objects of study. In his third and fourth chapters he introduced the global notion of analytic subgroup, so that Lie subalgebras corresponded exactly to analytic subgroups. This correspondence is now taken as absolutely standard, and any introduction to general Lie groups has to have it at its core. Nowadays "local Lie groups" are a thing of the past; they arise only at one point in the development, and only until Chevalley's results have been stated and have eliminated the need for the local theory.

But where does the theory go from this point? Fifty years after Chevalley's book, there are clear topics: É. Cartan's completion of W. Killing's work on classifying complex semisimple Lie algebras, the treatment of finite-dimensional representations of complex semisimple Lie algebras and compact Lie groups by Cartan and H . Weyl, the structure theory begun by Cartan for real semisimple Lie algebras and Lie groups, and harmonic analysis in the setting of semisimple groups as begun by Cartan and Weyl.

Since the development of these topics, an infinite-dimensional representation theory that began with the work of Weyl, von Neumann, and Wigner has grown tremendously from contributions by Gelfand, Harish-Chandra, and many other people. In addition, the theory of Lie algebras has gone in new directions, and an extensive theory of algebraic groups has developed. All of these later advances build on the structure theory, representation theory, and analysis begun by Cartan and Weyl.

With one exception all books before this one that go beyond the level of an introduction to Lie theory stick to Lie algebras, or else go in the direction of algebraic groups, or else begin beyond the fundamental "Cartan decomposition" of real semisimple Lie algebras. The one exception
is the book Helgason [1962],* with its later edition Helgason [1978]. Helgason's books follow Cartan's differential-geometry approach, developing geometry and Lie groups at the same time by geometric methods.

The present book uses Lie-theoretic methods to continue Lie theory beyond the introductory level, bridging the gap between the theory of complex semisimple Lie algebras and the theory of global real semisimple Lie groups and providing a solid foundation for representation theory. The goal is to understand Lie groups, and Lie algebras are regarded throughout as a tool for understanding Lie groups.

The flavor of the book is both algebraic and analytic. As I said in a preface written in 1984, "Beginning with Cartan and Weyl and lasting even beyond 1960, there was a continual argument among experts about whether the subject should be approached through analysis or through algebra. Some today still take one side or the other. It is clear from history, though, that it is best to use both analysis and algebra; insight comes from each." That statement remains true.

Examples play a key role in this subject. Experts tend to think extensively in terms of examples, using them as a guide to seeing where the theory is headed and to finding theorems. Thus examples properly play a key role in this book. A feature of the presentation is that the point of view-about examples and about the theory-has to evolve as the theory develops. At the beginning one may think about a Lie group of matrices and its Lie algebra in terms of matrix entries, or in terms of conditions on matrices. But soon it should no longer be necessary to work with the actual matrices. By the time one gets to Chapters VII and VIII, the point of view is completely different. One has a large stock of examples, but particular features of them are what stand out. These features may be properties of an underlying root system, or relationships among subgroups, or patterns among different groups, but they are far from properties of concrete matrices.

A reader who wants only a limited understanding of the examples and the evolving point of view can just read the text. But a better understanding comes from doing problems, and each chapter contains some in its last section. Some of these are really theorems, some are examples that show the degree to which hypotheses can be stretched, and some are exercises. Hints for solutions, and in many cases complete solutions, appear in a section near the end of the book. The theory in the text never relies on

[^0]a problem from an earlier chapter, and proofs of theorems in the text are never left as problems at the end of the current chapter.

A section called Historical Notes near the end of the book provides historical commentary, gives bibliographical citations, tells about additional results, and serves as a guide to further reading.

The main prerequisite for reading this book is a familiarity with elementary Lie theory, as in Chapter IV of Chevalley [1946] or other sources listed at the end of the Notes for Chapter I. This theory itself requires a modest amount of linear algebra and group theory, some point-set topology, the theory of covering spaces, the theory of smooth manifolds, and some easy facts about topological groups. Except in the case of the theory of involutive distributions, the treatments of this other material in many recent books are more consistent with the present book than is Chevalley's treatment. A little Lebesgue integration plays a role in Chapter IV. In addition, existence and uniqueness of Haar measure on compact Lie groups are needed for Chapter IV; one can take these results on faith or one can know them from differential geometry or from integration theory. Differential forms and more extensive integration theory are used in Chapter VIII. Occasionally some other isolated result from algebra or analysis is needed; references are given in such cases.

Individual chapters in the book usually depend on only some of the earlier chapters. Details of this dependence are given on page xvii.

My own introduction to this subject came from courses by B. Kostant and S. Helgason at M.I.T. in 1965-67, and parts of those courses have heavily influenced parts of the book. Most of the book is based on various courses I taught at Cornell University or SUNY Stony Brook between 1971 and 1995. I am indebted to R. Donley, J. J. Duistermaat, S. Greenleaf, S. Helgason, D. Vogan, and A. Weinstein for help with various aspects of the book and to the Institut Mittag-Leffler for its hospitality during the last period in which the book was written. The typesetting was by $\mathcal{A}_{\mathcal{M}} \mathcal{S}-\mathrm{T}_{\mathrm{E}} X$, and the figures were drawn with Mathematica ${ }^{\circledR}$.
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## PREREQUISITES BY CHAPTER

This book assumes knowledge of a modest amount of linear algebra and group theory, some point-set topology, the theory of covering spaces, the theory of smooth manifolds, and some easy facts about topological groups. The main prerequisite is some degree of familiarity with elementary Lie theory, as in Chapter IV of Chevalley [1946]. The dependences of chapters on earlier chapters, as well as additional prerequisites for particular chapters, are listed here.

Introduction. No additional prerequisites.
Chapter I. Tensor products of vector spaces (cf. §1 of Appendix A). In §12 Proposition 1.110 makes use of Ado's Theorem from Appendix B; however, the proposition is used in this book only for matrix groups, and for matrix groups Ado's Theorem is not needed in the proof of Proposition 1.110. The material in $\S 13$ is an aside and makes use of Ado's Theorem.

Chapter II. Chapter I. Starting in §9: The proof of Proposition 2.96 is deferred to Chapter III, where the result is restated and proved as Proposition 3.31. Starting in §11: Tensor algebra as in §1 of Appendix A.

Chapter III. Chapter I, all of Appendix A.
Chapter IV. Chapter I, tensor and exterior algebras as in $\S \S 1-3$ of Appendix A, a small amount of Lebesgue integration, existence of Haar measure for compact groups. The proof of Theorem 4.20 uses the HilbertSchmidt Theorem from functional analysis. Starting in §5: Chapter II.

Chapter V. Chapters II, III, and IV. The proof of Theorem 5.62 uses the Hilbert Nullstellensatz.

Chapter VI. Chapters II and IV. Problems 28-35 use §V.7.
Chapter VII. Chapter VI. Starting in §5: Chapter V.
Chapter VIII. Chapter VII, differential forms, additional Lebesgue integration.

Chapter IX. Chapters IV and V. Starting in §4: Chapters VI and VII. Starting in §6: Chapter VIII.

Chapter X. Chapter IX.
Appendix B. Chapter I and Theorem 5.29. Starting in §3: Chapter III.

## STANDARD NOTATION

| Item | Meaning |
| :---: | :---: |
| $\# S$ or $\|S\|$ | number of elements in $S$ |
| $\emptyset$ | empty set |
| $E^{c}$ | complement of set, contragredient module |
| $\delta_{i j}$ | 1 if $i=j, 0$ if $i \neq j$ |
| $n$ positive | $n>0$ |
| $\mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$ | integers, rationals, reals, complex numbers |
| [ $x$ ] | greatest integer $\leq x$ if $x$ is real |
| $\operatorname{Re} z, \operatorname{Im} z$ | real and imaginary parts of $z$ |
| $\bar{z}$ | complex conjugate of $z$ |
| 1 | multiplicative identity |
| 1 or $I$ | identity matrix or operator |
| $\operatorname{dim} V$ | dimension of vector space |
| $V^{*}$ | dual of vector space |
| $\mathbb{R}^{n}, \mathbb{C}^{n}$ | spaces of column vectors |
| Tr A | trace of $A$ |
| $\operatorname{det} A$ | determinant of $A$ |
| $A^{t}$ | transpose of $A$ |
| $A^{*}$ | conjugate transpose of $A$ |
| A diagonable | $A$ has a basis of eigenvectors with eigenvalues in the given field |
| $\operatorname{diag}\left(a_{1}, \ldots, a_{n}\right)$ | diagonal matrix |
| End $V$ | linear maps of $V$ into itself |
| $G L(V)$ | invertible linear maps of $V$ into itself |
| [ $A: B$ ] | index or multiplicity of $B$ in $A$ |
| $\bigoplus V_{i}$ | direct sum of the $V_{i}$ |
| $\operatorname{span}(S)$ | linear span of $S$ |
| $\simeq$ | is isomorphic to, is equivalent with |
| $G_{0}$ | identity component of group $G$ |
| $Z_{A}(B)$ | centralizer of $B$ in $A$ |
| $N_{A}(B)$ | normalizer of $B$ in $A$ |
| $C^{\infty}$ | infinitely differentiable |

Notation introduced in Appendix A and used throughout the book is generally defined at its first occurrence and appears in the Index of Notation at the end of the book.

# INTRODUCTION 

## Closed Linear Groups


#### Abstract

A closed linear group $G$ is a group of real or complex matrices that is topologically closed in a complex general linear group. Rotation groups, unitary groups, and special linear groups provide familiar examples. The linear Lie algebra $\mathfrak{g}$ of $G$ is the set of derivatives at 0 of all smooth curves $c(t)$ of matrices that lie in $G$ for all $t$ and are equal to the identity at $t=0$. The set of matrices $\mathfrak{g}$ is indeed a Lie algebra over $\mathbb{R}$.

The exponential of a square matrix is defined by the familiar power series of the exponential function. The exponential map enables one to compute explicitly the linear Lie algebra of each of the familiar examples. It turns out that the exponential map carries $\mathfrak{g}$ into $G$. From this fact one deduces the main result of the Introduction, that any closed linear group has a natural structure as a smooth manifold that makes the group into a Lie group.

A homomorphism $\pi$ between two closed linear groups $G$ and $H$ carries smooth curves through the identity in $G$ to smooth curves through the identity in $H$. The map on the derivatives at 0 of such curves is well defined as a Lie algebra homomorphism $d \pi$ between the linear Lie algebras of $G$ and $H$. The homomorphisms $\pi$ and $d \pi$ are related by the important identity $\pi \circ \exp =\exp \circ d \pi$. This identity is a quantitative version of the statement that the infinitesimal behavior of a homomorphism at the identity determines the homomorphism in a neighborhood of the identity.


## 1. Linear Lie Algebra of a Closed Linear Group

Many readers of this book will already know a certain amount of the elementary theory of Lie groups. Yet it may be helpful to review some of that theory in a special case, namely for groups of matrices that are topologically closed. The reason is that the techniques that come into play for these groups are more like the techniques used for all Lie groups in the more advanced parts of Lie theory. Thus the review in this introductory chapter is intended to establish the spirit in which many results and examples will be approached later in the book.

We denote by $G L(n, \mathbb{R})$ the real general linear group consisting of all nonsingular $n$-by- $n$ real matrices with matrix multiplication as group operation. Similarly $G L(n, \mathbb{C})$ denotes the group of nonsingular $n$-by- $n$ complex matrices. The groups $G L(n, \mathbb{R})$ and $G L(n, \mathbb{C})$ have topologies
if we identify them with subsets of $\mathbb{R}^{n^{2}}$ and $\mathbb{R}^{2 n^{2}}$, respectively; in fact, each of these groups is an open subset in its Euclidean space, being the subset where the polynomial function det is not zero. Multiplication and inversion are continuous because they are given by polynomials in the entries and by division by the polynomial det, and thus $G L(n, \mathbb{R})$ and $G L(n, \mathbb{C})$ are topological groups.

We shall refer to any closed subgroup of some $G L(n, \mathbb{C})$ as a closed linear group. The groups $G L(n, \mathbb{R})$ and $G L(n, \mathbb{C})$ are themselves closed linear groups. Any closed linear group inherits a topology from $G L(n, \mathbb{R})$ or $G L(n, \mathbb{C})$ and becomes a topological group. A few more examples of closed linear groups are the following:

$$
\begin{align*}
S O(n) & =\left\{x \in G L(n, \mathbb{R}) \mid x x^{t}=1 \text { and } \operatorname{det} x=1\right\} \\
U(n) & =\left\{x \in G L(n, \mathbb{C}) \mid x x^{*}=1\right\} \\
S U(n) & =\{x \in U(n) \mid \operatorname{det} x=1\}  \tag{0.1}\\
S L(n, \mathbb{R}) & =\{x \in G L(n, \mathbb{R}) \mid \operatorname{det} x=1\} \\
S L(n, \mathbb{C}) & =\{x \in G L(n, \mathbb{C}) \mid \operatorname{det} x=1\} .
\end{align*}
$$

The first three are the rotation group, the unitary group, and the special unitary group; the last two are the special linear groups over $\mathbb{R}$ and $\mathbb{C}$. The reason that these subgroups are closed is that they are defined by polynomial equations. The polynomials in question are the entry-by-entry relations in the real and imaginary parts of the matrix entries that amount to the defining equations for the groups. Further examples of closed linear groups will be given in Chapter I.

The study of closed linear groups as Lie groups begins from the fact that a kind of differentiation is available in any closed linear group. For any such group $G$, we can speak of smooth curves in $G$, namely $C^{\infty}$ curves $c(t)$ into the underlying matrix space whose image is in $G$ for each $t$. We are especially interested in smooth curves in $G$ with the property that $c(0)$ is the identity 1 . An example is the curve

$$
c(t)=\left(\begin{array}{ccc}
\cos t & \sin t & 0 \\
-\sin t & \cos t & 0 \\
0 & 0 & 1
\end{array}\right)
$$

in the group $G=S O(3)$. For any such curve we can form $c^{\prime}(0)$, which will be some 3-by-3 matrix. With $c$ as in this example,

$$
c^{\prime}(t)=\left(\begin{array}{ccc}
-\sin t & \cos t & 0 \\
-\cos t & -\sin t & 0 \\
0 & 0 & 0
\end{array}\right) \quad \text { and } \quad c^{\prime}(0)=\left(\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

Here $c^{\prime}(0)$ tells us the direction in $G$ in which the curve extends from 1. We may think of it as telling how a parameter describing $c$ is to start out from the identity. Let

$$
\mathfrak{g}=\left\{\begin{array}{l|l}
c^{\prime}(0) & \begin{array}{l}
c: \mathbb{R} \rightarrow G \text { is a curve with } c(0)=1 \text { that } \\
\text { is smooth as a function into matrices }
\end{array} \tag{0.2}
\end{array}\right\} .
$$

Then $\mathfrak{g}$ is a subset of matrices of the same size as the underlying general linear group; the members of $\mathfrak{g}$ are not necessarily invertible.

The set $\mathfrak{g}$ in ( 0.2 ) has a certain amount of structure. First, $\mathfrak{g}$ is a real vector space. To see closure under addition, let $c^{\prime}(0)$ and $b^{\prime}(0)$ be in $\mathfrak{g}$. Forming $c(t) b(t)$, we have

$$
\begin{gathered}
\frac{d}{d t}[c(t) b(t)]=c(t) b^{\prime}(t)+c^{\prime}(t) b(t) \\
\left.\frac{d}{d t}[c(t) b(t)]\right|_{t=0}=c(0) b^{\prime}(0)+c^{\prime}(0) b(0)=b^{\prime}(0)+c^{\prime}(0)
\end{gathered}
$$

Thus $\mathfrak{g}$ is closed under addition. To see closure under scalar multiplication, let $c^{\prime}(0)$ be in $\mathfrak{g}$ and let $k$ be in $\mathbb{R}$. Forming $c(k t)$, we have

$$
\frac{d}{d t}[c(k t)]=c^{\prime}(k t) k \quad \text { and }\left.\quad \frac{d}{d t}[c(k t)]\right|_{t=0}=k c^{\prime}(0) .
$$

Thus $\mathfrak{g}$ is closed under scalar multiplication.
Second, $G$ is closed under group conjugation $x \mapsto g x g^{-1}$. Thus if $c(t)$ is a smooth curve in $G$ passing through 1 at $t=0$, then so is $g c(t) g^{-1}$. Differentiating at $t=0$, we see that $g c^{\prime}(0) g^{-1}$ is in $\mathfrak{g}$. Thus $\mathfrak{g}$ is closed under the linear maps $\operatorname{Ad}(g)$, for $g \in G$, that are given by

$$
\begin{equation*}
\operatorname{Ad}(g) X=g X g^{-1} . \tag{0.3}
\end{equation*}
$$

Third, let $X$ be in $\mathfrak{g}$ and let $c(t)$ be a smooth curve in $G$ with $c(0)=1$. Then $t \mapsto \operatorname{Ad}(c(t)) X$ is a smooth function into $\mathfrak{g}$, as we see by substituting $g=c(t)$ into (0.3) and writing matters out. By definition we have

$$
\begin{equation*}
\left.\frac{d}{d t} \operatorname{Ad}(c(t)) X\right|_{t=0}=\lim _{t \rightarrow 0} \frac{1}{t}[\operatorname{Ad}(c(t)) X-X] \tag{0.4}
\end{equation*}
$$

and we know that the left side exists. The right side involves vector space operations and a passage to the limit, all on members of $\mathfrak{g}$. Since $\mathfrak{g}$, as a real vector subspace of matrix space, is closed topologically, the limit is in $\mathfrak{g}$. Let us calculate this limit.

We need a preliminary formula, namely

$$
\begin{equation*}
\frac{d}{d t} c(t)^{-1}=-c(t)^{-1} c^{\prime}(t) c(t)^{-1} \tag{0.5}
\end{equation*}
$$

To see this, we differentiate $c(t) c(t)^{-1}=1$ by the product rule, being careful about the order in which we write down products. We obtain

$$
c^{\prime}(t) c(t)^{-1}+c(t)\left[\frac{d}{d t} c(t)^{-1}\right]=0
$$

and (0.5) follows.
Therefore

$$
\begin{aligned}
\frac{d}{d t} \operatorname{Ad}(c(t)) X & =\frac{d}{d t}\left[c(t) X c(t)^{-1}\right] \\
& =c^{\prime}(t) X c(t)^{-1}+c(t) X\left[\frac{d}{d t} c(t)^{-1}\right] \\
& =c^{\prime}(t) X c(t)^{-1}-c(t) X c(t)^{-1} c^{\prime}(t) c(t)^{-1} .
\end{aligned}
$$

Putting $t=0$ and taking (0.4) into account, we see that

$$
c^{\prime}(0) X-X c^{\prime}(0)
$$

is in $\mathfrak{g}$. We conclude that $\mathfrak{g}$ is closed under the Lie bracket operation

$$
\begin{equation*}
[X, Y]=X Y-Y X \tag{0.6}
\end{equation*}
$$

The Lie bracket operation in (0.6) is linear in each variable and has the properties that
(a) $[X, X]=0$ for all $X \in \mathfrak{g}$ (and hence $[X, Y]=-[Y, X])$ and
(b) the Jacobi identity holds:

$$
[[X, Y], Z]+[[Y, Z], X]+[[Z, X], Y]=0 .
$$

Property (a) is clear, and property (b) follows from the calculation

$$
\begin{aligned}
{[[X, Y], Z]+} & {[[Y, Z], X]+[[Z, X], Y] } \\
= & {[X Y-Y X, Z]+[Y Z-Z Y, X]+[Z X-X Z, Y] } \\
= & (X Y Z-Y X Z)-(Z X Y-Z Y X)+(Y Z X-Z Y X) \\
& -(X Y Z-X Z Y)+(Z X Y-X Z Y)-(Y Z X-Y X Z) \\
= & 0 .
\end{aligned}
$$

A real vector space with an operation $[X, Y]$ that is linear in each variable and satisfies (a) and (b) is called a real Lie algebra. Accordingly we call $\mathfrak{g}$ in (0.2) the linear Lie algebra of the closed linear group $G$.

Let $\mathfrak{g l}(n, \mathbb{R})$ and $\mathfrak{g l}(n, \mathbb{C})$ be the spaces of all real and complex $n$-by- $n$ matrices. These are the linear Lie algebras of $G L(n, \mathbb{R})$ and $G L(n, \mathbb{C})$, respectively. For some particular other closed linear groups we can compute the linear Lie algebra explicitly.

For example, with $G=S O$ (3), we have already used a curve involving cosines and sines to see that the matrix $\left(\begin{array}{rrr}0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$ is one member of the linear Lie algebra $\mathfrak{g}$ of $S O(3)$. Using different curves involving cosines and sines, we can see that the matrices $\left(\begin{array}{cccc}0 & 0 & 1 \\ 0 & 0 & 0 \\ -1 & 0 & 0\end{array}\right)$ and $\left(\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0\end{array}\right)$ lie in $\mathfrak{g}$ also. Taking into account the vector space operations, we see that

$$
\mathfrak{g} \supseteq\left\{\left(\begin{array}{rrr}
0 & a & b \\
-a & 0 & c \\
-b & -c & 0
\end{array}\right)\right\}=\{\text { skew-symmetric real 3-by-3 matrices }\} .
$$

Actually equality holds in this inclusion. In fact, if $c(t) c(t)^{t}=1$, then

$$
\begin{gather*}
c^{\prime}(t) c(t)^{t}+c(t) c^{\prime}(t)^{t}=0 \\
c^{\prime}(0) 1^{t}+1 c^{\prime}(0)^{t}=0  \tag{0.7}\\
c^{\prime}(0)+c^{\prime}(0)^{t}=0,
\end{gather*}
$$

and $c^{\prime}(0)$ is skew symmetric. Thus the linear Lie algebra of $S O(3)$ is

$$
\begin{aligned}
\mathfrak{s o}(3) & =\{\text { skew-symmetric real 3-by-3 matrices }\} \\
& =\left\{X \in \mathfrak{g l}(3, \mathbb{R}) \mid X+X^{t}=0\right\} .
\end{aligned}
$$

For the five examples in (0.1), we define

$$
\begin{align*}
\mathfrak{s o}(n) & =\left\{X \in \mathfrak{g l}(n, \mathbb{R}) \mid X+X^{t}=0\right\} \\
\mathfrak{u}(n) & =\left\{X \in \mathfrak{g l}(n, \mathbb{C}) \mid X+X^{*}=0\right\} \\
\mathfrak{s u}(n) & =\left\{X \in \mathfrak{g l}(n, \mathbb{C}) \mid X+X^{*}=0 \text { and } \operatorname{Tr} X=0\right\}  \tag{0.8}\\
\mathfrak{s l}(n, \mathbb{R}) & =\{X \in \mathfrak{g l}(n, \mathbb{R}) \mid \operatorname{Tr} X=0\} \\
\mathfrak{s l}(n, \mathbb{C}) & =\{X \in \mathfrak{g l}(n, \mathbb{C}) \mid \operatorname{Tr} X=0\} .
\end{align*}
$$

Shortly we shall see that these are the respective linear Lie algebras of the closed linear groups in (0.1). For $S O(n)$, the argument is the same as for $S O(3)$ above. For $U(n)$, the kind of argument in (0.7) shows that the linear Lie algebra of $U(n)$ satisfies

$$
\begin{equation*}
\mathfrak{g} \subseteq \mathfrak{u}(n) \tag{0.9a}
\end{equation*}
$$

At this stage we can see also by the technique of (0.7) that the linear Lie algebras $\mathfrak{g}$ of $S U(n), S L(n, \mathbb{R})$, and $S L(n, \mathbb{C})$ respectively satisfy

$$
\begin{align*}
& \mathfrak{g} \subseteq \mathfrak{s u l}(n)  \tag{0.9b}\\
& \mathfrak{g} \subseteq \mathfrak{s l}(n, \mathbb{R})  \tag{0.9c}\\
& \mathfrak{g} \subseteq \mathfrak{s l}(n, \mathbb{C}) \tag{0.9d}
\end{align*}
$$

once we bring to bear a differentiation formula involving determinants: If $c(t)$ is a smooth curve of matrices with $c(0)=1$, then

$$
\begin{equation*}
\left.\left[\frac{d}{d t} \operatorname{det} c(t)\right]\right|_{t=0}=\operatorname{Tr} c^{\prime}(0) \tag{0.10}
\end{equation*}
$$

To verify this formula, we regard the expression in brackets on the left side as the derivative of a sum of $n$-fold products, and we apply the product rule to each $n$-fold product. If the matrices are of size $n$-by- $n$, the derivative of the determinant is in effect the sum of $n$ determinants; in each of these $n$ determinants, one row of $c(t)$ has been differentiated, and the others have been left alone. Evaluation at $t=0$ of one of these determinants results in the determinant of a matrix that equals the identity in all but one row; hence the evaluated term yields a diagonal entry of $c^{\prime}(0)$. Then ( 0.10 ) follows.

Actually equality holds in each case of ( 0.9 ), but a proof of equality will have to await the derivation in $\S 2$ of properties of the exponential mapping for matrices.

Although we can identify the linear Lie algebra $\mathfrak{g}$ completely in all these particular cases once we have the exponential mapping in hand, we cannot say much else about $\mathfrak{g}$ in general even with that much extra information. For example, we cannot decide whether $\mathfrak{g}$ is 0 . Later tools will enable us to see that $\mathfrak{g}$ cannot be 0 unless $G$ is a discrete group.

## 2. Exponential of a Matrix

It is possible also to go backwards from $\mathfrak{g}$ to $G$ in $\S 1$. The tool for doing so is the exponential of a matrix.

If $A$ is an $n$-by- $n$ complex matrix, then we define

$$
\exp A=e^{A}=\sum_{n=0}^{\infty} \frac{1}{N!} A^{N} .
$$

This definition makes sense, according to the following proposition.

Proposition 0.11. For any $n$-by- $n$ complex matrix $A, e^{A}$ is given by a convergent series (entry by entry). Moreover
(a) $e^{X} e^{Y}=e^{X+Y}$ if $X$ and $Y$ commute,
(b) $e^{X}$ is nonsingular,
(c) $t \mapsto e^{t X}$ is a smooth curve into $G L(n, \mathbb{C})$ that is 1 at $t=0$,
(d) $\frac{d}{d t}\left(e^{t X}\right)=X e^{t X}$,
(e) $\operatorname{det} e^{X}=e^{\operatorname{Tr}(X)}$,
(f) $X \mapsto e^{X}$ is a $C^{\infty}$ mapping from matrix space ( $=\mathbb{R}^{2 n^{2}}$ ) into itself.

Proof. For any $n$-by- $n$ matrix $M$, put

$$
\|M\|=\sup _{|x| \leq 1}|M x|,
$$

where $|x|$ and $|M x|$ refer to the Euclidean norm. Then

$$
\left\|\sum_{N=N_{1}}^{N_{2}} \frac{1}{N!} A^{N}\right\| \leq \sum_{N=N_{1}}^{N_{2}} \frac{1}{N!}\left\|A^{N}\right\| \leq \sum_{N=N_{1}}^{N_{2}} \frac{1}{N!}\|A\|^{N},
$$

and the right side tends to 0 as $N_{1}$ and $N_{2}$ tend to infinity. Hence the series for $e^{A}$ is Cauchy, entry by entry, and it must be convergent. This convergence is good enough to justify the manipulations in the remainder of the proof. For (a) we have

$$
\begin{aligned}
e^{X} e^{Y} & =\left(\sum_{r=0}^{\infty} \frac{1}{r!} X^{r}\right)\left(\sum_{s=0}^{\infty} \frac{1}{s!} Y^{s}\right)=\sum_{r, s} \frac{1}{r!s!} X^{r} Y^{s} \\
& =\sum_{N=0}^{\infty} \sum_{k=0}^{N} \frac{X^{k} Y^{N-k}}{k!(N-k)!}=\sum_{N=0}^{\infty} \frac{1}{N!} \sum_{k=0}^{N}\binom{N}{k} X^{k} Y^{N-k} \\
& =\sum_{N=0}^{\infty} \frac{1}{N!}(X+Y)^{N}=e^{X+Y} .
\end{aligned}
$$

Conclusion (b) follows by taking $Y=-X$ in (a) and using $e^{0}=1$. For (c) and (d) we have

$$
\begin{aligned}
\frac{d}{d t}\left(e^{t X}\right) & =\frac{d}{d t} \sum_{N=0}^{\infty} \frac{1}{N!}(t X)^{N}=\sum_{N=0}^{\infty} \frac{d}{d t}\left[\frac{1}{N!}(t X)^{N}\right] \\
& =\sum_{N=0}^{\infty} \frac{N}{N!} t^{N-1} X^{N}=X \sum_{N=0}^{\infty} \frac{1}{(N-1)!}(t X)^{N-1}=X e^{t X} .
\end{aligned}
$$

In (e) if $X$ is upper triangular, then so is $e^{X}$. Moreover det $e^{X}$ depends only on the diagonal entries of $e^{X}$, which depend only on the diagonal entries of $X$. Thus det $e^{X}=e^{\operatorname{Tr} X}$ in this case. A general complex matrix is of the form $g X g^{-1}$ with $X$ upper triangular, and then we have

$$
\operatorname{det} e^{g X g^{-1}}=\operatorname{det}\left(g e^{X} g^{-1}\right)=\operatorname{det} e^{X}=e^{\operatorname{Tr} X}=e^{\operatorname{Tr} g X g^{-1}} .
$$

Conclusion (f) follows from standard facts about term-by-term differentiation of series of functions. This completes the proof.

Let us return to the problem of identifying the linear Lie algebras for the examples in (0.1), i.e., of verifying that equality holds in each line of (0.9). The point in each case is that if $X$ is in the right side of a line of (0.9), then a computation shows that $e^{t X}$ lies in the corresponding group $G$. Since, according to (c) and (d) in the proposition, $e^{t X}$ is a smooth curve of matrices that is 1 at $t=0$ and has derivative $X$ at $t=0$, we conclude that $X$ is in the Lie algebra $\mathfrak{g}$. Thus equality must hold in each line of ( 0.9 ).

For example, consider $G=U(n)$ and $\mathfrak{u}(n)$. If $X$ satisfies $X+X^{*}=0$, then

$$
\left(e^{t X}\right)\left(e^{t X}\right)^{*}=e^{t X} e^{t X^{*}}=e^{t X} e^{-t X}=e^{0}=1 .
$$

Hence $e^{t X}$ is in $U(n)$ and $X$ must be in the Lie algebra of $U(n)$. In view of (0.9a), the linear Lie algebra of $U(n)$ equals $\mathfrak{u}(n)$.

For another example, consider $G=S L(n, \mathbb{R})$. If $X$ satisfies $\operatorname{Tr} X=0$, then Proposition 0.11e says that det $e^{t X}=1$. Hence $e^{t X}$ is in $S L(n, \mathbb{R})$ and $X$ must be in the Lie algebra of $S L(n, \mathbb{R})$. In view of ( 0.9 c ), the linear Lie algebra of $S L(n, \mathbb{R})$ equals $\mathfrak{s l}(n, \mathbb{R})$.

The conclusion is that the linear Lie algebras of the five closed linear groups in (0.1) are the five Lie algebras defined in (0.8).

The above arguments used that $e^{t X}$ has $X$ as derivative at $t=0$. Consequently for any $X$ in any of the linear Lie algebras $\mathfrak{g}$ above, there is a "best" smooth curve in $G$ that is 1 at $t=0$ and has derivative $X$ at $t=0$, namely $e^{t X}$. Moreover as $X$ varies, this family of curves varies smoothly, according to Proposition 0.11f.

We shall see in $\S 3$ that these conclusions extend to all linear Lie groups. What needs proof is that the exponential map carries $\mathfrak{g}$ into $G$. This fact was fairly easy to show for each of our examples, but it requires a nontrivial proof in general.

Qualitatively the decisive property of the exponential map of $\mathfrak{g}$ to $G$ is that $X \mapsto e^{X}$ recaptures a number of properties of $G$ in a whole neighborhood
of the identity even though $\mathfrak{g}$ depends only on infinitesimal data near the identity.

## 3. Closed Linear Groups

For a closed linear group $G$, the linear Lie algebra $\mathfrak{g}$ consists of the set of matrices $X=c^{\prime}(0)$ for smooth curves $c(t)$ in $G$ that pass through 1 at $t=0$. As with the examples in $\S \S 1-2$, it will turn out that there is a "best" such curve, namely $e^{t X}$. Proposition 0.11 shows that $e^{t X}$ is a smooth curve with the correct derivative at $t=0$, but we need to see that $e^{t X}$ lies in $G$. We saw that this was so for our five examples, and we establish it in general in Proposition 0.14 below.

Lemma 0.12. There exist an open cube $U$ about 0 in $\mathfrak{g l}(n, \mathbb{C})$ and an open neighborhood $V$ of 1 in $G L(n, \mathbb{C})$ such that exp : $U \rightarrow V$ is smooth $\left(=C^{\infty}\right)$ and one-one onto, with a smooth inverse.

Proof. Proposition 0.11 f says that exp is smooth. By the Inverse Function Theorem, it is enough to prove that the derivative matrix at $X=0$ of $X \mapsto \exp X$ is nonsingular. Let $\left\{E_{i}\right\}$ be the standard $2 n^{2}$-member basis over $\mathbb{R}$ of $\mathfrak{g l}(n, \mathbb{C})$, and let $x_{i}$ be the corresponding coordinate or coordinate function. Then

$$
\begin{aligned}
\left.\frac{\partial\left(x_{i}\left(X \mapsto e^{X}\right)\right)}{\partial x_{j}}\right|_{X=0} & =\left.\frac{d}{d t} x_{i}\left(e^{t E_{j}}\right)\right|_{t=0} \\
& =\left.x_{i}\left(E_{j} e^{t E_{j}}\right)\right|_{t=0} \quad \text { since } x_{i}(\cdot) \text { is } \mathbb{R} \text { linear } \\
& =x_{i}\left(E_{j}\right) \\
& =\delta_{i j}
\end{aligned}
$$

Thus the derivative matrix is the identity, and the lemma follows.
Lemma 0.13. If $c(t)$ is a smooth curve in $G L(n, \mathbb{C})$ with $c(0)=1$ and $c^{\prime}(0)=X$, then

$$
\lim _{k \rightarrow+\infty} c\left(\frac{t}{k}\right)^{k}=\exp t X
$$

for all $t$ in the domain of $c$.
REMARK. This lemma has a familiar prototype: We identify the additive reals with a closed linear group of 1-by-1 matrices by $t \mapsto\left(e^{t}\right)$. One curve in this group is $c(t)=(1+t)$, and we have $c(t / k)^{k}=(1+t / k)^{k}$, which is well known to converge to $\left(e^{t}\right)$.

Proof. Choose $U$ and $V$ as in Lemma 0.12 , and choose $\delta>0$ so that $c(t)$ is in $V$ for all $t$ with $|t|<2 \delta$. Using Lemma 0.12 , we can form a smooth curve

$$
Z(t)=\exp ^{-1} c(t) \quad \text { for }|t|<2 \delta .
$$

This curve has $Z(0)=0$, and the Chain Rule gives

$$
Z^{\prime}(0)=\left(\exp ^{\prime}(0)\right)^{-1} c^{\prime}(0)=X
$$

Thus Taylor's formula gives

$$
Z(t)=t X+O\left(t^{2}\right),
$$

where $O\left(t^{2}\right)$ is a term that is bounded for $|t|<\delta$ and remains bounded near $t=0$ when divided by $t^{2}$. Replacing $t$ by $t / k$ and regarding $t$ as fixed gives

$$
Z\left(\frac{t}{k}\right)=\frac{t}{k} X+O\left(\frac{t^{2}}{k^{2}}\right)=\frac{t}{k} X+O\left(\frac{1}{k^{2}}\right)
$$

and thus

$$
k Z\left(\frac{t}{k}\right)=t X+O\left(\frac{1}{k}\right) \quad \text { for any }|t|<\delta
$$

Therefore

$$
c\left(\frac{t}{k}\right)^{k}=\left(\exp Z\left(\frac{t}{k}\right)\right)^{k}=\exp k Z\left(\frac{t}{k}\right)=\exp \left(t X+O\left(\frac{1}{k}\right)\right) .
$$

Letting $k$ tend to infinity and using the continuity of exp, we obtain the conclusion of the lemma for $|t|<\delta$.

For some other $t$ in the domain of $c$, let us modify the above argument. First we choose and fix a positive integer $N$ with $|t / N|<\delta$. The above estimates apply to $t / N$. Instead of replacing $t$ by $t / k$, we replace $t / N$ by $t /(N k+l)$ with $0 \leq l \leq N-1$. Again regarding $t$ as fixed, we obtain

$$
Z\left(\frac{t}{N k+l}\right)=\frac{t}{N k+l}+O\left(\frac{t^{2}}{(N k+l)^{2}}\right)=\frac{t}{N k+l} X+O\left(\frac{1}{k^{2}}\right)
$$

and thus

$$
(N k+l) Z\left(\frac{t}{N k+l}\right)=t X+O\left(\frac{1}{k}\right)
$$

Therefore

$$
\begin{aligned}
c\left(\frac{t}{N k+l}\right)^{N k+l} & =\left(\exp Z\left(\frac{t}{N k+l}\right)\right)^{N k+l} \\
& =\exp \left((N k+l) Z\left(\frac{t}{N k+l}\right)\right) \\
& =\exp \left(t X+O\left(\frac{1}{k}\right)\right)
\end{aligned}
$$

for $0 \leq l \leq N-1$. Letting $k$ tend to infinity, we obtain the conclusion of the lemma for this value of $t$.

Proposition 0.14. If $G$ is a closed linear group and $X$ is in its linear Lie algebra $\mathfrak{g}$, then $\exp X$ is in $G$. Consequently

$$
\mathfrak{g}=\{X \in \mathfrak{g l}(n, \mathbb{C}) \mid \exp t X \text { is in } G \text { for all real } t\}
$$

Proof. Let $X$ be in $\mathfrak{g}$, and let $c(t)$ be a smooth curve in $G$ with $c(0)=1$ and $c^{\prime}(0)=X$. Then $c(t / n)^{n}$ is in $G$ for $n \geq 1$, and so is the limit on $n$ (since $G$ is a closed set) if the limit exists. Lemma 0.13 says that the limit does exist for all $t$ in the domain of $c$ and is equal to $\exp t X$. Thus $\exp t X$ is in $G$ for $|t|$ small, and it follows by raising to powers that $\exp t X$ is in $G$ for all real $t$. This proves the containment $\subseteq$. The containment $\supseteq$ is immediate from Proposition 0.11, parts (c) and (d).

Actually $\exp$ maps $\mathfrak{g}$ onto a neighborhood of 1 in $G$, and this fact indicates a strong connection between $\mathfrak{g}$ and $G$. To get at this fact, however, requires a digression.

## 4. Closed Linear Groups as Lie Groups

The main result of this section is that a closed linear group $G$ can be made into a smooth manifold in a canonical way such that $G$ becomes a Lie group. The terms "smooth manifold" and "Lie group" have a variety of meanings in books and papers, and we begin by pinning down the definitions of these notions as we shall use them in this book.

The terms "smooth" and " $C^{\infty}$ " will be used interchangeably throughout. For us the underlying topological space of a smooth manifold is assumed to be a separable metric space, not necessarily connected. The separability will be quite important for us. A metric will ordinarily not be specified, but a topological space can be recognized as admitting the structure of a separable metric space if it is regular and Hausdorff and it possesses a countable base for its topology.

Let $M$ be such a topological space. We shall want $M$ to have a well defined dimension, and the possible disconnectedness means that we have to specify the dimension in advance. Let $n$ be specified. The manifold structure consists of a system of charts $(U, \varphi)$ with $U$ an open subset of
$M$ and $\varphi$ a homeomorphism of $U$ onto an open subset $\varphi(U)$ of $\mathbb{R}^{n}$. These charts are to have the following two properties:
(a) each pair of charts $\left(U_{1}, \varphi_{1}\right)$ and $\left(U_{2}, \varphi_{2}\right)$ is smoothly compatible in the sense that $\varphi_{2} \circ \varphi_{1}^{-1}$ from the open set $\varphi_{1}\left(U_{1} \cap U_{2}\right)$ of $\mathbb{R}^{n}$ to $\varphi_{2}\left(U_{1} \cap U_{2}\right)$ is smooth and has a smooth inverse, and
(b) the system of compatible charts $(U, \varphi)$ is a $C^{\infty}$ atlas in the sense that the sets $U$ together cover $M$.

The topological space $M$, together with the $C^{\infty}$ atlas as above, is said to be a smooth manifold of dimension $n$. We can then speak of smooth functions $f: E \rightarrow \mathbb{R}$ on an open subset $E$ of $M$ as functions that are $C^{\infty}$ when referred back to functions on open subsets of $\mathbb{R}^{n}$. There is a small technical point here: A different $C^{\infty}$ atlas that leads to the same smooth functions on open sets is to yield the same smooth manifold. To handle this matter, one can observe that the set of all charts smoothly compatible with a particular $C^{\infty}$ atlas is a maximal $C^{\infty}$ atlas. Two $C^{\infty}$ atlases lead to the same smooth functions exactly if their corresponding maximal atlases are the same. So, technically, $M$ is a smooth manifold when it is endowed with a maximal $C^{\infty}$ atlas.

Now we come to the definition of "Lie group" as the term is to be used in this book. A topological group whose underlying topology is that of a separable metric space will be called a separable topological group. A Lie group $G$ is a separable topological group with the additional structure of a smooth manifold compatible with the given topology in such a way that multiplication and inversion are smooth. Here multiplication is a mapping from $G \times G$ into $G$, and we understand $G \times G$ to be a smooth manifold whose charts are products of charts in the factors.

The term analytic group is used for a connected Lie group. In a Lie group $G$, the identity component $G_{0}$, which is necessarily open, is an open closed normal subgroup and is an analytic group.

Here is the theorem that we mentioned at the beginning of this section.

Theorem 0.15. If $G$ is a closed linear group, then $G$ with its relative topology becomes a Lie group in a unique way such that
(a) the restrictions from $G L(n, \mathbb{C})$ to $G$ of the real and imaginary parts of each entry function are smooth and
(b) whenever $\Phi: M \rightarrow G L(n, \mathbb{C})$ is a smooth function on a smooth manifold $M$ such that $\Phi(M) \subseteq G$, then $\Phi: M \rightarrow G$ is smooth.
Moreover, the dimension of the linear Lie algebra $\mathfrak{g}$ equals the dimension of the manifold $G$. In addition, there exist open neighborhoods $U$ of 0 in
$\mathfrak{g}$ and $V$ of 1 in $G$ such that exp : $U \rightarrow V$ is a homeomorphism onto and such that $\left(V, \exp ^{-1}\right)$ is a compatible chart.

REMARK. Part (b) explains why it was enough in $\S 1$ for our definition of smooth curve to assume smoothness into the total underlying matrix space.

Lemma 0.16. Let $\mathfrak{a}$ and $\mathfrak{b}$ be real subspaces of $\mathfrak{g l}(n, \mathbb{C})$ with $\mathfrak{g l}(n, \mathbb{C})=$ $\mathfrak{a} \oplus \mathfrak{b}$. Then there exist open balls $U_{1}$ about 0 in $\mathfrak{a}$ and $U_{2}$ about 0 in $\mathfrak{b}$, as well as an open neighborhood $V$ of 1 in $G L(n, \mathbb{C})$, such that

$$
(a, b) \mapsto \exp a \exp b
$$

is a diffeomorphism of $U_{1} \times U_{2}$ onto $V$.
Proof. Let $X_{1}, \ldots, X_{r}$ and $Y_{1}, \ldots, Y_{s}$ be bases of $\mathfrak{a}$ and $\mathfrak{b}$, and consider the map

$$
\begin{equation*}
\left(u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{s}\right) \mapsto \exp ^{-1}\left\{\left(\exp \sum u_{i} X_{i}\right)\left(\exp \sum v_{j} Y_{j}\right)\right\} \tag{0.17}
\end{equation*}
$$

defined in an open neighborhood of 0 , with the result written out as a linear combination of $X_{1}, \ldots, X_{r}, Y_{1}, \ldots Y_{s}$ with coefficients depending on $u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{s}$. We shall apply the Inverse Function Theorem to see that this map is locally invertible. Since exp is locally invertible by Lemma 0.12, the lemma will follow.

Thus we are to compute the derivative matrix at 0 of ( 0.17 ). In computing the partial derivatives, we can set all variables but one equal to 0 before differentiating, and then we see that the expression to be differentiated is linear. The derivative matrix is thus seen to be the identity, the Inverse Function Theorem applies, and the proof is complete.

Proof of uniqueness in Theorem 0.15. Suppose that $G$ and $G^{\prime}$ are two versions of $G$ as a smooth manifold. Let $\iota: G \rightarrow G^{\prime}$ be the identity function. The function $\iota: G \rightarrow G L(n, \mathbb{C})$ is smooth because smoothness of this map is detected by smoothness of each real or imaginary part of an entry function, which is known from (a). By (b), $:: G \rightarrow G^{\prime}$ is smooth. By the same argument, $\iota^{-1}: G^{\prime} \rightarrow G$ is smooth.

Proof of existence in Theorem 0.15. Choose a real vector subspace $\mathfrak{s}$ of $\mathfrak{g l}(n, \mathbb{C})$ such that $\mathfrak{g l}(n, \mathbb{C})=\mathfrak{g} \oplus \mathfrak{s}$, and apply Lemma 0.16 to this decomposition, obtaining balls $U_{1}$ and $U_{2}$ about 0 in $\mathfrak{g}$ and $\mathfrak{s}$ and an open neighborhood $V$ of 1 in $G L(n, \mathbb{C})$ such that $(X, Y) \mapsto \exp X \exp Y$ is a
diffeomorphism from $U_{1} \times U_{2}$ onto $V$. Let $2 \epsilon$ be the radius of $U_{2}$. For each integer $k \geq 1$, form the set $(k+1)^{-1} U_{2}$. The claim is that for large $k$, exp $X \exp Y$ cannot be in $G$ if $X$ is in $U_{1}$ and $Y$ is in $(k+1)^{-1} U_{2}$ unless $Y=0$.

Assume the contrary. Then for every $k \geq 1$ we can find $X_{k}$ in $U_{1}$ and $Y_{k}$ in $(k+1)^{-1} U_{2}$ with $Y_{k} \neq 0$ and with $\exp X_{k} \exp Y_{k}$ in $G$. By Proposition $0.14, \exp X_{k}$ is in $G$. Thus $\exp Y_{k}$ is in $G$ for all $k$. Since $Y_{k} \neq 0$, we can choose an integer $n_{k}$ such that $\epsilon / 2 \leq n_{k}\left|Y_{k}\right| \leq 2 \epsilon$. Passing to a subsequence if necessary, we may assume that $n_{k} Y_{k}$ converges, say to $Y$. Then $Y$ is in $\mathfrak{s}$ and $Y \neq 0$. Since $\exp n_{k} Y_{k}=\left(\exp Y_{k}\right)^{n_{k}}$ is in $G$ and $G$ is closed, $\exp Y$ is in $G$.

Let us show that $\exp \frac{p}{q} Y$ is in $G$ for all integers $p$ and $q$ with $q>0$. Write $n_{k} p=m_{k} q+r_{k}$ with $0 \leq r_{k} \leq q-1$. Then $\frac{r_{k}}{q} Y_{k} \rightarrow 0$ since $Y_{k} \rightarrow 0$. Also $\frac{n_{k} p}{q} Y_{k} \rightarrow \frac{p}{q} Y$, so that

$$
\left(\exp m_{k} Y_{k}\right)\left(\exp \frac{r_{k}}{q} Y_{k}\right)=\exp \frac{n_{k} p}{q} Y_{k} \rightarrow \exp \frac{p}{q} Y .
$$

Since $\exp \frac{v_{k}}{q} Y_{k} \rightarrow 1, \lim _{k} \exp m_{k} Y_{k}$ exists and equals $\exp \frac{p}{q} Y$. However, $\exp m_{k} Y_{k}=\left(\exp Y_{k}\right)^{m_{k}}$ is in $G$ and $G$ is closed, and thus $\exp \frac{p}{q} Y$ is in $G$.

In other words, $\exp t Y$ is in $G$ for all rational $t$. Since $G$ is closed and $\exp$ is continuous, $\exp t Y$ is in $G$ for all real $t$. By Proposition 0.14, $Y$ is in $\mathfrak{g}$. Thus $Y$ is a nonzero member of $\mathfrak{g} \cap \mathfrak{s}$, and this fact contradicts the directness of the sum $\mathfrak{g} \oplus \mathfrak{s}$. We conclude that for large $k$, $\exp X \exp Y$ cannot be in $G$ if $X$ is in $U_{1}$ and $Y$ is in $(k+1)^{-1} U_{2}$ unless $Y=0$.

Changing notation, we have found open balls $U_{1}$ and $U_{2}$ about 0 in $\mathfrak{g}$ and $\mathfrak{s}$ and an open neighborhood $V$ of 1 in $G L(n, \mathbb{C})$ such that $e(X, Y)=$ $\exp X \exp Y$ carries $U_{1} \times U_{2}$ diffeomorphically onto $V$ and $e(X, Y)$ is in $G$ only if $Y=0$. In view of Proposition $0.14, V \cap G$ is an open set in $G$ such that exp is a homeomorphism from $U_{1}$ onto $V \cap G$.

We take $\left(L_{g}(V \cap G)\right.$, $\left.\exp ^{-1} \circ L_{g}^{-1}\right)$ as a chart about the element $g$ of $G$, where $L_{g}$ is left translation by $g: L_{g}(x)=g x$. The image of this chart in Euclidean space is $\exp ^{-1}(V \cap G)=U_{1} \subseteq \mathfrak{g}$, and we are identifying $U_{1}$ with the subset $U_{1} \times\{1\}$ of $U_{1} \times U_{2} \subseteq \mathfrak{g} \oplus \mathfrak{s}=\mathfrak{g l}(n, \mathbb{C})$. These charts cover $G$. Let us show that they are smoothly compatible. Take two of the charts $\left(L_{g}(V \cap G), \exp ^{-1} \circ L_{g}^{-1}\right)$ and $\left(L_{h}(V \cap G), \exp ^{-1} \circ L_{h}^{-1}\right)$ that overlap, and let

$$
W=L_{g}(V \cap G) \cap L_{h}(V \cap G) \quad \text { and } \quad W^{\#}=L_{g}(V) \cap L_{h}(V) .
$$

Let $U$ and $U^{\prime}$ be the images of $W$ in the real vector space $\mathfrak{g}$,

$$
U=\exp ^{-1} \circ L_{g}^{-1}(W) \quad \text { and } \quad U^{\prime}=\exp ^{-1} \circ L_{h}^{-1}(W),
$$

and let $U^{\#}$ and $U^{\prime \#}$ be the images of $W^{\#}$ in the real vector space $\mathfrak{g l}(n, \mathbb{C})$,

$$
U^{\#}=e^{-1} \circ L_{g}^{-1}\left(W^{\#}\right) \quad \text { and } \quad U^{\prime \#}=e^{-1} \circ L_{h}^{-1}\left(W^{\#}\right)
$$

The sets $U$ and $U^{\prime}$ are open subsets of $U_{1} \subseteq \mathfrak{g}$, and the sets $U^{\#}$ and $U^{\prime \#}$ are open subsets of $U_{1} \times U_{2} \subseteq \mathfrak{g l}(n, \mathbb{C})$. We are to check that

$$
\begin{equation*}
\left(\exp ^{-1} \circ L_{h}^{-1}\right) \circ\left(\exp ^{-1} \circ L_{g}^{-1}\right)^{-1} \tag{0.18}
\end{equation*}
$$

is smooth as a map of $U$ onto $U^{\prime}$, i.e., as a map of $U \times\{1\}$ onto $U^{\prime} \times\{1\}$. Since $U \subseteq U^{\#}$, the map ( 0.18 ) is the restriction to an open subset of a lower-dimensional Euclidean space of the map (0.18) from $U^{\#}$ onto $U^{\prime \prime}$, and the latter map is known to be smooth. Thus the map of $U$ onto $U^{\prime}$ is smooth, and we conclude that $G$ is a smooth manifold.

The same reasoning shows that multiplication and inversion are smooth. For example, near the identity, what needs checking in order to see that multiplication is smooth is that, for a small open neighborhood $U$ about 0 in $\mathfrak{g}$,

$$
\left(X, X^{\prime}\right) \in U \times U \mapsto \exp ^{-1}\left(\exp X \exp X^{\prime}\right)
$$

is smooth into $\mathfrak{g}$. But this map is a restriction of the same map on a suitable $U^{\#} \times U^{\#}$, where we know it to be smooth.

In addition, this reasoning readily proves (a) and (b). Since $G$ as a manifold has open subsets of $\mathfrak{g}$ as charts, we have $\operatorname{dim} G=\operatorname{dim} \mathfrak{g}$. Thus the theorem is completely proved.

Corollary 0.19. If $G$ is a closed linear group and $f: G \rightarrow M$ is a function into a smooth manifold that is the restriction of a smooth map $F: U \rightarrow M$, where $U$ is open in some $G L(n, \mathbb{R})$ or $G L(n, \mathbb{C})$ and where $G \subseteq U$, then $F: G \rightarrow M$ is smooth.

Proof. We can write $f=F \circ \iota$, where $\iota$ is the inclusion of $G$ into $G L(n, \mathbb{R})$ or $G L(n, \mathbb{C})$. Then $\iota$ is smooth by Theorem 0.15 a, and hence $f$ is a composition of smooth maps.

Corollary 0.20. If $G$ is a closed linear group and $\mathfrak{g}$ is its linear Lie algebra, then $\exp \mathfrak{g}$ generates the identity component $G_{0}$.

Proof. By continuity, $\exp \mathfrak{g}$ is a connected subset of $G$. Thus $\exp \mathfrak{g} \subseteq$ $G_{0}$. Theorem 0.15 says that exp $\mathfrak{g}$ contains a neighborhood of 1 in $G_{0}$. The smallest subgroup of $G_{0}$ containing a nonempty open set in $G_{0}$ is all of $G_{0}$.

Corollary 0.21. If $G$ and $G^{\prime}$ are closed linear groups with the same linear Lie algebra as sets of matrices, then the identity components of $G$ and $G^{\prime}$ coincide.

Proof. We apply Corollary 0.20 .

## 5. Homomorphisms

Suppose that $G$ and $H$ are closed linear groups. Let $\mathfrak{g}$ and $\mathfrak{h}$ be the linear Lie algebras of $G$ and $H$, and suppose that $\pi$ is a smooth homomorphism of $G$ into $H$. Our objective is to associate to $\pi$ a map $d \pi: \mathfrak{g} \rightarrow \mathfrak{h}$.

Before proceeding, let us comment on the case that $G$ or $H$ is the Lie group $\mathbb{R}$. We can always regard $\mathbb{R}$ as a closed linear group, say as the set $\left\{\left(e^{t}\right)\right\}$ of 1-by-1 matrices. We use this convention throughout the remainder of this section.

## EXAMPLES.

1) If $H$ is any closed linear group and $X$ is in $\mathfrak{h}$, then $t \mapsto \exp t X$ is a smooth homomorphism of $\mathbb{R}$ into $H$. As a homomorphism between groups of matrices, this map is $\left(e^{t}\right) \mapsto \exp t X$.
2) The circle group $S^{1}=\{z \in \mathbb{C}| | z \mid=1\}$ is a closed linear group within $G L(1, \mathbb{C})$, and $t \mapsto e^{i t}$ is a smooth homomorphism of $\mathbb{R}$ into $S^{1}$.
3) The triangular group of real matrices of the form $\left(\begin{array}{lll}1 & x & z \\ 0 & 1 & y \\ 0 & 0 & 1\end{array}\right)$ is a closed linear group, and the map that sends the indicated matrix into $x$ is a smooth homomorphism of $G$ into $\mathbb{R}$.

We return to the general setting of smooth homomorphisms $\pi$ between closed linear groups $G$ and $H$. If $X \in \mathfrak{g}$ is given, let $c(t)$ be a smooth curve in $G$ with $c(0)=1$ and $c^{\prime}(0)=X$. (For example, we can take $c(t)=\exp t X$.) Then the composition $t \mapsto \pi(c(t))$ is a smooth curve in $H$ with $\pi(c(0))=1$, and we define

$$
d \pi(X)=(\pi \circ c)^{\prime}(0) .
$$

Let us see that this definition is independent of the choice of $c$. If $c_{1}(t)$ and $c_{2}(t)$ both have starting value 1 in $G$ and starting derivative $X$ in $\mathfrak{g}$,
then we compute

$$
\begin{aligned}
\left(\pi \circ c_{2}\right)^{\prime}(0)= & \left.\frac{d}{d t} \pi\left(c_{2}(t)\right)\right|_{t=0} \\
= & \left.\frac{d}{d t} \pi\left(c_{2}(t) c_{1}(t)^{-1} \cdot c_{1}(t)\right)\right|_{t=0} \\
= & \frac{d}{d t} \pi\left(c_{2}(t) c_{1}(t)^{-1}\right) \pi\left(\left.c_{1}(t)\right|_{t=0} \text { since } \pi\right. \text { is a homomorphism } \\
= & \left.\frac{d}{d t} \pi\left(c_{2}(t) c_{1}(t)^{-1}\right)\right|_{t=0} \cdot \pi\left(c_{1}(0)\right) \\
& +\left.\pi\left(c_{2}(0) c_{1}(0)^{-1}\right) \cdot \frac{d}{d t} \pi\left(c_{1}(t)\right)\right|_{t=0} \\
= & \left.\frac{d}{d t} \pi\left(c_{2}(t) c_{1}(t)^{-1}\right)\right|_{t=0}+\left(\pi \circ c_{1}\right)^{\prime}(0) .
\end{aligned}
$$

Thus it is enough to prove that the curve $c(t)=c_{2}(t) c_{1}(t)^{-1}$, which has $c(0)=1$ and $c^{\prime}(0)=0$, has $(\pi \circ c)^{\prime}(0)=0$. We now refer matters to local coordinates, using the exponential map, taking advantage of Theorem 0.15. The local expression for $\pi \circ c$ is $\exp ^{-1} \circ \pi \circ c$, which we write as

$$
\exp ^{-1} \circ \pi \circ c=\left(\exp ^{-1} \circ \pi \circ \exp \right) \circ\left(\exp ^{-1} \circ c\right) .
$$

Here the two factors on the right side are the local expressions for $\pi$ and $c$. However, the second factor is a curve in $\mathfrak{g}$, and it has $\left(\exp ^{-1} \circ c\right)^{\prime}(0)=0$ by the Chain Rule, since $c^{\prime}(0)=0$. Thus $\left(\exp ^{-1} \circ \pi \circ c\right)^{\prime}(0)=0$ by the Chain Rule. Applying the exponential map and using the Chain Rule once more, we see that $(\pi \circ c)^{\prime}(0)=0$. Thus our definition is independent of the choice of $c$.

Now we can imitate some of the development earlier of the properties of linear Lie algebras. First of all, $d \pi: \mathfrak{g} \rightarrow \mathfrak{h}$ is linear. In fact, let $c_{1}(t)$ and $c_{2}(t)$ correspond to $X$ and $Y$, and let $k$ be in $\mathbb{R}$. Then

$$
d \pi(k X)=\left.\frac{d}{d t} \pi\left(c_{1}(k t)\right)\right|_{t=0}=\left.\left.\frac{d}{d s} \pi\left(c_{1}(s)\right)\right|_{s=0} \cdot \frac{d}{d t}(k t)\right|_{t=0}=k d \pi(X)
$$

and

$$
\begin{aligned}
d \pi(X+Y) & =\left.\frac{d}{d t} \pi\left(c_{1}(t) c_{2}(t)\right)\right|_{t=0} \\
& =\left.\frac{d}{d t} \pi\left(c_{1}(t)\right) \pi\left(c_{2}(t)\right)\right|_{t=0}=d \pi(X)+d \pi(Y)
\end{aligned}
$$

by the product rule for derivatives.

Now let $g$ be in $G$, and let $c(t)$ in $G$ have $c(0)=1$ and $c^{\prime}(0)=X$. Then $g c(t) g^{-1}$ has derivative $\operatorname{Ad}(g) X$ at $t=0$. Hence

$$
\begin{aligned}
d \pi(\operatorname{Ad}(g) X) & =\left.\frac{d}{d t} \pi\left(g c(t) g^{-1}\right)\right|_{t=0}=\left.\frac{d}{d t} \pi(g) \pi(c(t)) \pi(g)^{-1}\right|_{t=0} \\
& =\left.\pi(g) \frac{d}{d t} \pi(c(t))\right|_{t=0} \pi(g)^{-1}=\pi(g) d \pi(X) \pi(g)^{-1} .
\end{aligned}
$$

If also $Y$ is in $\mathfrak{g}$, then this formula says that

$$
d \pi(\operatorname{Ad}(c(t)) Y)=\pi(c(t)) d \pi(Y) \pi(c(t))^{-1} .
$$

Differentiating at $t=0$ and using (0.5) and the fact that $d \pi$ is linear, we obtain

$$
\begin{equation*}
d \pi[X, Y]=d \pi(X) d \pi(Y)-d \pi(Y) d \pi(X) \tag{0.22}
\end{equation*}
$$

The right side of $(0.22)$ is the definition of $[d \pi(X), d \pi(Y)]$. Thus ( 0.22 ), in the presence of the linearity of $d \pi$, says that $d \pi$ is a Lie algebra homomorphism. Thus our smooth homomorphism $\pi: G \rightarrow H$ leads to a Lie algebra homomorphism $d \pi: \mathfrak{g} \rightarrow \mathfrak{h}$.

## EXAMPLES, CONTINUED.

1) If $\pi\left(\left(e^{t}\right)\right)=\exp t X$, then $d \pi((1))=X$. To see this, we use the curve $c(t)=\left(e^{t}\right)$, which has $c^{\prime}(0)=(1)$, and we compute $(\pi \circ c)^{\prime}(0)$ from Proposition 0.11 d .
2) If $\pi\left(\left(e^{t}\right)\right)=\left(e^{i t}\right)$, then $d \pi((1))=(i)$ as a 1-by-1 matrix.
3) If $\pi\left(\begin{array}{lll}1 & x & z \\ 0 & 1 & y \\ 0 & 0 & 1\end{array}\right)=\left(e^{x}\right)$, then $d \pi\left(\begin{array}{lll}0 & a & c \\ 0 & 0 & b \\ 0 & 0 & 0\end{array}\right)=(a)$.

The fundamental relation for dealing with homomorphisms is the formula that relates $\pi, d \pi$, and the exponential map.

Theorem 0.23. If $\pi: G \rightarrow H$ is a smooth homomorphism between closed linear groups, then $\pi \circ \exp =\exp \circ d \pi$.

Proof. Fix $X$ in the linear Lie algebra of $G$, and let $c_{1}(t)$ and $c_{2}(t)$ be the smooth curves of matrices in $H$ given by

$$
c_{1}(t)=\exp (t d \pi(X)) \quad \text { and } \quad c_{2}(t)=\pi(\exp t X)
$$

Then $c_{1}(0)=c_{2}(0)=1$ and

$$
\frac{d}{d t} c_{1}(t)=d \pi(X) \exp (t d \pi(X))=d \pi(X) c_{1}(t)
$$

by Proposition 0.11d. Also

$$
\begin{aligned}
\frac{d}{d t} c_{2}(t) & =\left.\frac{d}{d h} \pi(\exp (t+h) X)\right|_{h=0}=\left.\frac{d}{d h} \pi(\exp h X) \pi(\exp t X)\right|_{h=0} \\
& =\left.\frac{d}{d h} \pi(\exp h X)\right|_{h=0} \pi(\exp t X)=d \pi(X) c_{2}(t)
\end{aligned}
$$

by definition of $d \pi(X)$. Since the $j^{\text {th }}$ columns of both $c_{1}(t)$ and $c_{2}(t)$ solve the initial-value problem for the linear system of differential equations

$$
\frac{d y}{d t}=d \pi(X) y \quad \text { with } \quad y(0)=\left(j^{\text {th }} \text { column of } 1\right),
$$

the uniqueness theorem for systems of ordinary differential equations says that $c_{1}(t)=c_{2}(t)$ for all $t$. The theorem follows by taking $t=1$.

Corollary 0.24. Let $\pi: G \rightarrow H$ be a smooth homomorphism between closed linear groups, and let $\mathfrak{g}$ and $\mathfrak{h}$ be the linear Lie algebras. If the map $x \mapsto \pi(x)$ near $x=1$ is referred to local coordinates relative to the exponential maps of $G$ and $H$, then the corresponding map is exactly $d \pi: \mathfrak{g} \rightarrow \mathfrak{h}$, which is linear. Hence $d \pi$ is also the derivative of $\pi$ at the identity when $\pi$ is referred to local coordinates by the exponential maps.

Proof. The map in local coordinates is $Y=\exp ^{-1}(\pi(\exp (X))$ near $X=$ 0 , and Theorem 0.23 says that this is the same as $Y=\exp ^{-1}(\exp d \pi(X))=$ $d \pi(X)$, which is linear. A linear map is its own derivative, and the corollary follows.

Corollary 0.25. If $\pi_{1}$ and $\pi_{2}$ are smooth homomorphisms between two closed linear groups $G$ and $H$ such that $d \pi_{1}=d \pi_{2}$, then $\pi_{1}=\pi_{2}$ on $G_{0}$.

Proof. For $X$ in $\mathfrak{g}$, Theorem 0.23 gives

$$
\pi_{1}(\exp X)=\exp d \pi_{1}(X)=\exp d \pi_{2}(X)=\pi_{2}(\exp X) .
$$

By Corollary $0.20, \pi_{1}=\pi_{2}$ on $G_{0}$.
Corollary 0.26. Let $\pi: G \rightarrow H$ be a smooth homomorphism between two closed linear groups, and let $d \pi: \mathfrak{g} \rightarrow \mathfrak{h}$ be the corresponding homomorphism of linear Lie algebras. Then
(a) $d \pi$ onto implies $\pi$ is onto at least $H_{0}$,
(b) $d \pi$ one-one implies $\pi$ is one-one in a neighborhood of 1 in $G$,
(c) $d \pi$ one-one onto implies $\pi$ is a local isomorphism on $G_{0}$.

Proof. Parts (a) and (b) are immediate from Corollary 0.20 and Theorems 0.23 and 0.15. Part (c) carries with it a statement about smoothness of $\pi^{-1}$, which follows from Corollary 0.24 and the Inverse Function Theorem.

## 6. Problems

1. Prove that exp carries $\mathfrak{g l}(n, \mathbb{C})$ onto $G L(n, \mathbb{C})$ but does not carry $\mathfrak{g l}(2, \mathbb{R})$ onto $G L(2, \mathbb{R})$.
2. Identify the linear Lie algebra of

$$
G=\left\{\left.\left(\begin{array}{cc}
a & z \\
0 & a^{-1}
\end{array}\right) \right\rvert\, a>0, z \in \mathbb{C}\right\} .
$$

3. Let $G_{1}$ and $G_{2}$ be separable topological groups whose topologies are locally compact, and let $\pi: G_{1} \rightarrow G_{2}$ be a continuous one-one homomorphism onto. Taking for granted that the Baire Category Theorem is valid for locally compact Hausdorff spaces, prove that $\pi$ is a homeomorphism.
4. Let $T$ be the 2-torus group, realized as diagonal matrices $\left\{\operatorname{diag}\left(e^{i \theta_{1}}, e^{i \theta_{2}}\right)\right\}$, and let $S$ be the subgroup $\left\{\operatorname{diag}\left(e^{i t}, e^{i t \sqrt{2}}\right) \mid-\infty<t<\infty\right\}$.
(a) Use Problem 3 to show that the closure $\bar{S}$ cannot be 1-dimensional.
(b) Deduce that $S$ is dense in $T$.

Problems 5-6 deal with the standard manifold structure on spheres.
5. The unit sphere $S^{n}$ in $\mathbb{R}^{n+1}$ can be made into a smooth manifold of dimension $n$ by using two charts based on stereographic projection. One is

$$
\varphi_{1}\left(x_{1}, \ldots, x_{n+1}\right)=\left(\frac{x_{1}}{1-x_{n+1}}, \ldots, \frac{x_{n}}{1-x_{n+1}}\right)
$$

defined on $U_{1}=S^{n}-\{(0, \ldots, 0,1)\}$, and the other is

$$
\varphi_{2}\left(x_{1}, \ldots, x_{n+1}\right)=\left(\frac{x_{1}}{1+x_{n+1}}, \ldots, \frac{x_{n}}{1+x_{n+1}}\right)
$$

defined on $U_{2}=S^{n}-\{(0, \ldots, 0,-1)\}$. Verify that these two charts are smoothly compatible.
6. The closed linear group $S U(2)$ can be identified with the sphere $S^{3}$ in $\mathbb{R}^{4}$ because

$$
S U(2)=\left\{\left(\begin{array}{rr}
\alpha & \beta \\
-\bar{\beta} & \bar{\alpha}
\end{array}\right)\left|\alpha \in \mathbb{C}, \beta \in \mathbb{C},|\alpha|^{2}+|\beta|^{2}=1\right\} .\right.
$$

Thus $S U(2)$ ostensibly has two structures as a smooth manifold, one from Problem 5 because of this identification with $S^{3}$ and one by Theorem 0.15. Prove that these two structures as smooth manifolds are the same.

Problems 7-9 explicitly construct a smooth homomorphism from $S U$ (2) to $S O$ (3) and compute the corresponding homomorphism of linear Lie algebras.
7. Problem 5 gives particular charts to make spheres into manifolds; if we specialize to the case of $S^{2}$ and use complex variables in the notation, then the statement is that

$$
z=\frac{x_{1}+i x_{2}}{1-x_{3}}
$$

maps the subset $S^{2}$ of $\mathbb{R}^{3}$ one-one onto the extended complex plane $\mathbb{C} \cup\{\infty\}$. Meanwhile $S U(2)$ acts on $\mathbb{C} \cup\{\infty\}$ by

$$
w=g(z)=\frac{\alpha z+\beta}{-\bar{\beta} z+\bar{\alpha}} \quad \text { for } g=\left(\begin{array}{rr}
\alpha & \beta \\
-\bar{\beta} & \bar{\alpha}
\end{array}\right) \in S U(2)
$$

The above identification of $S^{2}$ with the extended complex plane relates $w$ to a point $\left(y_{1}, y_{2}, y_{3}\right)$ of $S^{2}$ by

$$
w=\frac{y_{1}+i y_{2}}{1-y_{3}}
$$

(a) Invert the formula for $w$ in terms of $\left(y_{1}, y_{2}, y_{3}\right)$, obtaining

$$
y_{1}=\frac{w+\bar{w}}{1+|w|^{2}}, \quad y_{2}=\frac{w-\bar{w}}{i\left(1+|w|^{2}\right)}, \quad y_{3}=\frac{|w|^{2}-1}{|w|^{2}+1} .
$$

(b) Substitute in the result of (a) to obtain the following formula for $\left(y_{1}, y_{2}, y_{3}\right)$ in terms of $\left(x_{1}, x_{2}, x_{3}\right)$ :

$$
\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)=\left(\begin{array}{ccc}
\operatorname{Re}\left(\alpha^{2}-\beta^{2}\right) & -\operatorname{Im}\left(\alpha^{2}+\beta^{2}\right) & -2 \operatorname{Re} \alpha \beta \\
\operatorname{Im}\left(\alpha^{2}-\beta^{2}\right) & \operatorname{Re}\left(\alpha^{2}+\beta^{2}\right) & -2 \operatorname{Im} \alpha \beta \\
2 \operatorname{Re} \alpha \bar{\beta} & -2 \operatorname{Im} \alpha \bar{\beta} & |\alpha|^{2}-|\beta|^{2}
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)
$$

8. Interpreting the 3-by-3 matrix in Problem 7b as $\Phi\left(\begin{array}{rr}\alpha & \beta \\ -\bar{\beta} & \bar{\alpha}\end{array}\right)$, compute $d \Phi$ on the $\mathfrak{s u}(2)$ basis

$$
\left(\begin{array}{rr}
i & 0 \\
0 & -i
\end{array}\right), \quad\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \quad\left(\begin{array}{ll}
0 & i \\
i & 0
\end{array}\right)
$$

by differentiating $\Phi(\exp t X)$ at $t=0$ for each of these 2-by-2 matrices $X$.
9. (a) Verify that $d \Phi$ maps $\mathfrak{s u}(2)$ one-one onto $\mathfrak{s o}(3)$ in Problem 8.
(b) Use Corollary 0.26 to prove that $\Phi$ maps $S U(2)$ onto $S O$ (3) and is a diffeomorphism in a neighborhood of the identity.
(c) Verify that the kernel of $\Phi$ consists of plus and minus the identity.

## CHAPTER I

## Lie Algebras and Lie Groups


#### Abstract

The first part of this chapter treats Lie algebras, beginning with definitions and many examples. The notions of solvable, nilpotent, radical, semisimple, and simple are introduced, and these notions are followed by a discussion of the effect of a change of the underlying field.


The idea of a semidirect product begins the development of the main structural theorems for real Lie algebras-the iterated construction of all solvable Lie algebras from derivations and semidirect products, Lie's Theorem for solvable Lie algebras, Engel's Theorem in connection with nilpotent Lie algebras, and Cartan's criteria for solvability and semisimplicity in terms of the Killing form. From Cartan's Criterion for Semisimplicity, it follows that semisimple Lie algebras are direct sums of simple Lie algebras.

Cartan's Criterion for Semisimplicity is used also to provide a long list of classical examples of semisimple Lie algebras. Some of these examples are defined in terms of quaternion matrices. Quaternion matrices of size $n$-by- $n$ may be related to complex matrices of size $2 n$-by- $2 n$.

The treatment of Lie algebras concludes with a study of the finite-dimensional complexlinear representations of $\mathfrak{s l}(2, \mathbb{C})$. There is a classification theorem for the irreducible representations of this kind, and the general representations are direct sums of irreducible ones.

Sections 10 through 13 contain a summary of the elementary theory of Lie groups and their Lie algebras. The abstract theory is presented, and the correspondence is made with the concrete theory of closed linear groups as in the Introduction. In addition these sections discuss the adjoint representation, covering groups, complex structures and holomorphic functions, and complex Lie groups.

The remainder of the chapter explores some aspects of the connection between Lie groups and Lie algebras. One aspect is the relationship between automorphisms and derivations. The derivations of a semisimple Lie algebra are inner, and consequently the identity component of the group of automorphisms of a semisimple Lie algebra consists of inner automorphisms. In addition, simply connected solvable Lie groups may be built one dimension at a time as semidirect products with $\mathbb{R}^{1}$, and consequently they are diffeomorphic to Euclidean space. For simply connected nilpotent groups the exponential map is itself a diffeomorphism. The earlier long list of classical semisimple Lie algebras corresponds to a list of the classical semisimple Lie groups. An issue that needs attention for these groups is their connectedness, and this is proved by using the polar decomposition of matrices.

## 1. Definitions and Examples

Let $\mathbb{k}$ be a field. An algebra $\mathfrak{g}$ (not necessarily associative) is a vector space over $\mathbb{k}$ with a product $[X, Y]$ that is linear in each variable. The algebra is a Lie algebra if the product satisfies also
(a) $[X, X]=0$ for all $X \in \mathfrak{g}$ (and hence $[X, Y]=-[Y, X])$ and
(b) the Jacobi identity

$$
[[X, Y], Z]+[[Y, Z], X]+[[Z, X], Y]=0 .
$$

For any algebra $\mathfrak{g}$ we get a linear map ad : $\mathfrak{g} \rightarrow \operatorname{End}_{\mathfrak{k}} \mathfrak{g}$ given by

$$
(\operatorname{ad} X)(Y)=[X, Y] .
$$

The fact that the image is in $\operatorname{End}_{\mathfrak{k}} \mathfrak{g}$ follows from the linearity of the bracket in the second variable, and the fact that ad is linear follows from the linearity of bracket in the first variable. Whenever there is a possible ambiguity in what the underlying vector space is, we write $\operatorname{ad}_{\mathfrak{g}} X$ in place of ad $X$.

Suppose (a) holds in the definition of Lie algebra. Then (b) holds if and only if

$$
[Z,[X, Y]]=[X,[Z, Y]]+[[Z, X], Y],
$$

which holds if and only if

$$
\begin{equation*}
(\operatorname{ad} Z)[X, Y]=[X,(\operatorname{ad} Z) Y]+[(\operatorname{ad} Z) X, Y] . \tag{1.1}
\end{equation*}
$$

Any $D$ in $\operatorname{End}_{\mathfrak{k}} \mathfrak{g}$ for which

$$
\begin{equation*}
D[X, Y]=[X, D Y]+[D X, Y] \tag{1.2}
\end{equation*}
$$

is a derivation. We have just seen that in a Lie algebra, every ad $X$ is a derivation. Conversely if (a) holds and if every ad $X$ for $X \in \mathfrak{g}$ is a derivation, then $\mathfrak{g}$ is a Lie algebra.

Now let us make some definitions concerning a Lie algebra $\mathfrak{g}$. A homomorphism is a linear map $\varphi: \mathfrak{g} \rightarrow \mathfrak{h}$ such that

$$
\varphi([X, Y])=[\varphi(X), \varphi(Y)] \quad \text { for all } X \text { and } Y .
$$

An isomorphism is a one-one homormorphism onto. If $\mathfrak{a}$ and $\mathfrak{b}$ are subsets of $\mathfrak{g}$, we write

$$
[\mathfrak{a}, \mathfrak{b}]=\operatorname{span}\{[X, Y] \mid X \in \mathfrak{a}, Y \in \mathfrak{b}\} .
$$

A subalgebra or Lie subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ is a subspace satisfying $[\mathfrak{h}, \mathfrak{h}] \subseteq \mathfrak{h}$; then $\mathfrak{h}$ is itself a Lie algebra. An ideal $\mathfrak{h}$ in $\mathfrak{g}$ is a subspace satisfying $[\mathfrak{h}, \mathfrak{g}] \subseteq \mathfrak{h}$; an ideal is automatically a subalgebra. The Lie algebra $\mathfrak{g}$ is said to be abelian if $[\mathfrak{g}, \mathfrak{g}]=0$; a vector space with all brackets defined to be 0 is automatically an abelian Lie algebra.

## EXAMPLES.

1) Let $U$ be any open set in $\mathbb{R}^{n}$. A smooth vector field on $U$ is any operator on smooth functions on $U$ of the form $X=\sum_{i=1}^{n} a_{i}(x) \frac{\partial}{\partial x_{i}}$ with all $a_{i}(x)$ in $C^{\infty}(U)$. The real vector space $\mathfrak{g}$ of all smooth vector fields on $U$ becomes a Lie algebra if the bracket is defined by $[X, Y]=$ $X Y-Y X$. The skew-symmetry and the Jacobi identity follow from the next example applied to the associative algebra of all operators generated (under composition and linear combinations) by all smooth vector fields.
2) Let $\mathfrak{g}$ be an associative algebra. Then $\mathfrak{g}$ becomes a Lie algebra under $[X, Y]=X Y-Y X$. Certainly $[X, X]=0$. For the Jacobi identity we have

$$
\begin{aligned}
& {[[X, Y], Z]+[[Y, Z], X]+[[Z, X], Y] } \\
&= {[X, Y] Z-Z[X, Y]+[Y, Z] X-X[Y, Z]+[Z, X] Y-Y[Z, X] } \\
&= X Y Z-Y X Z-Z X Y+Z Y X+Y Z X-Z Y X \\
&-X Y Z+X Z Y+Z X Y-X Z Y-Y Z X+Y X Z \\
&= 0
\end{aligned}
$$

3) Let $\mathfrak{g}=\mathfrak{g l}(n, \mathbb{k})$ denote the associative algebra of all $n$-by- $n$ matrices with entries in the field $\mathbb{k}$, and define a bracket product by $[X, Y]=$ $X Y-Y X$. Then $\mathfrak{g}$ becomes a Lie algebra. This is a special case of Example 2. More generally, let $\mathfrak{g}=\operatorname{End}_{\mathfrak{k}} V$ denote the associative algebra of all $\mathbb{k}$ linear maps from $V$ to $V$, where $V$ is a vector space over $\mathbb{k}$, and define a bracket product by $[X, Y]=X Y-Y X$. Then $\mathfrak{g}$ becomes a Lie algebra. The special case of $\mathfrak{g l}(n, \mathbb{k})$ arises when $V$ is the vector space $\mathbb{k}^{n}$ of all $n$-dimensional column vectors over $\mathbb{k}$.
4) Example 1 generalizes to any smooth manifold $M$. The vector space of all smooth vector fields on $M$ becomes a real Lie algebra if the bracket is defined by $[X, Y]=X Y-Y X$.
5) (Review of the Lie algebra of a Lie group) Let $G$ be a Lie group. If $f: G \rightarrow \mathbb{R}$ is a smooth function and if $g$ is in $G$, let $f_{g}$ be the left translate $f_{g}(x)=f(g x)$. A smooth vector field $X$ on $G$ is left invariant if $(X f)_{g}=X\left(f_{g}\right)$ for all $f$ and $g$. The left-invariant smooth vector fields form a subalgebra $\mathfrak{g}$ of the Lie algebra of all smooth vector fields, and this is just the Lie algebra of $G$. We can regard a smooth vector field $X$ as a (smoothly varying) family of tangent vectors $X_{g}$, one for every $g$ in $G$. Then the map $X \mapsto X_{1}$ is a vector-space isomorphism of $\mathfrak{g}$ onto the
tangent space at the identity of $G$. Carrying the definition of bracket to the tangent space by this isomorphism, we may identify the tangent space at the identity of $G$ with the Lie algebra of $G$. The elementary theory of Lie groups will be reviewed in more detail in $\S 10$.
6) (Review of the linear Lie algebra of a closed linear group, as discussed in the Introduction) Let $G$ be a closed subgroup of nonsingular real or complex matrices. Consider smooth curves $c(t)$ of matrices with $c(0)=1$ and $c(t) \in G$ for each $t$. Then $\mathfrak{g}=\left\{c^{\prime}(0)\right\}$ is a real vector space of matrices closed under the bracket operation $[X, Y]=X Y-Y X$ in Example 3. Up to canonical isomorphism, $\mathfrak{g}$ is the Lie algebra of $G$ in the sense of Example 5. The relationship between Examples 5 and 6 will be discussed in more detail in $\S 10$, but briefly the isomorphism between $\mathfrak{g}$ and the Lie algebra of $G$ is given as follows: Let $e_{i j}(g)$ denote the $(i, j)^{\text {th }}$ entry of the matrix $g$. Then $\operatorname{Re} e_{i j}$ and $\operatorname{Im} e_{i j}$ are smooth functions on $G$ to which we can apply smooth vector fields. If $X$ is a left-invariant smooth vector field on $G$, then the associated matrix has $(i, j)^{\text {th }}$ entry $X_{1}\left(\operatorname{Re} e_{i j}\right)+i X_{1}\left(\operatorname{Im} e_{i j}\right)$. The special case of the general linear group is worth mentioning. Under the above identification we may identify the Lie algebra of the general linear group $G L(n, \mathbb{R})$ with $\mathfrak{g l}(n, \mathbb{R})$ and the Lie algebra of $G L(n, \mathbb{C})$ with $\mathfrak{g l}(n, \mathbb{C})$. In a similar fashion if $V$ is a finite-dimensional vector space over $\mathbb{R}$ or $\mathbb{C}$, we may identify the Lie algebra of the general linear group $G L(V)$ with End $V$.
7) The space of $n$-by- $n$ skew-symmetric matrices over the field $\mathbb{k}$, given by

$$
\mathfrak{g}=\left\{X \in \mathfrak{g l}(n, \mathbb{k}) \mid X+X^{t}=0\right\}=\mathfrak{s o}(n, \mathbb{k}),
$$

is a Lie subalgebra of the Lie algebra $\mathfrak{g l}(n, \mathbb{k})$ given in Example 3. To see closure under brackets, we compute that

$$
[X, Y]^{t}=(X Y-Y X)^{t}=Y^{t} X^{t}-X^{t} Y^{t}=Y X-X Y=-[X, Y] .
$$

When $\mathbb{k}$ is $\mathbb{R}$ or $\mathbb{C}$, this example arises as the Lie algebra in the sense of Example 6 of the orthogonal group over $\mathbb{R}$ or $\mathbb{C}$. The orthogonal group will be discussed in more detail in $\S 17$.
8) Fix an $n$-by- $n$ matrix $J$ over $\mathbb{k}$, and let

$$
\mathfrak{g}=\left\{X \in \mathfrak{g l}(n, \mathbb{k}) \mid J X+X^{t} J=0\right\} .
$$

This $\mathfrak{g}$ is a Lie subalgebra of $\mathfrak{g l}(n, \mathfrak{k})$ that generalizes Example 7. To see closure under brackets, we compute that

$$
[X, Y]^{t} J=(X Y-Y X)^{t} J=Y^{t} X^{t} J-X^{t} Y^{t} J=J Y X-J X Y=-J[X, Y] .
$$

In the special case that $\mathbb{k}$ is $\mathbb{R}$ or $\mathbb{C}$ and $n$ is even and $J$ is of the block form $J=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$, this example arises as the Lie algebra in the sense of Example 6 of the symplectic group over $\mathbb{R}$ or $\mathbb{C}$. The symplectic group will be discussed in more detail in $\S 17$.
9) Let

$$
\mathfrak{g}=\{X \in \mathfrak{g l}(n, \mathbb{k}) \mid \operatorname{Tr}(X)=0\}=\mathfrak{s l}(n, \mathbb{k}) .
$$

This $\mathfrak{g}$ is a Lie subalgebra of $\mathfrak{g l}(n, \mathbb{k})$ because $\operatorname{Tr}[X, Y]=\operatorname{Tr} X Y-\operatorname{Tr} Y X=$ 0 for any two matrices $X$ and $Y$. This example arises as the Lie algebra in the sense of Example 6 of the special linear group (the group of matrices of determinant 1 ) over $\mathbb{R}$ or $\mathbb{C}$. The special linear group will be discussed in more detail in §17.
10) Examples in dimension 1. A 1-dimensional Lie algebra $\mathfrak{g}$ over $\mathbb{k}$ must have $[X, X]=0$ if $\{X\}$ is a basis. Thus $\mathfrak{g}$ must be abelian and is unique up to isomorphism.
11) Examples in dimension 2 . Let $\{U, V\}$ be a basis of the Lie algebra $\mathfrak{g}$. The expansion of $[U, V]$ in terms of $U$ and $V$ determines the Lie algebra up to isomorphism. If $[U, V]=0$, then $\mathfrak{g}$ is abelian. Otherwise let $[U, V]=\alpha U+\beta V$. We shall produce a basis $\{X, Y\}$ with $[X, Y]=Y$. We have

$$
\begin{aligned}
X & =a U+b V \\
Y & =c U+d V
\end{aligned} \quad \text { with } \quad \operatorname{det}\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \neq 0,
$$

and we want $[X, Y]=Y$, i.e.,

$$
[a U+b V, c U+d V] \stackrel{?}{=} c U+d V
$$

The left side is

$$
=(a d-b c)[U, V]=(a d-b c)(\alpha U+\beta V)
$$

Choose $a$ and $b$ so that $a \beta-b \alpha=1$ and put $c=\alpha$ and $d=\beta$. Then $a d-b c=1$, and so $(a d-b c) \alpha=c$ and $(a d-b c) \beta=d$. With these definitions, $[X, Y]=Y$. We conclude that the only possible 2-dimensional Lie algebras $\mathfrak{g}$ over the field $\mathbb{k}$, up to isomorphism, are
(a) $\mathfrak{g}$ abelian,
(b) $\mathfrak{g}$ with a basis $\{X, Y\}$ such that $[X, Y]=Y$.

When $\mathbb{k}=\mathbb{R}$, the second example arises as the Lie algebra of the matrix group $G=\left\{\left(\begin{array}{ll}x & y \\ 0 & 1\end{array}\right)\right\}$, which is isomorphic to the group of affine transformations $t \mapsto x t+y$ of the line.
12) Some examples in dimension 3 with $\mathbb{k}=\mathbb{R}$. We give five examples; in each the variables are allowed to range arbitrarily through $\mathbb{R}$.
(a) The Lie algebra of all matrices

$$
\left(\begin{array}{lll}
0 & a & c \\
0 & 0 & b \\
0 & 0 & 0
\end{array}\right)
$$

is an example of what will be called a "nilpotent" Lie algebra. This Lie algebra is called the Heisenberg Lie algebra. This name is used even when the field is not $\mathbb{R}$.
(b) The Lie algebra of all matrices

$$
\left(\begin{array}{lll}
t & 0 & x \\
0 & t & y \\
0 & 0 & 0
\end{array}\right)
$$

is an example of what will be called a "split-solvable" Lie algebra. It is isomorphic with the Lie algebra of the group of translations and dilations of the plane.
(c) The Lie algebra of all matrices

$$
\left(\begin{array}{rrr}
0 & \theta & x \\
-\theta & 0 & y \\
0 & 0 & 0
\end{array}\right)
$$

is an example of a "solvable" Lie algebra that is not split solvable. It is isomorphic with the Lie algebra of the group of translations and rotations of the plane.
(d) The vector product Lie algebra has a basis $\mathbf{i}, \mathbf{j}, \mathbf{k}$ with bracket relations

$$
\begin{equation*}
[\mathbf{i}, \mathbf{j}]=\mathbf{k}, \quad[\mathbf{j}, \mathbf{k}]=\mathbf{i}, \quad[\mathbf{k}, \mathbf{i}]=\mathbf{j} . \tag{1.3a}
\end{equation*}
$$

It is an example of what will be called a "simple" Lie algebra, and it is isomorphic to the Lie algebra $\mathfrak{s o}$ (3) of the (compact) group of rotations in $\mathbb{R}^{3}$, via the isomorphism

$$
\mathbf{i} \mapsto\left(\begin{array}{ccc}
0 & 0 & 0  \tag{1.3b}\\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right), \quad \mathbf{j} \mapsto\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right), \quad \mathbf{k} \mapsto\left(\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

(e) The Lie algebra $\mathfrak{s u}(2)$ of the (compact) special unitary group $S U(2)$ is another example of a simple Lie algebra. It is isomorphic to the vector product Lie algebra and $\mathfrak{s o}(3)$ via the correspondence

$$
\frac{1}{2}\left(\begin{array}{cc}
i & 0  \tag{1.4}\\
0 & -i
\end{array}\right) \mapsto \mathbf{i}, \quad \frac{1}{2}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \mapsto \mathbf{j}, \quad \frac{1}{2}\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right) \mapsto \mathbf{k} .
$$

(f) Finally

$$
\mathfrak{s l}(2, \mathbb{R})=\left\{\left(\begin{array}{rr}
a & b \\
c & -a
\end{array}\right)\right\}
$$

is another example of a simple Lie algebra. It is the Lie algebra of the group of 2-by-2 real matrices of determinant one, and it is not isomorphic to the Lie algebra of a compact group. In particular, it is not isomorphic to the previous example. We shall make use of its distinguished basis

$$
h=\left(\begin{array}{cc}
1 & 0  \tag{1.5}\\
0 & -1
\end{array}\right), \quad e=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \quad f=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) .
$$

In this basis the bracket relations are

$$
\begin{equation*}
[h, e]=2 e, \quad[h, f]=-2 f, \quad[e, f]=h \tag{1.6}
\end{equation*}
$$

More generally if $\mathbb{k}$ is any field, then $\mathfrak{s l}(2, \mathbb{k})$ has (1.5) as basis, and the bracket relations are given by (1.6).
13) Centralizers. If $\mathfrak{g}$ is a Lie algebra and $\mathfrak{s}$ is a subset of $\mathfrak{g}$, then

$$
Z_{\mathfrak{g}}(\mathfrak{s})=\{X \in \mathfrak{g} \mid[X, Y]=0 \text { for all } Y \in \mathfrak{s}\}
$$

is the centralizer of $\mathfrak{s}$ in $\mathfrak{g}$. This is a Lie subalgebra of $\mathfrak{g}$. If $\mathfrak{s}$ consists of one element $S$, we often write $Z_{\mathfrak{g}}(S)$ in place of $Z_{\mathfrak{g}}(\{S\})$.
14) Normalizers. If $\mathfrak{g}$ is a Lie algebra and $\mathfrak{s}$ is a Lie subalgebra of $\mathfrak{g}$, then

$$
N_{\mathfrak{g}}(\mathfrak{s})=\{X \in \mathfrak{g} \mid[X, Y] \in \mathfrak{s} \text { for all } Y \in \mathfrak{s}\}
$$

is the normalizer of $\mathfrak{s}$ in $\mathfrak{g}$. This is a Lie subalgebra of $\mathfrak{g}$.

## 2. Ideals

We shall now study ideals in a Lie algebra more closely. In the course of the study, we shall define the notions "nilpotent," "solvable," "simple," "semisimple," and "radical." The underlying field for our Lie algebras remains an arbitrary field $\mathbb{k}$. Our computations are made easier by using the following proposition.

Proposition 1.7. If $\mathfrak{a}$ and $\mathfrak{b}$ are ideals in a Lie algebra, then so are $\mathfrak{a}+\mathfrak{b}$, $\mathfrak{a} \cap \mathfrak{b}$, and $[\mathfrak{a}, \mathfrak{b}]$.

Proof. The conclusions for $\mathfrak{a}+\mathfrak{b}$ and $\mathfrak{a} \cap \mathfrak{b}$ are obvious. In the case of $[\mathfrak{a}, \mathfrak{b}]$, we have

$$
\begin{aligned}
{[\mathfrak{g},[\mathfrak{a}, \mathfrak{b}]] } & \subseteq[[\mathfrak{g}, \mathfrak{a}], \mathfrak{b}]+[\mathfrak{a},[\mathfrak{g}, \mathfrak{b}]] \quad \text { by }(1.1) \\
& \subseteq[\mathfrak{a}, \mathfrak{b}]+[\mathfrak{a}, \mathfrak{b}] \\
& \subseteq[\mathfrak{a}, \mathfrak{b}] .
\end{aligned}
$$

EXAMPLES OF IDEALS.

1) $Z_{\mathfrak{g}}=$ center of $\mathfrak{g}=\{X \mid[X, Y]=0$ for all $Y \in \mathfrak{g}\}$. This is the centralizer of $\mathfrak{g}$ in $\mathfrak{g}$.
2) $[\mathfrak{g}, \mathfrak{g}]=$ commutator ideal. This is an ideal by Proposition 1.7.
3) ker $\pi$ whenever $\pi: \mathfrak{g} \rightarrow \mathfrak{h}$ is a homomorphism of Lie algebras.

Let $\mathfrak{g}$ be a Lie algebra. Each ad $X$ for $X \in \mathfrak{g}$ is a member of $\operatorname{End}_{\mathfrak{k}} \mathfrak{g}$, and these members satisfy

$$
\begin{equation*}
\operatorname{ad}[X, Y]=\operatorname{ad} X \operatorname{ad} Y-\operatorname{ad} Y \operatorname{ad} X \tag{1.8}
\end{equation*}
$$

as a consequence of the Jacobi identity. In view of the definition of bracket in $\operatorname{End}_{\mathfrak{k}} V$ given in Example 3 of §1, we see from (1.8) that ad : $\mathfrak{g} \rightarrow \operatorname{End}_{\mathfrak{k}} \mathfrak{g}$ is a homomorphism of Lie algebras. The kernel of this homomorphism is the center $Z_{\mathfrak{g}}$. The image can be written simply as ad $\mathfrak{g}$ or $\operatorname{ad}_{\mathfrak{g}} \mathfrak{g}$, and Example 3 above notes that ad $\mathfrak{g}$ is a Lie subalgebra of $E n d_{\mathfrak{k}} \mathfrak{g}$.

Let $\mathfrak{a}$ be an ideal in the Lie algebra $\mathfrak{g}$. Then $\mathfrak{g} / \mathfrak{a}$ as a vector space becomes a Lie algebra under the definition $[X+\mathfrak{a}, Y+\mathfrak{a}]=[X, Y]+\mathfrak{a}$ and is called the quotient algebra of $\mathfrak{g}$ and $\mathfrak{a}$. Checking that this bracket operation is independent of the choices uses that $\mathfrak{a}$ is an ideal, and then the defining properties of the bracket operation of a Lie algbera follow from the corresponding properties in $\mathfrak{g}$. The quotient map $\mathfrak{g} \rightarrow \mathfrak{g} / \mathfrak{a}$ is a homomorphism of Lie algebras, by definition, and hence every ideal is the kernel of a homomorphism.

Ideals and homomorphisms for Lie algebras have a number of properties in common with ideals and homomorphisms for rings. One such property is the construction of homomorphisms $\mathfrak{g} / \mathfrak{a} \rightarrow \mathfrak{h}$ when $\mathfrak{a}$ is an ideal in $\mathfrak{g}$ : If a homomorphism $\pi: \mathfrak{g} \rightarrow \mathfrak{h}$ has the property that $\mathfrak{a} \subseteq \operatorname{ker} \pi$, then $\pi$ factors through the quotient map $\mathfrak{g} \rightarrow \mathfrak{g} / \mathfrak{a}$, thus defining a homomorphism $\mathfrak{g} / \mathfrak{a} \rightarrow \mathfrak{h}$. If $\pi$ is onto $\mathfrak{h}$, then $\mathfrak{g} / \mathfrak{a} \rightarrow \mathfrak{h}$ is onto; if $\mathfrak{a}=\operatorname{ker} \pi$, then $\mathfrak{g} / \mathfrak{a} \rightarrow \mathfrak{h}$
is one-one. When $\mathfrak{a}$ equals $\operatorname{ker} \pi$ and $\pi$ is onto $\mathfrak{h}$, then the descended map $\mathfrak{g} / \mathfrak{a} \rightarrow \mathfrak{h}$ is an isomorphism.

Another such property is the one-one correspondence of ideals in $\mathfrak{g}$ that contain $\mathfrak{a}$ with ideals in $\mathfrak{g} / \mathfrak{a}$, the correspondence being given by the quotient map.

Yet another such property is the Second Isomorphism Theorem. If $\mathfrak{g}$ is a Lie algebra and if $\mathfrak{a}$ and $\mathfrak{b}$ are ideals in $\mathfrak{g}$ such that $\mathfrak{a}+\mathfrak{b}=\mathfrak{g}$, then

$$
\begin{equation*}
\mathfrak{g} / \mathfrak{a}=(\mathfrak{a}+\mathfrak{b}) / \mathfrak{a} \cong \mathfrak{b} /(\mathfrak{a} \cap \mathfrak{b}) \tag{1.9}
\end{equation*}
$$

In fact, the map from left to right is $A+B+\mathfrak{a} \mapsto B+(\mathfrak{a} \cap \mathfrak{b})$. The map is known from linear algebra to be a vector space isomorphism, and we easily check that it respects brackets.

For the remainder of this section, let $\mathfrak{g}$ denote a finite-dimensional Lie algebra. We define recursively

$$
\mathfrak{g}^{0}=\mathfrak{g}, \quad \mathfrak{g}^{1}=[\mathfrak{g}, \mathfrak{g}], \quad \mathfrak{g}^{j+1}=\left[\mathfrak{g}^{j}, \mathfrak{g}^{j}\right] .
$$

Then the decreasing sequence

$$
\mathfrak{g}=\mathfrak{g}^{0} \supseteq \mathfrak{g}^{1} \supseteq \mathfrak{g}^{2} \supseteq \cdots
$$

is called the commutator series for $\mathfrak{g}$. Each $\mathfrak{g}^{j}$ is an ideal in $\mathfrak{g}$, by Proposition 1.7 and induction. We say that $\mathfrak{g}$ is solvable if $\mathfrak{g}^{j}=0$ for some $j$. A nonzero solvable $\mathfrak{g}$ has a nonzero abelian ideal, namely the last nonzero $\mathfrak{g}^{j}$.

Next we define recursively

$$
\mathfrak{g}_{0}=\mathfrak{g}, \quad \mathfrak{g}_{1}=[\mathfrak{g}, \mathfrak{g}], \quad \mathfrak{g}_{j+1}=\left[\mathfrak{g}, \mathfrak{g}_{j}\right]
$$

Then the decreasing sequence

$$
\mathfrak{g}=\mathfrak{g}_{0} \supseteq \mathfrak{g}_{1} \supseteq \mathfrak{g}_{2} \supseteq \cdots
$$

is called the lower central series for $\mathfrak{g}$. Each $\mathfrak{g}_{j}$ is an ideal in $\mathfrak{g}$, by Proposition 1.7 and induction. We say that $\mathfrak{g}$ is nilpotent if $\mathfrak{g}_{j}=0$ for some $j$. A nonzero nilpotent $\mathfrak{g}$ has nonzero center, the last nonzero $\mathfrak{g}_{j}$ being in the center. Inductively we see that $\mathfrak{g}^{j} \subseteq \mathfrak{g}_{j}$, and it follows that nilpotent implies solvable.

Below are the standard examples of solvable and nilpotent Lie algebras. See also Example 12 in $\S 1$. Further examples appear in the exercises at the end of the chapter.

Examples.

1) The Lie algebra $\mathfrak{g}=\left(\begin{array}{lll}a_{1} & & * \\ & \ddots & \\ 0 & & a_{n}\end{array}\right)$ is solvable.
2) The Lie algebra $\mathfrak{g}=\left(\begin{array}{lll}0 & & * \\ & \ddots & \\ 0 & & 0\end{array}\right)$ is nilpotent.

Proposition 1.10. Any subalgebra or homomorphic image of a solvable Lie algebra is solvable. Similarly any subalgebra or homomorphic image of a nilpotent Lie algebra is nilpotent.

Proof. If $\mathfrak{h}$ is a subalgebra of $\mathfrak{g}$, then induction gives $\mathfrak{h}^{k} \subseteq \mathfrak{g}^{k}$. Hence $\mathfrak{g}$ solvable implies $\mathfrak{h}$ solvable. If $\pi: \mathfrak{g} \rightarrow \mathfrak{h}$ is a homomorphism of the Lie algebra $\mathfrak{g}$ onto the Lie algebra $\mathfrak{h}$, then $\pi\left(\mathfrak{g}^{k}\right)=\mathfrak{h}^{k}$. Hence $\mathfrak{g}$ solvable implies $\mathfrak{h}$ solvable. The arguments in the nilpotent case are similar.

Proposition 1.11. If $\mathfrak{a}$ is a solvable ideal in $\mathfrak{g}$ and if $\mathfrak{g} / \mathfrak{a}$ is solvable, then $\mathfrak{g}$ is solvable.

Proof. Let $\pi: \mathfrak{g} \rightarrow \mathfrak{g} / \mathfrak{a}$ be the quotient homomorphism, and suppose that $(\mathfrak{g} / \mathfrak{a})^{k}=0$. Since $\pi(\mathfrak{g})=\mathfrak{g} / \mathfrak{a}, \pi\left(\mathfrak{g}^{j}\right)=(\mathfrak{g} / \mathfrak{a})^{j}$ for all $j$. Thus $\pi\left(\mathfrak{g}^{k}\right)=0$, and we conclude that $\mathfrak{g}^{k} \subseteq \mathfrak{a}$. By assumption $\mathfrak{a}^{l}=0$ for some l. Hence $\mathfrak{g}^{k+l}=\left(\mathfrak{g}^{k}\right)^{l} \subseteq \mathfrak{a}^{l}=0$, and $\mathfrak{g}$ is solvable.

Proposition 1.12. If $\mathfrak{g}$ is a finite-dimensional Lie algebra, then there exists a unique solvable ideal $\mathfrak{r}$ of $\mathfrak{g}$ containing all solvable ideals in $\mathfrak{g}$.

Proof. By finite dimensionality it suffices to show that the sum of two solvable ideals, which is an ideal by Proposition 1.7, is solvable. Thus let $\mathfrak{a}$ and $\mathfrak{b}$ be solvable ideals and let $\mathfrak{h}=\mathfrak{a}+\mathfrak{b}$. Then $\mathfrak{a}$ is a solvable ideal in $\mathfrak{h}$, and (1.9) gives

$$
\mathfrak{h} / \mathfrak{a}=(\mathfrak{a}+\mathfrak{b}) / \mathfrak{a} \cong \mathfrak{b} /(\mathfrak{a} \cap \mathfrak{b}) .
$$

This is solvable by Proposition 1.10 since $\mathfrak{b}$ is solvable. Hence $\mathfrak{h}$ is solvable by Proposition 1.11.

The ideal $\mathfrak{r}$ of Proposition 1.12 is called the radical of $\mathfrak{g}$ and is denoted $\operatorname{rad} \mathfrak{g}$.

A finite-dimensional Lie algebra $\mathfrak{g}$ is simple if $\mathfrak{g}$ is nonabelian and $\mathfrak{g}$ has no proper nonzero ideals. A finite-dimensional Lie algebra $\mathfrak{g}$ is semisimple if $\mathfrak{g}$ has no nonzero solvable ideals, i.e., if $\operatorname{rad} \mathfrak{g}=0$.

Proposition 1.13. In a simple Lie algebra $[\mathfrak{g}, \mathfrak{g}]=\mathfrak{g}$. Every simple Lie algebra is semisimple. Every semisimple Lie algebra has 0 center.

Proof. Let $\mathfrak{g}$ be simple. The commutator $[\mathfrak{g}, \mathfrak{g}]$ is an ideal and hence is 0 or $\mathfrak{g}$. It cannot be 0 since $\mathfrak{g}$ is nonabelian. So it is $\mathfrak{g}$. This proves the first statement. For the second statement, rad $\mathfrak{g}$ is an ideal and so is 0 or $\mathfrak{g}$. If $\operatorname{rad} \mathfrak{g}=\mathfrak{g}$, then $\mathfrak{g}$ is solvable and $[\mathfrak{g}, \mathfrak{g}] \varsubsetneqq \mathfrak{g}$, contradiction. So $\operatorname{rad} \mathfrak{g}=0$, and $\mathfrak{g}$ is semisimple. For the third statement, $Z_{\mathfrak{g}}$ is an abelian ideal and must be 0 , by definition of semisimplicity.

Proposition 1.14. If $\mathfrak{g}$ is a finite-dimensional Lie algebra, then $\mathfrak{g} / \operatorname{rad} \mathfrak{g}$ is semisimple.

Proof. Let $\pi: \mathfrak{g} \rightarrow \mathfrak{g} / \mathrm{rad} \mathfrak{g}$ be the quotient homomorphism, and let $\mathfrak{h}$ be a solvable ideal in $\mathfrak{g} /$ rad $\mathfrak{g}$. Form the ideal $\mathfrak{a}=\pi^{-1}(\mathfrak{h}) \subseteq \mathfrak{g}$. Then $\pi(\mathfrak{a})=\mathfrak{h}$ is solvable, and $\left.\operatorname{ker} \pi\right|_{\mathfrak{a}}$ is solvable, being in $\operatorname{rad} \mathfrak{g}$. So $\mathfrak{a}$ is solvable by Proposition 1.11. Hence $\mathfrak{a} \subseteq \operatorname{rad} \mathfrak{g}$ and $\mathfrak{h}=0$. Therefore $\mathfrak{g} / \mathrm{rad} \mathfrak{g}$ is semisimple.

Examples. Any 3-dimensional Lie algebra $\mathfrak{g}$ is either solvable or simple. In fact, Examples 10 and 11 in $\S 1$ show that any Lie algebra of dimension 1 or 2 is solvable. If $\mathfrak{g}$ is not simple, then it has a nontrivial ideal $\mathfrak{h}$. This $\mathfrak{h}$ is solvable, and so is $\mathfrak{g} / \mathfrak{h}$. Hence $\mathfrak{g}$ is solvable by Proposition 1.11.

To decide whether such a $\mathfrak{g}$ is solvable or simple, we have only to compute $[\mathfrak{g}, \mathfrak{g}]$. If $[\mathfrak{g}, \mathfrak{g}]=\mathfrak{g}$, then $\mathfrak{g}$ is simple (because the commutator series cannot end in 0 ), while if $[\mathfrak{g}, \mathfrak{g}] \varsubsetneqq \mathfrak{g}$, then $\mathfrak{g}$ is solvable (because $[\mathfrak{g}, \mathfrak{g}]$ has dimension at most 2 and is therefore solvable).

It follows from this analysis and from the bracket relations (1.6) that $\mathfrak{s l}(2, \mathbb{k})$ is simple, for any field $\mathbb{k}$ of characteristic $\neq 2$. For $\mathbb{k}=\mathbb{R}$, we see similarly that $\mathfrak{s o}(3)$ and $\mathfrak{s u}(2)$ are simple as a consequence of (1.3) and the isomorphisms (1.4).

## 3. Field Extensions and the Killing Form

In this section we examine the effect of enlarging or shrinking the field of scalars for a Lie algebra. Let $\mathbb{k}$ be a field, and let $\mathbb{K}$ be an extension field.

If $U$ and $V$ are vector spaces over $\mathbb{k}$, then the tensor product $U \otimes_{\mathbb{k}} V$ is characterized up to canonical isomorphism by the universal mapping property that a $\mathbb{k}$ bilinear map $L$ of $U \times V$ into a $\mathbb{k}$ vector space $W$ extends
uniquely to a $\mathbb{k}$ linear map $\widetilde{L}: U \otimes_{\mathbb{k}} V \rightarrow W$. The sense in which $\widetilde{L}$ is an extension of $L$ is that $\widetilde{L}(u \otimes v)=L(u, v)$ for all $u \in U$ and $v \in V$. Tensor products are described in more detail in Appendix A.

Let $U^{\prime}$ and $V^{\prime}$ be two further $\mathbb{k}$ vector spaces. If $l$ is in $\operatorname{Hom}_{k}\left(U, U^{\prime}\right)$ and $m$ is in $\operatorname{Hom}_{\mathbb{k}}\left(V, V^{\prime}\right)$, then we can use this property to define the tensor product $l \otimes m: U \otimes_{k} V \rightarrow U^{\prime} \otimes_{\mathbb{k}} V^{\prime}$ as the $\mathbb{k}$ linear extension of the bilinear map $(u, v) \mapsto l(u) \otimes m(v)$. Appendix A contains further discussion.

Of course, $l \otimes m$ can always be defined concretely in terms of bases. If $\left\{u_{i}\right\}$ is a basis of $U$ and $\left\{v_{j}\right\}$ is a basis of $V$, then $\left\{u_{i} \otimes v_{j}\right\}$ is a basis of $U \otimes_{\mathfrak{k}} V$. Hence if we let $(l \otimes m)\left(u_{i} \otimes v_{j}\right)=l\left(u_{i}\right) \otimes m\left(v_{j}\right)$, then $l \otimes m$ is defined on a basis, and we get a well defined linear transformation on all of $U \otimes_{k} V$. But it is tedious to check that this way of defining $l \otimes m$ is independent of the choice of bases for $U$ and $V$. The above approach using the universal mapping property avoids this problem.

Still with $V$ as a vector space over $\mathbb{k}$, we are especially interested in the special case $V \otimes_{\mathbb{k}} \mathbb{K}$. If $c$ is a member of $\mathbb{K}$, then multiplication by $c$, which we denote temporarily $m(c)$, is $\mathbb{k}$ linear from $\mathbb{K}$ to $\mathbb{K}$. Thus $1 \otimes m(c)$ defines a $\mathbb{k}$ linear map of $V \otimes_{\mathbb{k}} \mathbb{K}$ to itself, and we define this to be scalar multiplication by $c$ in $V \otimes_{\mathbb{k}} \mathbb{K}$. With this definition we easily check that $V \otimes_{\mathbb{k}} \mathbb{K}$ becomes a vector space over $\mathbb{K}$. We write $V^{\mathbb{K}}$ for this vector space. The map $v \mapsto v \otimes 1$ allows us to identify $V$ canonically with a subset of $V^{\mathbb{K}}$. If $\left\{v_{i}\right\}$ is a basis of $V$ over $\mathbb{k}$, then $\left\{v_{i} \otimes 1\right\}$ (which we often write simply as $\left\{v_{i}\right\}$ ) is a basis of $V^{\mathbb{K}}$ over $\mathbb{K}$.

If $W$ is a vector space over the extension field $\mathbb{K}$, we can restrict the definition of scalar multiplication to scalars in $\mathbb{k}$, thereby obtaining a vector space over $\mathbb{k}$. This vector space we denote by $W^{k}$. There will be no possibility of confusing the notations $V^{\mathbb{K}}$ and $W^{\mathbb{k}}$ since the field is extended in one case and shrunk in the other.

In the special case that $\mathbb{k}=\mathbb{R}$ and $\mathbb{K}=\mathbb{C}$ and $V$ is a real vector space, the complex vector space $V^{\mathbb{C}}$ is called the complexification of $V$. If $W$ is complex, then $W^{\mathbb{R}}$ is $W$ regarded as a real vector space. The operations $(\cdot)^{\mathbb{C}}$ and $(\cdot)^{\mathbb{R}}$ are not inverse to each other: $\left(V^{\mathbb{C}}\right)^{\mathbb{R}}$ has twice the real dimension of $V$, and $\left(W^{\mathbb{R}}\right)^{\mathbb{C}}$ has twice the complex dimension of $W$. More precisely

$$
\begin{equation*}
\left(V^{\mathbb{C}}\right)^{\mathbb{R}}=V \oplus i V \tag{1.15a}
\end{equation*}
$$

as real vector spaces, where $V$ means $V \otimes 1$ in $V \otimes_{\mathbb{R}} \mathbb{C}$ and the $i$ refers to the real linear transformation of multiplication by $i$. Often we abbreviate the equation (1.15a) simply as

$$
\begin{equation*}
V^{\mathbb{C}}=V \oplus i V . \tag{1.15b}
\end{equation*}
$$

When a complex vector space $W$ and a real vector space $V$ are related by

$$
W^{\mathbb{R}}=V \oplus i V
$$

we say that $V$ is a real form of the complex vector space $W$. Formula (1.15a) says that any real vector space is a real form of its complexification. In (1.15a) the $\mathbb{R}$ linear map that is 1 on $V$ and -1 on $i V$ is called the conjugation of the complex vector space $V^{\mathbb{C}}$ with respect to the real form $V$.

Now let us impose Lie algebra structures on these constructions. First suppose that $\mathfrak{g}_{0}$ is a Lie algebra over $\mathfrak{k}$. We want to impose a Lie algebra structure on the $\mathbb{K}$ vector space $\mathfrak{g}=\left(\mathfrak{g}_{0}\right)^{\mathbb{K}}$. To do so canonically, we introduce the 4-linear map

$$
\mathfrak{g}_{0} \times \mathbb{K} \times \mathfrak{g}_{0} \times \mathbb{K} \longrightarrow \mathfrak{g}_{0} \otimes_{\mathfrak{k}} \mathbb{K}
$$

given by

$$
(X, a, Y, b) \mapsto[X, Y] \otimes a b \in \mathfrak{g}_{0} \otimes_{\mathbb{k}} \mathbb{K} .
$$

This 4-linear map extends to a $\mathbb{k}$ linear map on $\mathfrak{g}_{0} \otimes_{\mathfrak{k}} \mathbb{K} \otimes_{\mathfrak{k}} \mathfrak{g}_{0} \otimes_{\mathbb{k}} \mathbb{K}$ that we can restrict to $a \mathbb{k}$ bilinear map

$$
\left(\mathfrak{g}_{0} \otimes_{\mathbb{k}} \mathbb{K}\right) \times\left(\mathfrak{g}_{0} \otimes_{\mathbb{k}} \mathbb{K}\right) \longrightarrow \mathfrak{g}_{0} \otimes_{\mathbb{k}} \mathbb{K}
$$

The result is our definition of the bracket product on $\mathfrak{g}=\left(\mathfrak{g}_{0}\right)^{\mathbb{K}}=\mathfrak{g}_{0} \otimes_{\mathbb{k}} \mathbb{K}$. We readily check that it is $\mathbb{K}$ bilinear and extends the bracket product in $\mathfrak{g}_{0}$. Using bases, we see that it has the property $[X, X]=0$ and satisfies the Jacobi identity. Hence $\mathfrak{g}$ is a Lie algebra over $\mathbb{K}$.

Starting from the Lie algebra $\mathfrak{g}$ over $\mathbb{K}$, we can forget about scalar multiplication other than by scalars in $\mathbb{k}$, and the result is a Lie algebra $\mathfrak{g}^{\mathbb{k}}$ over $\mathbb{k}$. The notation $\mathfrak{g}^{\mathfrak{k}}$ is consistent with the notation for vector spaces, i.e., the underlying $\mathbb{k}$ vector space of $\mathfrak{g}^{\mathbb{k}}$ is the vector space constructed earlier by the operation $(\cdot)^{\mathbb{k}}$.

In the special case that $\mathbb{k}=\mathbb{R}$ and $\mathbb{K}=\mathbb{C}$ and $\mathfrak{g}_{0}$ is a real Lie algebra, the complex Lie algebra $\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$ is called the complexification of $\mathfrak{g}_{0}$. Similarly when a complex Lie algebra $\mathfrak{g}$ and a real Lie algebra $\mathfrak{g}_{0}$ are related as vector spaces over $\mathbb{R}$ by

$$
\begin{equation*}
\mathfrak{g}^{\mathbb{R}}=\mathfrak{g}_{0} \oplus i \mathfrak{g}_{0} \tag{1.16}
\end{equation*}
$$

we say that $\mathfrak{g}_{0}$ is a real form of the complex Lie algebra $\mathfrak{g}$. Any real Lie algebra is a real form of its complexification. The conjugation of a complex Lie algebra $\mathfrak{g}$ with respect to a real form is a Lie algebra isomorphism of $\mathfrak{g}^{\mathbb{R}}$ with itself.

Proposition 1.17. Let $\mathfrak{g}$ be a Lie algebra over $\mathfrak{k}$, and identify $\mathfrak{g}$ with the subset $\mathfrak{g} \otimes 1$ of $\mathfrak{g}^{\mathbb{K}}$. Then

$$
[\mathfrak{g}, \mathfrak{g}]^{\mathbb{K}}=\left[\mathfrak{g}^{\mathbb{K}}, \mathfrak{g}^{\mathbb{K}}\right] .
$$

Consequently if $\mathfrak{g}$ is finite dimensional, then $\mathfrak{g}$ is solvable if and only if $\mathfrak{g}^{\mathbb{K}}$ is solvable.

Proof. From $\mathfrak{g} \subseteq \mathfrak{g}^{\mathbb{K}}$, we obtain $[\mathfrak{g}, \mathfrak{g}] \subseteq\left[\mathfrak{g}^{\mathbb{K}}, \mathfrak{g}^{\mathbb{K}}\right]$. The $\mathbb{K}$ subspace of $\mathfrak{g}^{\mathbb{K}}$ generated by $[\mathfrak{g}, \mathfrak{g}]$ is $[\mathfrak{g}, \mathfrak{g}]^{\mathbb{K}}$, and therefore $[\mathfrak{g}, \mathfrak{g}]^{\mathbb{K}} \subseteq\left[\mathfrak{g}^{\mathbb{K}}, \mathfrak{g}^{\mathbb{K}}\right]$. In the reverse direction let $a$ and $b$ be in $\mathbb{K}$, and let $X$ and $Y$ be in $\mathfrak{g}$. Then

$$
[X \otimes a, Y \otimes b]=[X, Y] \otimes a b \in[\mathfrak{g}, \mathfrak{g}]^{\mathbb{K}}
$$

Passing to linear combinations in each factor of the bracket on the left, we obtain $\left[\mathfrak{g}^{\mathbb{K}}, \mathfrak{g}^{\mathbb{K}}\right] \subseteq[\mathfrak{g}, \mathfrak{g}]^{\mathbb{K}}$. Thus $[\mathfrak{g}, \mathfrak{g}]^{\mathbb{K}}=\left[\mathfrak{g}^{\mathbb{K}}, \mathfrak{g}^{\mathbb{K}}\right]$. It follows that the members of the commutator series satisfy $\mathfrak{g}^{m}=0$ if and only if $\left(\mathfrak{g}^{\mathbb{K}}\right)^{m}=0$. Therefore $\mathfrak{g}$ is solvable if and only if $\mathfrak{g}^{\mathbb{K}}$ is solvable.

Now let $\mathfrak{g}$ be a finite-dimensional Lie algebra over $\mathfrak{k}$. If $X$ and $Y$ are in $\mathfrak{g}$, then $\operatorname{ad} X$ ad $Y$ is a linear transformation from $\mathfrak{g}$ to itself, and it is meaningful to define

$$
\begin{equation*}
B(X, Y)=\operatorname{Tr}(\operatorname{ad} X \operatorname{ad} Y) \tag{1.18}
\end{equation*}
$$

Then $B$ is a symmetric bilinear form on $\mathfrak{g}$ known as the Killing form of $\mathfrak{g}$ after the person who introduced it. The Killing form is invariant in the sense that

$$
\begin{equation*}
B((\operatorname{ad} X) Y, Z)=-B(Y,(\operatorname{ad} X) Z) \tag{1.19a}
\end{equation*}
$$

for all $X, Y$, and $Z$ in $\mathfrak{g}$. An alternative way of writing (1.19a) is

$$
\begin{equation*}
B([X, Y], Z)=B(X,[Y, Z]) \tag{1.19b}
\end{equation*}
$$

Equation (1.19) is straightforward to verify; we simply expand both sides and use the fact that $\operatorname{Tr}(L M)=\operatorname{Tr}(M L)$.

## Examples.

1) Let $\mathfrak{g}$ be 2-dimensional nonabelian as in Example 11b of $\S 1$. Then $\mathfrak{g}$ has a basis $\{X, Y\}$ with $[X, Y]=Y$. To understand the Killing form $B$, it is enough to know what $B$ is on every pair of basis vectors. Thus we have to compute the traces of $\operatorname{ad} X \operatorname{ad} X, \operatorname{ad} X \operatorname{ad} Y$, and $\operatorname{ad} Y$ ad $Y$. The matrix of ad $X$ ad $X$ in the basis $\{X, Y\}$ is

$$
\operatorname{ad} X \operatorname{ad} X=\left(\begin{array}{cc}
X & Y \\
0 & 0 \\
0 & 1
\end{array}\right) \begin{gathered}
X \\
Y
\end{gathered}
$$

and hence $B(X, X)=1$. Calculating $B(X, Y)$ and $B(Y, Y)$ similarly, we see that $B$ is given by the matrix

$$
B=\left(\begin{array}{cc}
X & Y \\
1 & 0 \\
0 & 0
\end{array}\right) \begin{aligned}
& X \\
& Y
\end{aligned} .
$$

2) Let $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{k})$ with basis $\{h, e, f\}$ as in (1.5) and bracket relations as in (1.6). Computing as in the previous example, we see that the matrix of $B$ in this basis is

$$
B=\left(\begin{array}{ccc}
h & e & f \\
8 & 0 & 0 \\
0 & 0 & 4 \\
0 & 4 & 0
\end{array}\right) \begin{aligned}
& h \\
& e
\end{aligned} .
$$

Returning to a general finite-dimensional Lie algebra $\mathfrak{g}$ over $\mathbb{k}$, let us extend the scalars from $\mathbb{k}$ to $\mathbb{K}$, forming the Lie algebra $\mathfrak{g}^{\mathbb{K}}$. Let $B^{\mathbb{K}}$ be the Killing form of $\mathfrak{g}^{\mathbb{K}}$. If we fix a basis of $\mathfrak{g}$ over $\mathfrak{k}$, then that same set is a basis of $\mathfrak{g}^{\mathbb{K}}$ over $\mathbb{K}$. Consequently if $X$ and $Y$ are in $\mathfrak{g}$, the matrix of ad $X \operatorname{ad} Y$ is the same for $\mathfrak{g}$ as it is for $\mathfrak{g}^{\mathbb{K}}$, and it follows that

$$
\begin{equation*}
\left.B^{\mathbb{K}}\right|_{\mathfrak{g} \times \mathfrak{g}}=B \tag{1.20}
\end{equation*}
$$

When we shrink the scalars from $\mathbb{K}$ to $\mathbb{k}$, passing from a Lie algebra $\mathfrak{h}$ over $\mathbb{K}$ to the Lie algebra $\mathfrak{h}^{\mathfrak{k}}$, the dimension is not preserved. In fact, the $\mathbb{k}$ dimension of $\mathfrak{h}^{\mathfrak{k}}$ is the product of the degree of $\mathbb{K}$ over $\mathbb{k}$ and the $\mathbb{K}$ dimension of $\mathfrak{h}$. Thus the Killing forms of $\mathfrak{h}$ and $\mathfrak{h}^{\mathfrak{k}}$ are not related so simply. We shall be interested in this relationship only in the special case that $\mathbb{k}=\mathbb{R}$ and $\mathbb{K}=\mathbb{C}$, and we return to it in $\S 8$.

## 4. Semidirect Products of Lie Algebras

In this section the underlying field for our Lie algebras remains an arbitrary field $\mathbb{k}$.

Let $\mathfrak{a}$ and $\mathfrak{b}$ be Lie algebras, and let $\mathfrak{g}$ be the external direct sum of $\mathfrak{a}$ and $\mathfrak{b}$ as vector spaces, i.e., the set of ordered pairs with coordinate-wise addition and scalar multiplication. Then we can define a bracket operation on $\mathfrak{g}$ so that $\mathfrak{a}$ brackets with $\mathfrak{a}$ as before, $\mathfrak{b}$ brackets with $\mathfrak{b}$ as before, and $[\mathfrak{a}, \mathfrak{b}]=0$. We say that $\mathfrak{g}$ is the Lie algebra direct sum of $\mathfrak{a}$ and $\mathfrak{b}$, and we write $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{b}$. Here $\mathfrak{a}$ and $\mathfrak{b}$ are ideals in $\mathfrak{g}$.

The above construction is what is sometimes called an "external direct sum," an object constructed out of the constituents $\mathfrak{a}$ and $\mathfrak{b}$. Now we consider an "internal direct sum," formed from $\mathfrak{g}$ by recognizing $\mathfrak{a}$ and $\mathfrak{b}$ within it. Let a Lie algebra $\mathfrak{g}$ be given, and let $\mathfrak{a}$ and $\mathfrak{b}$ be ideals in $\mathfrak{g}$ such that $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{b}$ as vector spaces. Then $\mathfrak{g}$ is isomorphic with the Lie algebra direct sum of $\mathfrak{a}$ and $\mathfrak{b}$ as defined above, and we shall simply say that $\mathfrak{g}$ is the Lie algebra direct sum of $\mathfrak{a}$ and $\mathfrak{b}$.

Generalizing these external and internal constructions, we shall now consider "semidirect products" of Lie algebras. We begin by examining derivations more closely. Recall that a derivation $D$ of an algebra $\mathfrak{b}$ is a member of End ${ }_{k} \mathfrak{b}$ satisfying the product rule (1.2). Let Der ${ }_{k} \mathfrak{b}$ be the vector space of all derivations of $\mathfrak{b}$.

Proposition 1.21. If $\mathfrak{b}$ is any algebra over $\mathfrak{k}$, then $\operatorname{Der}_{\mathfrak{k}} \mathfrak{b}$ is a Lie algebra. If $\mathfrak{b}$ is a Lie algebra, then ad : $\mathfrak{b} \rightarrow \operatorname{Der}_{\mathfrak{k}} \mathfrak{b} \subseteq \operatorname{End}_{\mathfrak{k}} \mathfrak{b}$ is a Lie algebra homomorphism.

Proof. For $D$ and $E$ in $\operatorname{Der}_{k_{k}} \mathfrak{b}$, we have

$$
\begin{aligned}
{[D, E][X, Y]=} & (D E-E D)[X, Y] \\
= & D[E X, Y]+D[X, E Y]-E[D X, Y]-E[X, D Y] \\
= & {[D E X, Y]+[E X, D Y]+[D X, E Y]+[X, D E Y] } \\
& -[E D X, Y]-[D X, E Y]-[E X, D Y]-[X, E D Y] \\
= & {[[D, E] X, Y]+[X,[D, E] Y] . }
\end{aligned}
$$

Thus $\operatorname{Der}_{\mathfrak{k}} \mathfrak{b}$ is a Lie algebra. Finally we saw in (1.1) that $\operatorname{ad} \mathfrak{b} \subseteq \operatorname{Der}_{\mathfrak{k}} \mathfrak{b}$, and in (1.8) that ad is a Lie algebra homomorphism.

We come to the notion of "internal semidirect product." Let $\mathfrak{g}$ be a Lie algebra, let $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{b}$ as vector spaces, and suppose that $\mathfrak{a}$ is a Lie
subalgebra of $\mathfrak{g}$ and $\mathfrak{b}$ is an ideal. If $A$ is in $\mathfrak{a}$, then ad $A$ leaves $\mathfrak{b}$ stable (since $\mathfrak{b}$ is an ideal), and so ad $\left.A\right|_{\mathfrak{b}}$ is in $\operatorname{Der}_{\mathfrak{k}} \mathfrak{b}$. By Proposition 1.21 we obtain a homomorphism $\pi$ from $\mathfrak{a}$ to $\operatorname{Der}_{\mathfrak{k}} \mathfrak{b}$. This homomorphism tells us the bracket of $\mathfrak{a}$ with $\mathfrak{b}$, namely $[A, B]=\pi(A)(B)$. Thus $\mathfrak{a}, \mathfrak{b}$, and $\pi$ determine $\mathfrak{g}$. We say that $\mathfrak{g}$ is the semidirect product of $\mathfrak{a}$ and $\mathfrak{b}$, and we write $\mathfrak{g}=\mathfrak{a} \oplus_{\pi} \mathfrak{b}$.

The notion of "external semidirect product" is captured by the following proposition.

Proposition 1.22. Let Lie algebras $\mathfrak{a}$ and $\mathfrak{b}$ be given, and suppose $\pi$ is a Lie algebra homomorphism from $\mathfrak{a}$ to $\operatorname{Der}_{\mathfrak{k}} \mathfrak{b}$. Then there exists a unique Lie algebra structure on the vector space direct sum $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{b}$ retaining the old bracket in $\mathfrak{a}$ and $\mathfrak{b}$ and satisfying $[A, B]=\pi(A)(B)$ for $A \in \mathfrak{a}$ and $B \in \mathfrak{b}$. Within the Lie algebra $\mathfrak{g}, \mathfrak{a}$ is a subalgebra and $\mathfrak{b}$ is an ideal.

Remark. The direct sum earlier in this section is $\mathfrak{g}$ in the special case that $\pi=0$.

Proof. Uniqueness is clear. Existence of an algebra structure with [ $X, X]=0$ is clear, and the problem is to prove the Jacobi identity. Thus let $X, Y, Z \in \mathfrak{g}$. If all three are in $\mathfrak{a}$ or all three are in $\mathfrak{b}$, we are done. By skew symmetry we reduce to two cases:
(i) $X$ and $Y$ are in $\mathfrak{a}$ and $Z$ is in $\mathfrak{b}$. Then

$$
\pi([X, Y])=\pi(X) \pi(Y)-\pi(Y) \pi(X) .
$$

If we apply both sides to $Z$, we get

$$
[[X, Y], Z]=[X,[Y, Z]]-[Y,[X, Z]],
$$

which implies the Jacobi identity.
(ii) $X$ is in $\mathfrak{a}$ and $Y$ and $Z$ are in $\mathfrak{b}$. Then $\pi(X)$ is a derivation of $\mathfrak{b}$, and so

$$
\pi(X)[Y, Z]=[\pi(X) Y, Z]+[Y, \pi(X) Z]
$$

or

$$
[X,[Y, Z]]=[[X, Y], Z]+[Y,[X, Z]],
$$

which implies the Jacobi identity.
Finally $\mathfrak{a}$ and $\mathfrak{b}$ both bracket $\mathfrak{b}$ into $\mathfrak{b}$, and consequently $\mathfrak{b}$ is an ideal.

Examples.

1) Let $\mathfrak{b}$ be any Lie algebra, and let $D$ be in $\operatorname{Der}_{\mathfrak{k}} \mathfrak{b}$. Then $(D, \mathfrak{b})$ defines a new Lie algebra $\mathfrak{g}$ unique up to isomorphism as follows. Let $\mathfrak{a}=\mathbb{k} X$ be a 1 -dimensional algebra, and take $\mathfrak{g}=\mathfrak{a} \oplus_{\pi} \mathfrak{b}$, where $\pi(X)=D$. This condition on $\pi$ means that $[X, Y]=D(Y)$ for $Y \in \mathfrak{b}$.
2) Let $V$ be a vector space over $\mathbb{k}$, and let $C$ be a bilinear form on $V \times V$. Let $\mathfrak{a}$ be the algebra of derivations of $C$, namely

$$
\mathfrak{a}=\left\{D \in \operatorname{End}_{\mathfrak{k}} V \mid C(D X, Y)+C(X, D Y)=0 \text { for all } X, Y\right\} .
$$

Let $\mathfrak{b}$ be $V$ with abelian Lie algebra structure. Then $\operatorname{Der}_{\mathfrak{k}} \mathfrak{b}=\operatorname{End}_{\mathfrak{k}} V$, so that $\mathfrak{a} \subseteq \operatorname{Der}_{\mathfrak{k}} \mathfrak{b}$. Thus we can form the semidirect product $\mathfrak{g}=\mathfrak{a} \oplus_{\imath} \mathfrak{b}$, where $\iota$ is inclusion. Here are two special cases:
(a) Let $V$ be $\mathbb{R}^{n}$ with $C$ as the usual dot product. In the standard basis of $\mathbb{R}^{n}, \mathfrak{a}$ gets identified with the Lie algebra of real skew-symmetric $n$-by- $n$ matrices. The Lie algebra $\mathfrak{b}$ is just $\mathbb{R}^{n}$, and we can form the semidirect product $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{b}$. In this example, $\mathfrak{a}$ is the Lie algebra of the rotation group (about the origin) in $\mathbb{R}^{n}, \mathfrak{b}$ is the Lie algebra of the translation group in $\mathbb{R}^{n}$, and $\mathfrak{g}$ is the Lie algebra of the proper Euclidean motion group in $\mathbb{R}^{n}$ (the group containing all rotations and translations).
(b) Let $V$ be $\mathbb{R}^{4}$, and define $C$ by

$$
C\left(\left(\begin{array}{l}
x \\
y \\
z \\
t
\end{array}\right),\left(\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
z^{\prime} \\
t^{\prime}
\end{array}\right)\right)=x x^{\prime}+y y^{\prime}+z z^{\prime}-t t^{\prime} .
$$

In this case, $\mathfrak{a}$ is the Lie algebra of the homogeneous Lorentz group in space-time, $\mathfrak{b}$ is the Lie algebra of translations in $\mathbb{R}^{4}$, and $\mathfrak{g}$ is the Lie algebra of the inhomogeneous Lorentz group.

## 5. Solvable Lie Algebras and Lie's Theorem

In this section $\mathbb{k}$ and $\mathbb{K}$ are fields satisfying $\mathbb{k} \subseteq \mathbb{K} \subseteq \mathbb{C}$, and all Lie algebras have $\mathbb{k}$ as the underlying field and are finite dimensional.

Proposition 1.23. An $n$-dimensional Lie algebra $\mathfrak{g}$ is solvable if and only if there exists a sequence of subalgebras

$$
\mathfrak{g}=\mathfrak{a}_{0} \supseteq \mathfrak{a}_{1} \supseteq \mathfrak{a}_{2} \supseteq \cdots \mathfrak{a}_{n}=0
$$

such that, for each $i, \mathfrak{a}_{i+1}$ is an ideal in $\mathfrak{a}_{i}$ and $\operatorname{dim}\left(\mathfrak{a}_{i} / \mathfrak{a}_{i+1}\right)=1$.

Proof. Let $\mathfrak{g}$ be solvable. Form the commutator series $\mathfrak{g}^{j}$ and interpolate subspaces $\mathfrak{a}_{i}$ in the sequence so that $\operatorname{dim}\left(\mathfrak{a}_{i} / \mathfrak{a}_{i+1}\right)=1$ for all $i$. We have

$$
\mathfrak{g}=\mathfrak{a}_{0} \supseteq \mathfrak{a}_{1} \supseteq \mathfrak{a}_{2} \supseteq \cdots \mathfrak{a}_{n}=0 .
$$

For any $i$, we can find $j$ such that $\mathfrak{g}^{j} \supseteq \mathfrak{a}_{i} \supseteq \mathfrak{a}_{i+1} \supseteq \mathfrak{g}^{j+1}$. Then

$$
\left[\mathfrak{a}_{i}, \mathfrak{a}_{i}\right] \subseteq\left[\mathfrak{g}^{j}, \mathfrak{g}^{j}\right]=\mathfrak{g}^{j+1} \subseteq \mathfrak{a}_{i+1}
$$

Hence $\mathfrak{a}_{i}$ is a subalgebra for each $i$, and $\mathfrak{a}_{i+1}$ is an ideal in $\mathfrak{a}_{i}$.
Conversely let the sequence exist. Choose $x_{i}$ so that $\mathfrak{a}_{i}=\mathbb{k} x_{i}+\mathfrak{a}_{i+1}$. We show by induction that $\mathfrak{g}^{i} \subseteq \mathfrak{a}_{i}$, so that $\mathfrak{g}^{n}=0$. In fact, $\mathfrak{g}^{0}=\mathfrak{a}_{0}$. If $\mathfrak{g}^{i} \subseteq \mathfrak{a}_{i}$, then
$\mathfrak{g}^{i+1}=\left[\mathfrak{g}^{i}, \mathfrak{g}^{i}\right] \subseteq\left[\mathfrak{k} x_{i}+\mathfrak{a}_{i+1}, \mathbb{k} x_{i}+\mathfrak{a}_{i+1}\right] \subseteq\left[\mathfrak{k} x_{i}, \mathfrak{a}_{i+1}\right]+\left[\mathfrak{a}_{i+1}, \mathfrak{a}_{i+1}\right] \subseteq \mathfrak{a}_{i+1}$, and the induction is complete. Hence $\mathfrak{g}$ is solvable.

The kind of sequence in the theorem is called an elementary sequence. The existence of such a sequence has the following implication. Write $\mathfrak{a}_{i}=\mathbb{k} x_{i} \oplus \mathfrak{a}_{i+1}$. Then $\mathbb{k} x_{i}$ is a 1 -dimensional subspace of $\mathfrak{a}_{i}$, hence a subalgebra. Also $\mathfrak{a}_{i+1}$ is an ideal in $\mathfrak{a}_{i}$. In view of Proposition 1.22, $\mathfrak{a}_{i}$ is exhibited as a semidirect product of a 1 -dimensional Lie algebra and $\mathfrak{a}_{i+1}$. The proposition says that solvable Lie algebras are exactly those that can be obtained from semidirect products, starting from 0 and adding one dimension at a time.

Let $V$ be a vector space over $\mathbb{K}$, and let $\mathfrak{g}$ be a Lie algebra. A representation of $\mathfrak{g}$ on $V$ is a homomorphism of Lie algebras $\pi: \mathfrak{g} \rightarrow\left(\operatorname{End}_{\mathbb{K}} V\right)^{\mathfrak{k}}$, which we often write simply as $\pi: \mathfrak{g} \rightarrow \operatorname{End}_{\mathbb{K}} V$. Because of the definition of bracket in $\operatorname{End}_{\mathbb{K}} V$, the conditions on $\pi$ are that it be $\mathbb{k}$ linear and satisfy

$$
\begin{equation*}
\pi([X, Y])=\pi(X) \pi(Y)-\pi(Y) \pi(X) \quad \text { for all } X, Y \in \mathfrak{g} \tag{1.24}
\end{equation*}
$$

Examples.

1) ad is a representation of $\mathfrak{g}$ on $\mathfrak{g}$, by (1.8). Here $\mathbb{K}=\mathbb{k}$.
2) If $\mathfrak{g}$ is a Lie algebra of $n$-by- $n$ matrices over $\mathbb{k}$, then the identity is a representation of $\mathfrak{g}$ on $\mathbb{K}^{n}$ whenever $\mathbb{K}$ contains $\mathbb{k}$.
3) A case often studied in later chapters is that $\mathbb{k}=\mathbb{R}$ and $\mathbb{K}=\mathbb{C}$. The vector space $V$ is thus to be complex. A representation of a real Lie algebra $\mathfrak{g}$ on the complex vector space $V$ is a homomorphism of $\mathfrak{g}$ into End ${ }_{\mathbb{C}} V$, which is to be regarded as the real Lie algebra $\left(\operatorname{End}_{\mathbb{C}} V\right)^{\mathbb{R}}$. [Warning: This space of endomorphisms is different from $\operatorname{End}_{\mathbb{R}}\left(V^{\mathbb{R}}\right)$, whose real dimension is twice that of $\left(\operatorname{End}_{\mathbb{C}} V\right)^{\mathbb{R}}$.]
4) On other occasions in later chapters the Lie algebra $\mathfrak{g}$ under study will be complex. In such cases we shall need to say whether we are thinking of $\mathfrak{g}$ as a complex Lie algebra (so that representations are complex linear) or as the real Lie algebra $\mathfrak{g}^{\mathbb{R}}$ (so that representations are real linear).

Theorem 1.25 (Lie's Theorem). Let $\mathfrak{g}$ be solvable, let $V \neq 0$ be a finite-dimensional vector space over $\mathbb{K}$, and let $\pi: \mathfrak{g} \rightarrow \operatorname{End}_{\mathbb{K}} V$ be a representation. If $\mathbb{K}$ is algebraically closed, then there is a simultaneous eigenvector $v \neq 0$ for all the members of $\pi(\mathfrak{g})$. More generally (for $\mathbb{K}$ ), there is a simultaneous eigenvector if all the eigenvalues of all $\pi(X), X \in \mathfrak{g}$, lie in $\mathbb{K}$.

Remarks.

1) When $\mathfrak{g}$ is a solvable Lie algebra and $\pi$ is a representation, $\pi(\mathfrak{g})$ is solvable. This follows immediately from Proposition 1. Consequently the theorem is really a result about solvable Lie algebras of matrices.
2) The theorem is the base step in an induction that will show that $V$ has a basis in which all the matrices of $\pi(\mathfrak{g})$ are triangular. This final conclusion appears as Corollary 1.29 below. In particular, if $\mathfrak{g}$ is a solvable Lie algebra of matrices and $\pi$ is the identity and one of the conditions on $\mathbb{K}$ is satisfied, then $\mathfrak{g}$ can be conjugated so as to be triangular.

Proof. We induct on $\operatorname{dim} \mathfrak{g}$. If $\operatorname{dim} \mathfrak{g}=1$, then $\pi(\mathfrak{g})$ consists of the multiples of a single transformation, and the result follows.

Assume the theorem for all solvable Lie algebras of dimension less than $\operatorname{dim} \mathfrak{g}$ satisfying the eigenvalue condition. Since $\mathfrak{g}$ is solvable, $[\mathfrak{g}, \mathfrak{g}] \varsubsetneqq \mathfrak{g}$. Choose a subspace $\mathfrak{h}$ of codimension 1 in $\mathfrak{g}$ with $[\mathfrak{g}, \mathfrak{g}] \subseteq \mathfrak{h}$. Then $[\mathfrak{h}, \mathfrak{g}] \subseteq$ $[\mathfrak{g}, \mathfrak{g}] \subseteq \mathfrak{h}$, and $\mathfrak{h}$ is an ideal. So $\mathfrak{h}$ is solvable. (Also the eigenvalue condition holds for $\mathfrak{h}$ if it holds for $\mathfrak{g}$.) By inductive hypothesis we can choose $e \in V$ with $\pi(H) e=\lambda(H) e$ for all $H \in \mathfrak{h}$, where $\lambda(H)$ is a scalar-valued function defined for $H \in \mathfrak{h}$.

Fix $X \in \mathfrak{g}$ with $\mathfrak{g}=\mathbb{k} X+\mathfrak{h}$. Define recursively

$$
e_{-1}=0, \quad e_{0}=e, \quad e_{p}=\pi(X) e_{p-1},
$$

and let $E=\operatorname{span}\left\{e_{0}, \ldots, e_{p}, \ldots\right\}$. Then $\pi(X) E \subseteq E$. Let $v$ be an eigenvector for $\pi(X)$ in $E$. We show that $v$ is an eigenvector for each $\pi(H), H \in \mathfrak{h}$.

First we show that

$$
\begin{equation*}
\pi(H) e_{p} \equiv \lambda(H) e_{p} \quad \bmod \operatorname{span}\left\{e_{0}, \ldots, e_{p-1}\right\} \tag{1.26}
\end{equation*}
$$

for all $H \in \mathfrak{h}$. We do so by induction on $p$. Formula (1.26) is valid for $p=0$ by definition of $e_{0}$. Assume (1.26) for $p$. Then

$$
\begin{aligned}
\pi(H) e_{p+1} & =\pi(H) \pi(X) e_{p} \\
& =\pi([H, X]) e_{p}+\pi(X) \pi(H) e_{p} \\
& \equiv \lambda([H, X]) e_{p}+\pi(X) \pi(H) e_{p} \bmod \operatorname{span}\left\{e_{0}, \ldots, e_{p-1}\right\}
\end{aligned}
$$

by induction
$\equiv \lambda([H, X]) e_{p}+\lambda(H) \pi(X) e_{p}$ $\bmod \operatorname{span}\left\{e_{0}, \ldots, e_{p-1}, \pi(X) e_{0}, \ldots, \pi(X) e_{p-1}\right\}$
by induction
$\equiv \lambda(H) \pi(X) e_{p} \bmod \operatorname{span}\left\{e_{0}, \ldots, e_{p}\right\}$
$=\lambda(H) e_{p+1} \bmod \operatorname{span}\left\{e_{0}, \ldots, e_{p}\right\}$.
This proves (1.26) for $p+1$ and completes the induction.
Next we show that

$$
\begin{equation*}
\lambda([H, X])=0 \quad \text { for all } H \in \mathfrak{h} . \tag{1.27}
\end{equation*}
$$

In fact, (1.26) says that $\pi(H) E \subseteq E$ and that, relative to the basis $e_{0}, e_{1}, \ldots$, the linear transformation $\pi(H)$ has matrix

$$
\pi(H)=\left(\begin{array}{cccc}
\lambda(H) & & & * \\
& \lambda(H) & & \\
& & \ddots & \\
0 & & & \lambda(H)
\end{array}\right)
$$

Thus $\operatorname{Tr} \pi(H)=\lambda(H) \operatorname{dim} E$, and we obtain

$$
\lambda([H, X]) \operatorname{dim} E=\operatorname{Tr} \pi([H, X])=\operatorname{Tr}[\pi(H), \pi(X)]=0 .
$$

Since our fields have characteristic $0,(1.27)$ follows.
Now we can sharpen (1.26) to

$$
\begin{equation*}
\pi(H) e_{p}=\lambda(H) e_{p} \quad \text { for all } H \in \mathfrak{h} . \tag{1.28}
\end{equation*}
$$

To prove (1.28), we induct on $p$. For $p=0$, the formula is the definition of $e_{0}$. Assume (1.28) for $p$. Then

$$
\begin{aligned}
\pi(H) e_{p+1} & =\pi(H) \pi(X) e_{p} & & \\
& =\pi([H, X]) e_{p}+\pi(X) \pi(H) e_{p} & & \\
& =\lambda([H, X]) e_{p}+\pi(X) \lambda(H) e_{p} & & \text { by induction } \\
& =0+\lambda(H) e_{p+1} & & \text { by (1.27) } \\
& =\lambda(H) e_{p+1} . & &
\end{aligned}
$$

This completes the induction and proves (1.28). Because of (1.28), $\pi(H) x=\lambda(H) x$ for all $x \in E$ and in particular for $x=v$. Hence the eigenvector $v$ of $\pi(X)$ is also an eigenvector of $\pi(\mathfrak{h})$. The theorem follows.

Before carrying out the induction indicated in Remark 2, we observe something about eigenvalues in connection with representations. Let $\pi$ be a representation of $\mathfrak{g}$ on a finite-dimensional $V$, and let $U \subseteq V$ be an invariant subspace: $\pi(\mathfrak{g}) U \subseteq U$. Then the formula $\pi(X)(v+U)=$ $\pi(X) v+U$ defines a quotient representation of $\mathfrak{g}$ on $V / U$. The characteristic polynomial of $\pi(X)$ on $V$ is the product of the characteristic polynomial on $U$ and that on $V / U$, and hence the eigenvalues for $V / U$ are a subset of those for $V$.

Corollary 1.29 (Lie's Theorem). Under the assumptions on $\mathfrak{g}, V, \pi$, and $\mathbb{K}$ as in Theorem 1.25, there exists a sequence of subspaces

$$
V=V_{0} \supseteq V_{1} \supseteq \cdots \supseteq V_{m}=0
$$

such that each $V_{i}$ is stable under $\pi(\mathfrak{g})$ and $\operatorname{dim} V_{i} / V_{i+1}=1$. Consequently $V$ has a basis with respect to which all the matrices of $\pi(\mathfrak{g})$ are upper triangular.

REmARK. The sequence of subspaces in the corollary is called an invariant flag of $V$.

Proof. We induct on $\operatorname{dim} V$, the case $\operatorname{dim} V=1$ being trivial. If $V$ is given, find by Theorem 1.25 an eigenvector $v \neq 0$ for $\pi(\mathfrak{g})$, and put $U=\mathbb{k} v$. Then $U$ is an invariant subspace, and $\pi$ provides a quotient representation on $V / U$, where $\operatorname{dim}(V / U)<\operatorname{dim} V$. Find by inductive hypothesis an invariant flag for $V / U$, say

$$
V / U=W_{0} \supseteq W_{1} \supseteq \cdots \supseteq W_{m-1}=0
$$

and put $V_{i}=\sigma^{-1}\left(W_{i}\right)$, where $\sigma: V \rightarrow V / U$ is the quotient map (which commutes with all $\pi(X)$ by definition). Taking $V_{m}=0$, we have

$$
V=V_{0} \supseteq V_{1} \supseteq \cdots \supseteq V_{m-1} \supseteq V_{m}=0
$$

as the required sequence.

A solvable Lie algebra $\mathfrak{g}$ is said to be split solvable if there is an elementary sequence

$$
\mathfrak{g}=\mathfrak{a}_{0} \supseteq \mathfrak{a}_{1} \supseteq \cdots \supseteq \mathfrak{a}_{n}=0
$$

in which each $\mathfrak{a}_{i}$ is an ideal in $\mathfrak{g}$ (rather than just in $\mathfrak{a}_{i-1}$ ). Notice that a subspace $\mathfrak{a} \subseteq \mathfrak{g}$ is an ideal if and only if $\mathfrak{a}$ is stable under ad $\mathfrak{g}$. Thus in the terminology above, $\mathfrak{g}$ is split solvable if and only if there is an invariant flag for the adjoint representation.

Corollary 1.30. If $\mathfrak{g}$ is solvable, then $\mathfrak{g}$ is split solvable if and only if the eigenvalues of all $\operatorname{ad} X, X \in \mathfrak{g}$, are in $\mathbb{k}$.

Proof. Sufficiency is by Corollary 1.29. For necessity let the sequence

$$
\mathfrak{g}=\mathfrak{a}_{0} \supseteq \mathfrak{a}_{1} \supseteq \cdots \supseteq \mathfrak{a}_{n}=0
$$

exist. The eigenvalues of ad $X, X \in \mathfrak{g}$, are those of ad $X$ on the various $\mathfrak{a}_{i} / \mathfrak{a}_{i+1}$. Since $\operatorname{dim}\left(\mathfrak{a}_{i} / \mathfrak{a}_{i+1}\right)=1$, the eigenvalue of any endomorphism of this space is in $\mathbb{k}$.

An example of a split-solvable Lie algebra is in Example 12b at the end of $\S 1$, and an example of a solvable Lie algebra that is not split solvable is in Example 12c. The verifications of these properties use Corollary 1.30.

## 6. Nilpotent Lie Algebras and Engel's Theorem

In this section until further notice, $\mathbb{k}$ is any field, and all Lie algebras have $\mathbb{k}$ as underlying field and are finite dimensional.

Let $\mathfrak{g}$ be a nilpotent Lie algebra. If $\mathfrak{g}_{k}=0$, then

$$
\begin{equation*}
(\operatorname{ad} X)^{k} Y=[X,[X,[\cdots,[X, Y] \cdots]]] \in \mathfrak{g}_{k}=0 . \tag{1.31}
\end{equation*}
$$

Hence $(\operatorname{ad} X)^{k}=0$, and ad $X$ is a nilpotent linear transformation on $\mathfrak{g}$.
Actually in (1.31) we can allow the $k$ occurrences of $X$ to be unequal, and then the conclusion is that $\mathfrak{a d} \mathfrak{g}$ is a nilpotent Lie algebra. This result, along with a converse, are the subject of the following proposition.

Proposition 1.32. If $\mathfrak{g}$ is a Lie algebra, then $\mathfrak{g}$ is nilpotent if and only if the Lie algebra ad $\mathfrak{g}$ is nilpotent.

Proof. We have
$\left[\left[\cdots\left[\left[X_{k+1}, X_{k}\right], X_{k-1}\right], \cdots\right], X_{1}\right]=\operatorname{ad}\left[\cdots\left[X_{k+1}, X_{k}\right], \cdots X_{2}\right]\left(X_{1}\right)$
and

$$
\begin{align*}
\operatorname{ad}\left[\cdots\left[X_{k+1}, X_{k}\right], \cdots X_{2}\right] & =\left[\operatorname{ad}\left[\cdots\left[X_{k+1}, X_{k}\right], \cdots X_{3}\right], \operatorname{ad} X_{2}\right] \\
.34) & =\cdots=\left[\cdots\left[\operatorname{ad} X_{k+1}, \operatorname{ad} X_{k}\right], \cdots \operatorname{ad} X_{2}\right] . \tag{1.34}
\end{align*}
$$

If $\mathfrak{g}$ is nilpotent, then $\mathfrak{g}_{k}=0$ for some $k$. Then the left side of (1.33) is always 0 , and hence the right side of (1.34) is always 0 . This says that $(\operatorname{ad} \mathfrak{g})_{k-1}=0$, and hence ad $\mathfrak{g}$ is nilpotent. Conversely if ad $\mathfrak{g}$ is nilpotent, then by retracing the steps, we see that $\mathfrak{g}$ is nilpotent.

Engel's Theorem is a converse to (1.31), saying that if ad $X$ is always a nilpotent transformation of $\mathfrak{g}$, then $\mathfrak{g}$ is a nilpotent Lie algebra. Actually we shall state Engel's Theorem more generally, in a way that lends itself better to an inductive proof, and then we shall derive this conclusion as a corollary.

Theorem 1.35 (Engel's Theorem). Let $V \neq 0$ be a finite-dimensional vector space over $\mathbb{k}$, and let $\mathfrak{g}$ be a Lie algebra of nilpotent endomorphisms of $V$. Then
(a) $\mathfrak{g}$ is a nilpotent Lie algebra,
(b) there exists $v \neq 0$ in $V$ with $X(v)=0$ for all $X \in \mathfrak{g}$,
(c) in a suitable basis of $V$, all $X$ are upper triangular with 0 's on the diagonal.

Proof. The proof is by induction on $\operatorname{dim} \mathfrak{g}$. For $\operatorname{dim} \mathfrak{g}=1$, (b) and (c) hold since $X$ is nilpotent, and (a) is trivial. Suppose that (a), (b), and (c) hold for dimension $<\operatorname{dim} \mathfrak{g}$. We may assume that $\operatorname{dim} \mathfrak{g}>1$.

We shall prove that (b) holds when the dimension equals $\operatorname{dim} \mathfrak{g}$. Then (c) follows by the argument of Corollary 1.29 (Lie's Theorem), and (a) follows from (c) since a subalgebra of a nilpotent Lie algebra is nilpotent (Proposition 1.10). Thus a proof of (b) will complete the induction.

The main step is to construct a nilpotent ideal $\mathfrak{h} \subseteq \mathfrak{g}$ of codimension 1 in $\mathfrak{g}$. To do so, let $\mathfrak{h}$ be a proper Lie subalgebra of $\mathfrak{g}$ of maximal dimension
in $\mathfrak{g}$. By inductive hypothesis, $\mathfrak{h}$ is a nilpotent Lie algebra. We show that $\mathfrak{h}$ has codimension 1 and is an ideal. Since ad $\mathfrak{h}$ leaves $\mathfrak{h}$ stable, ad defines a representation $\rho$ of $\mathfrak{h}$ on $\mathfrak{g} / \mathfrak{h}$ by

$$
\rho(H)(X+\mathfrak{h})=[H, X]+\mathfrak{h} .
$$

We claim that each $\rho(H)$ is nilpotent. In fact, on $\mathfrak{g}$, ad $H$ is the difference $L(H)-R(H)$ of the commuting operations of left and right multiplication by $H$, and thus the binomial theorem shows that the powers of ad $H$ act by

$$
\begin{align*}
(\operatorname{ad} H)^{2 m} X & =\sum_{j=0}^{2 m}(-1)^{j}\binom{2 m}{j} L(H)^{j} R(H)^{2 m-j} X \\
& =\sum_{j=0}^{2 m}(-1)^{j}\binom{2 m}{j} H^{j} X H^{2 m-j} . \tag{1.36}
\end{align*}
$$

If $H^{m}=0$, we see that every term on the right side is 0 and hence that $(\operatorname{ad} H)^{2 m}=0$. Therefore ad $H$ is nilpotent on $\mathfrak{g}$ and must be nilpotent on $\mathfrak{g} / \mathfrak{h}$.

Since $\operatorname{dim} \rho(\mathfrak{h})<\operatorname{dim} \mathfrak{g}$, we can find by inductive hypothesis a coset $X_{0}+\mathfrak{h} \neq \mathfrak{h}$ in $\mathfrak{g} / \mathfrak{h}$ with $\rho(H)\left(X_{0}+\mathfrak{h}\right)=\mathfrak{h}$ for all $H \in \mathfrak{h}$. This condition says that

$$
\begin{equation*}
\left[H, X_{0}\right] \in \mathfrak{h} \quad \text { for all } H \in \mathfrak{h} . \tag{1.37}
\end{equation*}
$$

Let $\mathfrak{s}=\mathfrak{h}+\mathbb{k} X_{0}$. Then (1.37) shows that $\mathfrak{s}$ is a subalgebra of $\mathfrak{g}$ properly containing $\mathfrak{h}$, and hence $\mathfrak{s}=\mathfrak{g}$ by maximality of $\operatorname{dim} \mathfrak{h}$. Consequently $\mathfrak{h}$ has codimension 1 in $\mathfrak{g}$. Also (1.37) shows that $\mathfrak{h}$ is an ideal.

To complete the proof, let $V_{0}=\{v \in V \mid H v=0$ for all $H \in \mathfrak{h}\}$. Since $\mathfrak{h}$ acts as nilpotent endomorphisms, the inductive hypothesis shows that $V_{0}$ is not 0 . If $v$ is in $V_{0}$, then

$$
H X_{0} v=\left[H, X_{0}\right] v+X_{0} H v=0+0=0
$$

since $\mathfrak{h}$ is an ideal. Thus $X_{0}\left(V_{0}\right) \subseteq V_{0}$. By assumption $X_{0}$ is nilpotent, and thus 0 is its only eigenvalue. Hence $X_{0}$ has an eigenvector $v_{0}$ in $V_{0}$. Then $X_{0}\left(v_{0}\right)=0$ and $\mathfrak{h}\left(v_{0}\right)=0$, so that $\mathfrak{g}\left(v_{0}\right)=0$. Consequently (b) holds for $\mathfrak{g}$, and the induction is complete.

Corollary 1.38. If $\mathfrak{g}$ is a Lie algebra such that each ad $X$ for $X \in \mathfrak{g}$ is nilpotent, then $\mathfrak{g}$ is a nilpotent Lie algebra.

Proof. Theorem 1.35 shows that ad $\mathfrak{g}$ is nilpotent, and Proposition 1.32 allows us to conclude that $\mathfrak{g}$ is nilpotent.

We conclude this section by giving three results that use the kinds of ideas involved in Lie's Theorem and Engel's Theorem. We return to the assumption of $\S 5$ that $\mathbb{k}$ is a subfield of $\mathbb{C}$; all Lie algebras have $\mathbb{k}$ as underlying field and are finite dimensional.

Proposition 1.39. If $\mathfrak{g}$ is a solvable Lie algebra, then $[\mathfrak{g}, \mathfrak{g}]$ is nilpotent.
Proof. We apply Lie's Theorem in the form of Corollary 1.29 with $V=\mathfrak{g}^{\mathbb{C}}, \pi=\operatorname{ad}$, and $\mathbb{K}=\mathbb{C}$. Then $\mathfrak{g}^{\mathbb{C}}$ has a basis in which all members of $\operatorname{ad} \mathfrak{g}$ are upper triangular. In this basis the members of ad $[\mathfrak{g}, \mathfrak{g}]$ are strictly upper triangular, and hence $\operatorname{ad}[\mathfrak{g}, \mathfrak{g}]$ is exhibited as isomorphic with a subalgebra of a nilpotent Lie algebra. Therefore ad $[\mathfrak{g}, \mathfrak{g}]$ is nilpotent. By Proposition 1.32, $[\mathfrak{g}, \mathfrak{g}]$ is nilpotent.

Proposition 1.40. If $\mathfrak{g}$ is a solvable Lie algebra, then $\mathfrak{g}$ has a unique largest nilpotent ideal $\mathfrak{n}$, namely the set of all $X \in \mathfrak{g}$ such that ad $X$ is nilpotent. If $D$ is any derivation of $\mathfrak{g}$, then $D(\mathfrak{g}) \subseteq \mathfrak{n}$.

Remark. From Proposition 1.39 we see that $[\mathfrak{g}, \mathfrak{g}] \subseteq \mathfrak{n}$. Equality fails if $\mathfrak{g}$ is 1 -dimensional abelian but holds if $\mathfrak{g}$ is 2 -dimensional nonabelian.

Proof. For the first statement we again apply Lie's Theorem in the form of Corollary 1.29 with $V=\mathfrak{g}^{\mathbb{C}}, \pi=\mathrm{ad}$, and $\mathbb{K}=\mathbb{C}$. Then $\mathfrak{g}^{\mathbb{C}}$ has a basis in which all members of ad $\mathfrak{g}$ are upper triangular. In this basis the members of $\mathfrak{g}$ with ad $\mathfrak{g}$ nilpotent are exactly those for which the upper triangular matrix has 0 's on the diagonal, and they plainly form an ideal. Thus $\mathfrak{n}$ is an ideal. It is nilpotent because it is a subalgebra of the full strictly upper triangular algebra.

If $\mathfrak{n}^{\prime}$ is a nilpotent ideal in $\mathfrak{g}$ and $X$ is in $\mathfrak{n}^{\prime}$, then

$$
\left(\operatorname{ad}_{\mathfrak{g}} X\right)^{j}(\mathfrak{g}) \subseteq\left(\operatorname{ad}_{\mathfrak{n}^{\prime}} X\right)^{j-1}\left(\mathfrak{n}^{\prime}\right)
$$

since $[X, \mathfrak{g}] \subseteq \mathfrak{n}^{\prime}$, and the right side is 0 for suitable $j$ by Proposition 1.32. Thus $\operatorname{ad}_{\mathfrak{g}} X$ is nilpotent, and we conclude that $\mathfrak{n}^{\prime} \subseteq \mathfrak{n}$.

If a derivation $D$ of $\mathfrak{g}$ is given, we apply Proposition 1.22 with $\mathfrak{a}=\mathbb{k} D$, $\mathfrak{b}=\mathfrak{g}$, and $\pi(D)=D$ to form a Lie algebra $\tilde{\mathfrak{g}}=\mathbb{k} D \oplus_{\pi} \mathfrak{g}$. Then $[\tilde{\mathfrak{g}}, \tilde{\mathfrak{g}}] \subseteq \mathfrak{g}$, and hence $\tilde{\mathfrak{g}}$ is solvable. Let $\mathfrak{n}$ and $\tilde{\mathfrak{n}}$ be the unique largest nilpotent ideals of $\mathfrak{g}$ and $\tilde{\mathfrak{g}}$. If $X$ is in $\mathfrak{g}$, then our definitions make $D(X)=[D, X]$. Hence $D(X)$ is in $[\tilde{\mathfrak{g}}, \tilde{\mathfrak{g}}]$, and we see from Proposition 1.39 that $D(X)$ is in $\tilde{\mathfrak{n}}$. That is, $\operatorname{ad}_{\mathfrak{g}}(D(X))$ is nilpotent. The subalgebra $\mathfrak{g}$ of $\mathfrak{g}$ is an invariant subspace under $\operatorname{ad}_{\mathfrak{g}}(D(X))$, and hence $\operatorname{ad}_{\mathfrak{g}}(D(X))$ is nilpotent. Therefore $D(X)$ is in $\mathfrak{n}$.

Corollary 1.41. If $\mathfrak{g}$ is any Lie algebra, then $\mathfrak{g}$ has a unique largest nilpotent ideal $\mathfrak{n}, \mathfrak{n}$ is contained in $\operatorname{rad} \mathfrak{g}$, and every derivation of $\operatorname{rad} \mathfrak{g}$ carries rad $\mathfrak{g}$ into $\mathfrak{n}$. Moreover, $[\mathfrak{g}, \operatorname{rad} \mathfrak{g}] \subseteq \mathfrak{n}$.

Proof. Applying Proposition 1.40, let $\mathfrak{n}$ be the unique largest nilpotent ideal of rad $\mathfrak{g}$. The proposition says that every derivation of rad $\mathfrak{g}$ carries $\operatorname{rad} \mathfrak{g}$ into $\mathfrak{n}$. In particular, if $X$ is in $\mathfrak{g}$, then ad $X$ maps rad $\mathfrak{g}$ to itself since $\operatorname{rad} \mathfrak{g}$ is an ideal, and ad $X$ acts as a derivation of $\operatorname{rad} \mathfrak{g}$ by (1.1). Thus $(\operatorname{ad} X)(\operatorname{rad} \mathfrak{g}) \subseteq \mathfrak{n}$ and, as a special case, $(\operatorname{ad} X)(\mathfrak{n}) \subseteq \mathfrak{n}$. Consequently $\mathfrak{n}$ is an ideal in $\mathfrak{g}$. The ideal $\mathfrak{n}$ is nilpotent by construction. If $\mathfrak{n}^{\prime}$ is any nilpotent ideal in $\mathfrak{g}$, then $\mathfrak{n}^{\prime}$ lies in rad $\mathfrak{g}$ since rad $\mathfrak{g}$ is the largest solvable ideal. Since $\mathfrak{n}$ is the largest nilpotent ideal in rad $\mathfrak{g}, \mathfrak{n}^{\prime}$ is contained in $\mathfrak{n}$.

## 7. Cartan's Criterion for Semisimplicity

In this section, $\mathbb{k}$ denotes a subfield of $\mathbb{C}$, and $\mathfrak{g}$ denotes a finitedimensional Lie algebra over $\mathfrak{k}$. We shall relate semisimplicity of $\mathfrak{g}$ to a nondegeneracy property of the Killing form of $\mathfrak{g}$, the Killing form having been defined in (1.18).

First we make some general remarks about bilinear forms. Let $V$ be a finite-dimensional vector space, and let $C(\cdot, \cdot)$ be a bilinear form on $V \times V$. Define

$$
\operatorname{rad} C=\{v \in V \mid C(v, u)=0 \text { for all } u \in V\} .
$$

Writing $\langle\cdot, \cdot\rangle$ for the pairing of the dual $V^{*}$ with $V$, define $\varphi: V \rightarrow V^{*}$ by $\langle\varphi(v), u\rangle=C(v, u)$. Then $\operatorname{ker} \varphi=\operatorname{rad} C$, and $\operatorname{so} \varphi$ is an isomorphism (onto) if and only if $C$ is nondegenerate (i.e., $\operatorname{rad} C=0$ ).

If $U$ is a subspace of $V$, let

$$
U^{\perp}=\{v \in V \mid C(v, u)=0 \text { for all } u \in U\} .
$$

Then

$$
\begin{equation*}
U \cap U^{\perp}=\operatorname{rad}\left(\left.C\right|_{U \times U}\right) \tag{1.42}
\end{equation*}
$$

Even if $C$ is nondegenerate, we may have $U \cap U^{\perp} \neq 0$. For example, take $\mathbb{k}=\mathbb{R}, V=\mathbb{R}^{2}, C(x, y)=x_{1} y_{1}-x_{2} y_{2}$, and $U=\left\{\left(x_{1}, x_{1}\right)\right\}$; then $C$ is nondegenerate, but $U=U^{\perp} \neq 0$. However, we can make the positive statement given in the following proposition.

Proposition 1.43. In the above notation, if $C$ is nondegenerate, then

$$
\operatorname{dim} U+\operatorname{dim} U^{\perp}=\operatorname{dim} V
$$

Proof. Define $\psi: V \rightarrow U^{*}$ by

$$
\langle\psi(v), u\rangle=C(v, u) \quad \text { for } v \in V, u \in U .
$$

Then $\operatorname{ker} \psi=U^{\perp}$. To see that image $\psi=U^{*}$, let $U_{1}$ be a linear complement for $U$ in $V$. Let $u^{*}$ be in $U^{*}$, and define $v^{*} \in V^{*}$ by

$$
v^{*}= \begin{cases}u^{*} & \text { on } U \\ 0 & \text { on } U_{1} .\end{cases}
$$

Since $C$ is nondegenerate, $\varphi$ is onto $V^{*}$. Thus choose $v \in V$ with $\varphi(v)=$ $v^{*}$. Then

$$
\langle\psi(v), u\rangle=C(v, u)=\left\langle v^{*}, u\right\rangle=\left\langle u^{*}, u\right\rangle,
$$

and hence $\psi(v)=u^{*}$. Therefore image $\psi=U^{*}$, and

$$
\begin{aligned}
\operatorname{dim} V & =\operatorname{dim}(\operatorname{ker} \psi)+\operatorname{dim}(\operatorname{image} \psi) \\
& =\operatorname{dim} U^{\perp}+\operatorname{dim} U^{*} \\
& =\operatorname{dim} U^{\perp}+\operatorname{dim} U .
\end{aligned}
$$

Corollary 1.44. In the above notation, if $C$ is nondegenerate, then $V=U \oplus U^{\perp}$ if and only if $\left.C\right|_{U \times U}$ is nondegenerate.

Proof. This follows by combining (1.42) with Proposition 1.43.
Theorem 1.45 (Cartan's Criterion for Semisimplicity). The Lie algebra $\mathfrak{g}$ is semisimple if and only if the Killing form for $\mathfrak{g}$ is nondegenerate.

REMARKS. This theorem is a fairly easy consequence of Cartan's Criterion for Solvability, to be proved below. We shall state the criterion for solvability, state and prove a corollary of it, show how the corollary implies Theorem 1.45, and then prove the criterion for solvability. Let $B$ denote the Killing form of $\mathfrak{g}$. We may assume that $\mathfrak{g} \neq 0$.

Proposition 1.46 (Cartan's Criterion for Solvability). The Lie algebra $\mathfrak{g}$ is solvable if and only if its Killing form $B$ satisfies $B(X, Y)=0$ for all $X \in \mathfrak{g}$ and $Y \in[\mathfrak{g}, \mathfrak{g}]$.

Corollary 1.47. For any Lie algebra $\mathfrak{g}, \operatorname{rad} B \subseteq \operatorname{rad} \mathfrak{g}$.
Proof. We show that $\operatorname{rad} B$ is a solvable ideal, and then the corollary follows. To see that $\operatorname{rad} B$ is an ideal, let $H \in \operatorname{rad} B$ and let $X_{1}$ and $X_{2}$ be in $\mathfrak{g}$. Then

$$
B\left(\left[X_{1}, H\right], X_{2}\right)=-B\left(H,\left[X_{1}, X_{2}\right]\right)=0,
$$

and so $\left[X_{1}, H\right]$ is in $\operatorname{rad} B$. Thus $\operatorname{rad} B$ is an ideal. To see that $\operatorname{rad} B$ is solvable, let $C$ be the Killing form of $\operatorname{rad} B$, and let $\mathfrak{s}$ be a vector subspace with $\mathfrak{g}=\operatorname{rad} B \oplus \mathfrak{s}$. If $X$ is in $\operatorname{rad} B$, then the fact that $\operatorname{rad} B$ is an ideal forces ad $X$ to have the matrix form

$$
\operatorname{ad} X=\left(\begin{array}{cc}
\operatorname{rad} B & \mathfrak{s} \\
* & * \\
0 & 0
\end{array}\right) \begin{gathered}
\operatorname{rad} B \\
\mathfrak{s}
\end{gathered} .
$$

Consequently if $X$ and $Y$ are in $\operatorname{rad} B$, then

$$
C(X, Y)=\operatorname{Tr}\left(\left.(\operatorname{ad} X \operatorname{ad} Y)\right|_{\mathrm{rad} B}\right)=\operatorname{Tr}(\operatorname{ad} X \operatorname{ad} Y)=B(X, Y)=0,
$$

the last step holding since $X$ is in $\operatorname{rad} B$. By Proposition 1.46, $\operatorname{rad} B$ is solvable.

Proof of Theorem 1.45 given Proposition 1.46. If $B$ is degenerate, then $\operatorname{rad} B \neq 0$. By the corollary rad $\mathfrak{g} \neq 0$. Hence $\mathfrak{g}$ is not semisimple.

Conversely let $\mathfrak{g}$ fail to be semisimple so that rad $\mathfrak{g} \neq 0$. Since rad $\mathfrak{g}$ is solvable, there is a least integer $l$ such that the member $(\operatorname{rad} \mathfrak{g})^{l}$ of the commutator series is 0 . Then $(\operatorname{rad} \mathfrak{g})^{l-1}=\mathfrak{a}$ is a nonzero abelian ideal in $\mathfrak{g}$. Let $\mathfrak{s}$ be a vector space complement to $\mathfrak{a}$, so that $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{s}$ as vector spaces. If $X$ is in $\mathfrak{a}$ and $Y$ is in $\mathfrak{g}$, then

$$
\begin{array}{cc}
\mathfrak{a} & \mathfrak{s} \\
\operatorname{ad} X=\left(\begin{array}{cc}
0 & * \\
0 & 0
\end{array}\right) & \mathfrak{a} \\
\mathfrak{s}
\end{array} \quad \text { and } \quad \operatorname{ad} Y=\left(\begin{array}{cc}
* & * \\
0 & *
\end{array}\right){ }_{\mathfrak{s}}^{\mathfrak{a}}
$$

in matrix form. Then ad $X$ ad $Y$ has 0 's on the diagonal, and $B(X, Y)=$ $\operatorname{Tr}(\operatorname{ad} X \operatorname{ad} Y)=0$. Thus $X$ is in $\operatorname{rad} B$. Hence $\mathfrak{a} \subseteq \operatorname{rad} B$, and $B$ is degenerate.

We are left with proving Proposition 1.46. By way of preparation for the proof, let $\mathbb{K}$ be an extension field of $\mathbb{k}$ within $\mathbb{C}$, and form the Lie algebra $\mathfrak{g}^{\mathbb{K}}=\mathfrak{g} \otimes_{\mathbb{k}} \mathbb{K}$ (over $\left.\mathbb{K}\right)$ and its Killing form $B^{\mathbb{K}}$, as in $\S 3$. We saw in $\S 3$ that $\mathfrak{g}$ is solvable if and only if $\mathfrak{g}^{\mathbb{K}}$ is solvable. Also $[\mathfrak{g}, \mathfrak{g}]^{\mathbb{K}}=\left[\mathfrak{g}^{\mathbb{K}}, \mathfrak{g}^{\mathbb{K}}\right]$. Next if $Y$ is in $[\mathfrak{g}, \mathfrak{g}]$ and $Y$ is in $\operatorname{rad} B$, then $Y$ is in $\operatorname{rad} B^{\mathbb{K}}$ since $B^{\mathbb{K}}$ is $K$ bilinear and agrees with $B$ on $\mathfrak{g} \times \mathfrak{g}$. So $[\mathfrak{g}, \mathfrak{g}] \subseteq \operatorname{rad} B$ implies $[\mathfrak{g}, \mathfrak{g}] \subseteq \operatorname{rad} B^{\mathbb{K}}$, and therefore $\left[\mathfrak{g}^{\mathbb{K}}, \mathfrak{g}^{\mathbb{K}}\right]=[\mathfrak{g}, \mathfrak{g}]^{\mathbb{K}} \subseteq \operatorname{rad} B^{\mathbb{K}}$. Conversely if $\left[\mathfrak{g}^{\mathbb{K}}, \mathfrak{g}^{\mathbb{K}}\right] \subseteq \operatorname{rad} B^{\mathbb{K}}$, then $[\mathfrak{g}, \mathfrak{g}] \subseteq \operatorname{rad} B^{\mathbb{K}}$ and so $[\mathfrak{g}, \mathfrak{g}] \subseteq \operatorname{rad} B$. Consequently each direction of Proposition 1.46 holds for $\mathfrak{g}$ if and only if it holds for $\mathfrak{g}^{\mathbb{K}}$.

Proof that $\mathfrak{g}$ solvable implies $[\mathfrak{g}, \mathfrak{g}] \subseteq \operatorname{rad} B$. We may assume that $\mathbb{k}$ is algebraically closed in view of the previous paragraph. We apply Lie's Theorem (Theorem 1.25) to the representation ad. The theorem says that ad $\mathfrak{g}$ is simultaneously triangular in a suitable basis of $\mathfrak{g}$. Then $\operatorname{ad}[\mathfrak{g}, \mathfrak{g}]=[\operatorname{ad} \mathfrak{g}$, ad $\mathfrak{g}]$ has 0 's on the diagonal, and so $X \in \mathfrak{g}$ and $Y \in[\mathfrak{g}, \mathfrak{g}]$ imply that ad $X$ ad $Y$ has 0 's on the diagonal. Hence $B(X, Y)=0$.

For the converse we shall need to use the Jordan decomposition in the following sharp form.

Theorem 1.48 (Jordan decomposition). Let $\mathbb{k}$ be algebraically closed, and let $V$ be a finite-dimensional vector space over $\mathbb{k}$. Each $l \in \operatorname{End}_{\mathbb{K}} V$ can be uniquely decomposed as $l=s+n$ with $s$ diagonable, $n$ nilpotent, and $s n=n s$. Moreover, $s=p(l)$ for some polynomial $p$ without constant term.

Proof. We omit the proof, which may be found with Theorem 8 in Hoffman-Kunze [1961], p. 217.

Proof that $[\mathfrak{g}, \mathfrak{g}] \subseteq \operatorname{rad} B \mathfrak{g}$ SOLVABLE.
As we saw before the direct part of the proof, we may assume that $\mathbb{k}=\mathbb{C}$. We shall show that each ad $Y$, for $Y \in[\mathfrak{g}, \mathfrak{g}]$, is nilpotent. Then by Engel's Theorem, $[\mathfrak{g}, \mathfrak{g}]$ is nilpotent, hence solvable. Consequently $\mathfrak{g}$ is solvable.

Arguing by contradiction, suppose that ad $Y$ is not nilpotent. Let ad $Y=$ $s+n$ be its Jordan decomposition. Here $s \neq 0$. Let $\mu_{1}, \ldots, \mu_{m}$ be the distinct eigenvalues of $s$, and let $V_{1}, \ldots, V_{m}$ be the corresponding eigenspaces. Define $\bar{s} \in \operatorname{End}_{\mathbb{C}} \mathfrak{g}$ to be $\bar{\mu}_{j}$ on $V_{j}$. Then $\operatorname{Tr}(\bar{s} s)=\sum_{j=1}^{m}\left|\mu_{j}\right|^{2}>0$.

Since $n$ and $s$ commute, so do $n$ and $\bar{s}$; thus $\bar{s} n$ is nilpotent. Consequently

$$
\begin{equation*}
\operatorname{Tr}(\bar{s}(\operatorname{ad} Y))=\operatorname{Tr}(\bar{s} s)+\operatorname{Tr}(\bar{s} n)=\operatorname{Tr}(\bar{s} s)>0, \tag{1.49}
\end{equation*}
$$

the last equality following since $\bar{s} n$ is nilpotent.
Now we shall compute $\operatorname{Tr}(\bar{s}(\operatorname{ad} Y))$ another way. Since $Y$ is in $[\mathfrak{g}, \mathfrak{g}]$, we can write $Y=\sum_{i=1}^{u}\left[X_{i}, Z_{i}\right]$ with $X_{i}$ and $Z_{i}$ in $\mathfrak{g}$. Then

$$
\begin{align*}
\operatorname{Tr}(\bar{s} \operatorname{ad} Y) & =\sum_{i=1}^{u} \operatorname{Tr}\left(\bar{s} \operatorname{ad}\left[X_{i}, Z_{i}\right]\right) \\
& =\sum_{i=1}^{u} \operatorname{Tr}\left(\left[\bar{s}, \operatorname{ad} X_{i}\right] \operatorname{ad} Z_{i}\right) \quad \text { as in the proof of (1.19) } \\
& =\sum_{i=1}^{u} \operatorname{Tr}\left(\left\{\operatorname{ad}_{0} \bar{s}\left(\operatorname{ad} X_{i}\right)\right\} \operatorname{ad} Z_{i}\right), \tag{1.50}
\end{align*}
$$

where $\mathrm{ad}_{0}$ is ad for $\operatorname{End}_{\mathbb{C}} \mathfrak{g}$. Since ad $Y=s+n$, we have

$$
\begin{equation*}
\operatorname{ad}_{0}(\operatorname{ad} Y)=\operatorname{ad}_{0} s+\operatorname{ad}_{0} n . \tag{1.51}
\end{equation*}
$$

Since $n$ is nilpotent, $\operatorname{ad}_{0} n$ is nilpotent (by the same computation as for (1.36) in the proof of Engel's Theorem). Also

$$
\left[\operatorname{ad}_{0} s, \operatorname{ad}_{0} n\right]=\operatorname{ad}_{0}[s, n]=0
$$

So $\mathrm{ad}_{0} s$ and $\mathrm{ad}_{0} n$ commute. Choose a basis for $\mathfrak{g}$ compatible with the decomposition $\mathfrak{g}=\bigoplus_{i} V_{i}$, and let

$$
E_{i j}= \begin{cases}1 & \text { in the }(i, j)^{\text {th }} \text { entry } \\ 0 & \text { elsewhere }\end{cases}
$$

Then

$$
s E_{i j}=\mu_{i} E_{i j} \quad \text { and } \quad E_{i j} s=\mu_{j} E_{i j},
$$

and so

$$
\left(\operatorname{ad}_{0} s\right) E_{i j}=\left(\mu_{i}-\mu_{j}\right) E_{i j}
$$

Since $\operatorname{End}_{\mathbb{C}} \mathfrak{g}=\bigoplus_{i, j} \mathbb{C} E_{i j}, \operatorname{ad}_{0} s$ is diagonable. Thus (1.51) is the Jordan decomposition of $\operatorname{ad}_{0}(\operatorname{ad} Y)$, and it follows from Theorem 1.48 that

$$
\operatorname{ad}_{0} s=q\left(\operatorname{ad}_{0}(\operatorname{ad} Y)\right) \quad \text { with } q(0)=0 .
$$

If we choose a polynomial that maps all $\mu_{i}-\mu_{j}$ into $\bar{\mu}_{i}-\bar{\mu}_{j}$ (including 0 into 0 ) and if we compose it with $q$, the result is a polynomial $r$ with

$$
\begin{equation*}
\operatorname{ad}_{0} \bar{s}=r\left(\operatorname{ad}_{0}(\operatorname{ad} Y)\right) \quad \text { and } \quad r(0)=0 \tag{1.52}
\end{equation*}
$$

Now consider a term of the right side of (1.50), say the $i^{\text {th }}$ term $\operatorname{Tr}\left(\left\{\operatorname{ad}_{0} \bar{s}\left(\operatorname{ad} X_{i}\right)\right\}\right.$ ad $\left.Z_{i}\right)$. Because of (1.52), it is a linear combination of terms

$$
\operatorname{Tr}\left(\left\{\left(\operatorname{ad}_{0}(\operatorname{ad} Y)\right)^{k}\left(\operatorname{ad} X_{i}\right)\right\} \operatorname{ad} Z_{i}\right) \quad \text { with } k>0 .
$$

For $k=1$, we have

$$
\begin{aligned}
\left\{\left(\operatorname{ad}_{0}(\operatorname{ad} Y)\right)^{1}\left(\operatorname{ad} X_{i}\right)\right\} & =(\operatorname{ad} Y)\left(\operatorname{ad} X_{i}\right)-\left(\operatorname{ad} X_{i}\right)(\operatorname{ad} Y) \\
& =\operatorname{ad}\left[Y, X_{i}\right] .
\end{aligned}
$$

For $k=2$, we have

$$
\begin{aligned}
\left\{\left(\operatorname{ad}_{0}(\operatorname{ad} Y)\right)^{2}\left(\operatorname{ad} X_{i}\right)\right\} & =(\operatorname{ad} Y)\left(\operatorname{ad}\left[Y, X_{i}\right]\right)-\operatorname{ad}\left[Y, X_{i}\right] \operatorname{ad} Y \\
& =\operatorname{ad}\left[Y,\left[Y, X_{i}\right]\right] .
\end{aligned}
$$

And so on. Iterating, we see that the right side of (1.50) is a linear combination of terms

$$
\operatorname{Tr}\left(\operatorname{ad}\left(\left[Y,\left[Y,\left[\cdots,\left[Y, X_{i}\right] \cdots\right]\right]\right]\right) \operatorname{ad} Z_{i}\right),
$$

and this is $B$ of something in $[\mathfrak{g}, \mathfrak{g}]$ with something in $\mathfrak{g}$. By hypothesis, it is therefore 0 . Thus the right side of (1.50) adds to 0 , in contradiction with (1.49). We conclude that ad $Y$ must indeed have been nilpotent, and the proof is complete.

Corollary 1.53. If $\mathfrak{g}_{0}$ is a real form of a complex Lie algebra $\mathfrak{g}$, then $\mathfrak{g}_{0}$ is semisimple if and only if $\mathfrak{g}$ is semisimple.

REMARK. By contrast the complexification of a simple real Lie algebra need not be simple. This point will be discussed more fully in $\S$ VI. 9 .

Proof. By (1.20) the Killing forms of $\mathfrak{g}_{0}$ and $\mathfrak{g}$ may be identified. Hence they are both nondegenerate or both degenerate, and the corollary follows from Theorem 1.45.

Theorem 1.54. The Lie algebra $\mathfrak{g}$ is semisimple if and only if $\mathfrak{g}=$ $\mathfrak{g}_{1} \oplus \cdots \oplus \mathfrak{g}_{m}$ with $\mathfrak{g}_{j}$ ideals that are each simple Lie algebras. In this case the decomposition is unique, and the only ideals of $\mathfrak{g}$ are the sums of various $\mathfrak{g}_{j}$.

PROOF IF $\mathfrak{g}=\mathfrak{g}_{1} \oplus \cdots \oplus \mathfrak{g}_{m}$. Let $P_{i}$ be the projection on $\mathfrak{g}_{i}$ along the other summands. Let $\mathfrak{a}$ be any ideal in $\mathfrak{g}$, and form $P_{i} \mathfrak{a}=\mathfrak{a}_{i}$. Then $\mathfrak{a}_{i}$ is an ideal in $\mathfrak{g}_{i}$ since

$$
\left[P_{i} A, X_{i}\right]=P_{i}\left[A, X_{i}\right] \subseteq P_{i} \mathfrak{a}=\mathfrak{a}_{i} \quad \text { for } A \in \mathfrak{a}
$$

Since $\mathfrak{g}_{i}$ is simple, either $\mathfrak{a}_{i}=0$ or $\mathfrak{a}_{i}=\mathfrak{g}_{i}$. In the latter case, $\mathfrak{g}_{i} \subseteq \mathfrak{a}$ since Proposition 1.13 gives

$$
\mathfrak{g}_{i}=\left[\mathfrak{g}_{i}, \mathfrak{g}_{i}\right]=\left[\mathfrak{g}_{i}, P_{i} \mathfrak{a}\right]=\left[\mathfrak{g}_{i}, \mathfrak{a}\right] \subseteq[\mathfrak{g}, \mathfrak{a}] \subseteq \mathfrak{a}
$$

Consequently $\mathfrak{g}=\bigoplus \mathfrak{g}_{i}$ implies

$$
\mathfrak{a}=\mathfrak{a} \cap \mathfrak{g}=\bigoplus_{i=1}^{m}\left(\mathfrak{a} \cap \mathfrak{g}_{i}\right)=\bigoplus_{\mathfrak{g}_{i} \subseteq \mathfrak{a}} \mathfrak{g}_{i}
$$

This proves uniqueness and the structure of the ideals. Now

$$
[\mathfrak{a}, \mathfrak{a}]=\left[\bigoplus_{\mathfrak{g}_{i} \subseteq \mathfrak{a}} \mathfrak{g}_{i}, \bigoplus_{\mathfrak{g}_{j} \subseteq \mathfrak{a}} \mathfrak{g}_{j}\right]=\bigoplus_{\mathfrak{g}_{i} \subseteq \mathfrak{a}}\left[\mathfrak{g}_{i}, \mathfrak{g}_{i}\right]=\bigoplus_{\mathfrak{g}_{i} \subseteq \mathfrak{a}} \mathfrak{g}_{i}=\mathfrak{a}
$$

So $\mathfrak{a}$ cannot be solvable unless $\mathfrak{a}$ is 0 . Thus $\mathfrak{g}$ is semisimple.
Proof IF $\mathfrak{g}$ IS SEMISIMPLE. Let $\mathfrak{a}$ be a minimal nonzero ideal. Form $\mathfrak{a}^{\perp}$ relative to the Killing form $B$. The subspace $\mathfrak{a}^{\perp}$ is an ideal because if $H$ is in $\mathfrak{a}^{\perp}$, then

$$
B([X, H], A)=B(H,-[X, A]) \subseteq B(H, \mathfrak{a})=0 \quad \text { for } A \in \mathfrak{a} \text { and } X \in \mathfrak{g}
$$

Therefore $\operatorname{rad}\left(\left.B\right|_{\mathfrak{a} \times \mathfrak{a}}\right)=\mathfrak{a} \cap \mathfrak{a}^{\perp}$ is 0 or $\mathfrak{a}$. Suppose $\operatorname{rad}\left(\left.B\right|_{\mathfrak{a} \times \mathfrak{a}}\right)=\mathfrak{a}$. Then $B\left(A_{1}, A_{2}\right)=0$ for all $A_{1}, A_{2} \in \mathfrak{a}$. But for an ideal $\mathfrak{a}$, the Killing form $B_{\mathfrak{a}}$ for $\mathfrak{a}$ satisfies $B_{\mathfrak{a}}=\left.B\right|_{\mathfrak{a} \times \mathfrak{a}}$, and the right side is 0 . By Proposition 1.46, $\mathfrak{a}$ is solvable, in contradiction with the semisimplicity of $\mathfrak{g}$.

So $\mathfrak{a} \cap \mathfrak{a}^{\perp}=0$. Then Corollary 1.44 and Theorem 1.45 show that $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{a}^{\perp}$ as vector spaces. Both $\mathfrak{a}$ and $\mathfrak{a}^{\perp}$ are ideals, as we have seen. Now $\mathfrak{a}$ is nonabelian; we show it is simple. If $\mathfrak{b} \subseteq \mathfrak{a}$ is an ideal of $\mathfrak{a}$, then $\left[\mathfrak{b}, \mathfrak{a}^{\perp}\right]=0$ and so $\mathfrak{b}$ is an ideal of $\mathfrak{g}$. By minimality of $\mathfrak{a}$, either $\mathfrak{b}=0$ or $\mathfrak{b}=\mathfrak{a}$. Thus $\mathfrak{a}$ is simple.

Similarly any ideal of $\mathfrak{a}^{\perp}$ is an ideal of $\mathfrak{g}$, and hence $\operatorname{rad} \mathfrak{a}^{\perp}=0$. Thus $\mathfrak{a}^{\perp}$ is semisimple by Theorem 1.45 . Therefore we can repeat the argument with $\mathfrak{a}^{\perp}$ and proceed by induction to complete the proof.

Corollary 1.55. If $\mathfrak{g}$ is semisimple, then $[\mathfrak{g}, \mathfrak{g}]=\mathfrak{g}$. If $\mathfrak{a}$ is any ideal in $\mathfrak{g}$, then $\mathfrak{a}^{\perp}$ is an ideal and $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{a}^{\perp}$.

This is immediate from Theorem 1.54.
We say that the Lie algebra $\mathfrak{g}$ is reductive if to each ideal $\mathfrak{a}$ in $\mathfrak{g}$ corresponds an ideal $\mathfrak{b}$ in $\mathfrak{g}$ with $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{b}$. Theorem 1.54 shows that the Lie algebra direct sum of a semisimple Lie algebra and an abelian Lie algebra is reductive. The next corollary shows that there are no other reductive Lie algebras.

Corollary 1.56. If $\mathfrak{g}$ is reductive, then $\mathfrak{g}=[\mathfrak{g}, \mathfrak{g}] \oplus Z_{\mathfrak{g}}$ with $[\mathfrak{g}, \mathfrak{g}]$ semisimple and $Z_{\mathfrak{g}}$ abelian.

Proof. Among all direct sums of ideals in $\mathfrak{g}$ such that each contains no nonzero smaller ideals, let $\mathfrak{a}$ be one of the maximum possible dimension. By Proposition 1.7, $\mathfrak{a}$ is an ideal. Since $\mathfrak{g}$ is reductive, we can find an ideal $\mathfrak{b}$ with $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{b}$. If $\mathfrak{b} \neq 0$, then a nonzero ideal of $\mathfrak{g}$ in $\mathfrak{b}$ of smallest possible dimension can be adjoined to $\mathfrak{a}$ and exhibit a contradiction with the maximality of $\mathfrak{a}$. We conclude that $\mathfrak{b}=0$ and that $\mathfrak{g}$ is the direct sum of ideals that contain no nonzero smaller ideals. Write

$$
\mathfrak{g}=\mathfrak{a}_{1} \oplus \cdots \oplus \mathfrak{a}_{j} \oplus \mathfrak{a}_{j+1} \oplus \cdots \oplus \mathfrak{a}_{k}
$$

where $\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{j}$ are 1 -dimensional and $\mathfrak{a}_{j+1}, \ldots, \mathfrak{a}_{k}$ are simple Lie algebras. By Proposition 1.13,

$$
[\mathfrak{g}, \mathfrak{g}]=\left[\mathfrak{a}_{j+1}, \mathfrak{a}_{j+1}\right] \oplus \cdots \oplus\left[\mathfrak{a}_{k}, \mathfrak{a}_{k}\right]=\mathfrak{a}_{j+1} \oplus \cdots \oplus \mathfrak{a}_{k}
$$

and this is semisimple by Theorem 1.54. To complete the proof we show that $Z_{\mathfrak{g}}=\mathfrak{a}_{1} \oplus \cdots \oplus \mathfrak{a}_{j}$. Certainly $Z_{\mathfrak{g}} \supseteq \mathfrak{a}_{1} \oplus \cdots \oplus \mathfrak{a}_{j}$. In the reverse direction if $X=X_{1}+\cdots+X_{k}$ is in $Z_{\mathfrak{g}}$ with $X_{i} \in \mathfrak{a}_{i}$, then $X_{i}$ is in $Z_{\mathfrak{a}_{i}}$, which is 0 for $i>j$ by Proposition 1.13. Hence $X=X_{1}+\cdots+X_{j}$, and we conclude that $Z_{\mathfrak{g}} \subseteq \mathfrak{a}_{1} \oplus \cdots \oplus \mathfrak{a}_{j}$.

## 8. Examples of Semisimple Lie Algebras

Cartan's Criterion for Semisimplicity (Theorem 1.45) enables us to produce a long list of examples of semisimple matrix Lie algebras over $\mathbb{R}$ or $\mathbb{C}$. The examples that we shall produce are the Lie algebras of some groups of symmetries in geometry going under the name "classical groups."

In this section we give only the Lie algebras, deferring discussion of the Lie groups to §17.

We shall work with Lie groups and real Lie algebras of matrices over the reals $\mathbb{R}$, the complex numbers $\mathbb{C}$, and the quaternions $\mathbb{H}$. Recall that $\mathbb{H}$ is a division algebra over $\mathbb{R}$ with $\mathbb{R}$ basis $1, i, j, k$ satisfying $i^{2}=j^{2}=$ $k^{2}=-1, i j=k, j k=i, k i=j, j i=-k, k j=-i$, and $i k=-j$. The real part of a quaternion is given by $\operatorname{Re}(a+b i+c j+d k)=a$. Despite the noncommutativity of $\mathbb{H}$, the real part satisfies

$$
\begin{equation*}
\operatorname{Re} x y=\operatorname{Re} y x \quad \text { for all } x \text { and } y \text { in } \mathbb{H} . \tag{1.57}
\end{equation*}
$$

Conjugation is given by

$$
\overline{a+b i+c j+d k}=a-b i-c j-d k,
$$

and it commutes with real part. Consequently (1.57) implies that

$$
\begin{equation*}
\operatorname{Re} x \bar{y}=\operatorname{Re} y \bar{x} \tag{1.58}
\end{equation*}
$$

If $x$ is in $\mathbb{H}$, then $x \bar{x}=\bar{x} x=|x|^{2}$ is the square of the usual Euclidean norm from $\mathbb{R}^{4}$. The fact that the bracket operation $[X, Y]=X Y-Y X$ makes all square matrices of size $n$ into a Lie algebra is valid over $\mathbb{H}$, as well as $\mathbb{R}$ and $\mathbb{C}$; this follows from Example 2 in $\S 1$.

Groups and Lie algebras of complex matrices can be realized as groups and Lie algebras of real matrices of twice the size. We shall write down an explicit isomorphism in (1.63) below. Similarly, groups and Lie algebras of quaternion matrices can be realized as groups of complex matrices of twice the size. We shall write down an explicit isomorphism in (1.65) below.

The technique for recognizing certain Lie algebras of matrices as semisimple begins with the following proposition.

Proposition 1.59. Let $\mathfrak{g}$ be a real Lie algebra of matrices over $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$. If $\mathfrak{g}$ is closed under the operation conjugate transpose, then $\mathfrak{g}$ is reductive.

REMARK. We write $(\cdot)^{*}$ for conjugate transpose.
Proof. For matrices $X$ and $Y$, define $\langle X, Y\rangle=\operatorname{Re} \operatorname{Tr}\left(X Y^{*}\right)$. This is a real inner product on $\mathfrak{g}$, the symmetry following from (1.58). Let $\mathfrak{a}$ be an ideal in $\mathfrak{g}$, and let $\mathfrak{a}^{\perp}$ be the orthogonal complement of $\mathfrak{a}$ in $\mathfrak{g}$. Then
$\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{a}^{\perp}$ as vector spaces. To see that $\mathfrak{a}^{\perp}$ is an ideal in $\mathfrak{g}$, let $X$ be in $\mathfrak{a}^{\perp}$, let $Y$ be in $\mathfrak{g}$, and let $Z$ be in $\mathfrak{a}$. Then

$$
\begin{aligned}
\langle[X, Y], Z\rangle & =\operatorname{Re} \operatorname{Tr}\left(X Y Z^{*}-Y X Z^{*}\right) \\
& =-\operatorname{Re} \operatorname{Tr}\left(X Z^{*} Y-X Y Z^{*}\right) \quad \text { by }(1.58) \\
& =-\operatorname{Re} \operatorname{Tr}\left(X\left(Y^{*} Z\right)^{*}-X\left(Z Y^{*}\right)^{*}\right) \\
& =-\left\langle X,\left[Y^{*}, Z\right]\right\rangle .
\end{aligned}
$$

Since $Y^{*}$ is in $\mathfrak{g},\left[Y^{*}, Z\right]$ is in $\mathfrak{a}$. Thus the right side is 0 for all $Z$, and [ $X, Y$ ] is in $\mathfrak{a}^{\perp}$. Hence $\mathfrak{a}^{\perp}$ is an ideal, and $\mathfrak{g}$ is reductive.

All of our examples $\mathfrak{g}$ in this section will be closed under conjugate transpose. In view of Proposition 1.59 and Corollary $1.56, \mathfrak{g}$ will be semisimple as a real Lie algebra if and only if its center is 0 . Checking whether the center of $\mathfrak{g}$ is 0 is generally an easy matter.

Some of the examples will be complex Lie algebras. As we shall show in connection with the embedding of complex matrices into real matrices of twice the size, the Killing forms of a complex Lie algebra $\mathfrak{g}$ and its associated $\mathfrak{g}^{\mathbb{R}}$ are related by

$$
\begin{equation*}
B_{\mathfrak{g}^{\mathbb{R}}}=2 \operatorname{Re} B_{\mathfrak{g}} . \tag{1.60}
\end{equation*}
$$

Consequently $B_{g^{\mathbb{R}}}$ and $B_{\mathfrak{g}}$ are both nondegenerate or both degenerate. By Cartan's Criterion for Semisimplicity (Theorem 1.45), we see that
(1.61) $\quad \mathfrak{g}^{\mathbb{R}}$ is semisimple over $\mathbb{R}$ if and only if $\mathfrak{g}$ is semisimple over $\mathbb{C}$.

In Example 3 in $\S 1$, we defined $\mathfrak{g l}(n, \mathbb{R})$ and $\mathfrak{g l}(n, \mathbb{C})$ to be the Lie algebras of all $n$-by- $n$ matrices over $\mathbb{R}$ and $\mathbb{C}$, respectively. These Lie algebras are reductive but not semisimple, the center in each case consisting of scalar matrices. Let $\mathfrak{g l}(n, \mathbb{H})$ be the real Lie algebra of all $n$-by- $n$ matrices over $\mathbb{H}$. This Lie algebra is reductive but not semisimple, the center consisting of scalar matrices with real entries.

## EXAMPLES.

1) These first examples will be seen in $\S 17$ to be Lie algebras of compact groups. They consist initially of all matrices that are skew Hermitian relative to $(\cdot)^{*}$. Specifically we define

$$
\begin{aligned}
\mathfrak{u}(n) & =\left\{X \in \mathfrak{g l}(n, \mathbb{C}) \mid X+X^{*}=0\right\} \\
\mathfrak{s o}(n) & =\left\{X \in \mathfrak{g l}(n, \mathbb{R}) \mid X+X^{*}=0\right\} \\
\mathfrak{s p}(n) & =\left\{X \in \mathfrak{g l}(n, \mathbb{H}) \mid X+X^{*}=0\right\} .
\end{aligned}
$$

To see that these examples are closed under bracket and hence are Lie algebras, we argue as in Example 7 in $\S 1$, replacing $(\cdot)^{t}$ by $(\cdot)^{*}$. All three of these examples are reductive. If $n \geq 3$, then $\mathfrak{s o}(n)$ has 0 center, while if $n \geq 1, \mathfrak{s p}(n)$ has 0 center. For these values of $n, \mathfrak{s o}(n)$ and $\mathfrak{s p}(n)$ are therefore semisimple. For $n \geq 1$, the Lie algebra $\mathfrak{u}(n)$ has imaginary scalar matrices as center; the commutator subalgebra is the semisimple Lie algebra

$$
\mathfrak{s u}(n)=\left\{X \in \mathfrak{g l}(n, \mathbb{C}) \mid X+X^{*}=0 \text { and } \operatorname{Tr} X=0\right\} .
$$

This is nonzero if $n \geq 2$.
2) These next examples are all complex Lie algebras with 0 center. Each such complex $\mathfrak{g}$ has the property that $\mathfrak{g}^{\mathbb{R}}$ is semisimple over $\mathbb{R}$, and it follows from (1.61) that $\mathfrak{g}$ is semisimple over $\mathbb{C}$. We define

$$
\begin{aligned}
\mathfrak{s l}(n, \mathbb{C}) & =\{X \in \mathfrak{g l}(n, \mathbb{C}) \mid \operatorname{Tr} X=0\} & & \text { for } n \geq 2 \\
\mathfrak{s o}(n, \mathbb{C}) & =\left\{X \in \mathfrak{g l}(n, \mathbb{C}) \mid X+X^{t}=0\right\} & & \text { for } n \geq 3 \\
\mathfrak{s p}(n, \mathbb{C}) & =\left\{X \in \mathfrak{g l}(2 n, \mathbb{C}) \mid X^{t} J+J X=0\right\} & & \text { for } n \geq 1,
\end{aligned}
$$

where $J=J_{n, n}$ is the $2 n$-by- $2 n$ matrix $J=\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$. Each of these examples is a Lie algebra as a consequence of Examples 7, 8, and 9 in $\S 1$.
3) These final examples are real semisimple Lie algebras that are of neither of the types in Examples 1 and 2 (except for small values of the parameter). With $J=J_{n, n}$ as in Example 2, let

$$
\begin{gathered}
m \\
I_{m, n}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) \begin{array}{c}
m \\
n
\end{array} \quad \text { and } \quad I_{n, n} J_{n, n}=\left(\begin{array}{cc}
n & n \\
1 & 1 \\
1 & 0
\end{array}\right){ }_{n}^{n} .
\end{gathered}
$$

The definitions are

$$
\begin{aligned}
\mathfrak{s l}(n, \mathbb{R}) & =\{X \in \mathfrak{g l}(n, \mathbb{R}) \mid \operatorname{Tr} X=0\} & & \text { for } n \geq 2 \\
\mathfrak{s l}(n, \mathbb{H}) & =\{X \in \mathfrak{g l}(n, \mathbb{H}) \mid \operatorname{Re} \operatorname{Tr} X=0\} & & \text { for } n \geq 1 \\
\mathfrak{s o}(m, n) & =\left\{X \in \mathfrak{g l}(m+n, \mathbb{R}) \mid X^{*} I_{m, n}+I_{m, n} X=0\right\} & & \text { for } m+n \geq 3 \\
\mathfrak{s u}(m, n) & =\left\{X \in \mathfrak{s l}(m+n, \mathbb{C}) \mid X^{*} I_{m, n}+I_{m, n} X=0\right\} & & \text { for } m+n \geq 2 \\
\mathfrak{s p}(m, n) & =\left\{X \in \mathfrak{g l}(m+n, \mathbb{H}) \mid X^{*} I_{m, n}+I_{m, n} X=0\right\} & & \text { for } m+n \geq 1 \\
\mathfrak{s p}(n, \mathbb{R}) & =\left\{X \in \mathfrak{g l}(2 n, \mathbb{R}) \mid X^{t} J_{n, n}+J_{n, n} X=0\right\} & & \text { for } n \geq 1 \\
\mathfrak{s o}^{*}(2 n) & =\left\{X \in \mathfrak{s u}(n, n) \mid X^{t} I_{n, n} J_{n, n}+I_{n, n} J_{n, n} X=0\right\} & & \text { for } n \geq 2 .
\end{aligned}
$$

It is necessary to check that each of these is closed under bracket, is closed under conjugate transpose, and has 0 center. For closure under bracket, we appeal to Example 9 of $\S 1$ for $\mathfrak{s l}(n, \mathbb{R})$, to (1.57) for $\mathfrak{s l}(n, \mathbb{H})$, and to Example 8 of $\S 1$ (possibly with $(\cdot)^{t}$ replaced by $\left.(\cdot)^{*}\right)$ for the remaining five classes of examples. Closure under conjugate transpose uses that $I_{m, n}^{*}=I_{m, n}$ and $J_{n, n}^{*}=-J_{n, n}$. Seeing that the center is 0 in each case is a matter of routine verification. Note that $\mathfrak{s u}(m, n)$ is the commutator ideal of the reductive Lie algebra

$$
\mathfrak{u}(m, n)=\left\{X \in \mathfrak{g l}(m+n, \mathbb{C}) \mid X^{*} I_{m, n}+I_{m, n} X=0\right\} .
$$

To complete our discussion of these examples, we give some of the details of how to write complex matrices as real matrices of twice the size, as well as quaternion matrices as complex matrices of twice the size.

We begin with the relationship between complex and real matrices. For $v$ in $\mathbb{C}^{n}$, write $v=a+i b$ with $a \in \mathbb{R}^{n}$ and $b \in \mathbb{R}^{n}$, and define functions $\operatorname{Re}$ and $\operatorname{Im}$ from $\mathbb{C}^{n}$ to $\mathbb{R}^{n}$ by $\operatorname{Re} v=a$ and $\operatorname{Im} v=b$. Then set up the $\mathbb{R}$ isomorphism $\mathbb{C}^{n} \rightarrow \mathbb{R}^{2 n}$ given in block form by

$$
\begin{equation*}
v \mapsto\binom{\operatorname{Re} v}{\operatorname{Im} v} . \tag{1.62}
\end{equation*}
$$

Next let $M$ be an $n$-by- $n$ matrix over $\mathbb{C}$ and write $M=\operatorname{Re} M+i \operatorname{Im} M$. Under the isomorphism (1.62), left multiplication by $M$ on $\mathbb{C}^{n}$ corresponds to left multiplication by

$$
Z(M)=\left(\begin{array}{rr}
\operatorname{Re} M & -\operatorname{Im} M  \tag{1.63}\\
\operatorname{Im} M & \operatorname{Re} M
\end{array}\right)
$$

on $\mathbb{R}^{2 n}$. This identification has the following properties:
(a) $Z(M N)=Z(M) Z(N)$,
(b) $Z\left(M^{*}\right)=Z(M)^{*}$,
(c) $\operatorname{Tr} Z(M)=2 \operatorname{Re} \operatorname{Tr} M$,
(d) $\operatorname{det} Z(M)=|\operatorname{det} M|^{2}$.

For the proof, only (d) requires comment. Because of (a) it is enough to check (d) for elementary matrices. Matters come down to $M$ of size 1-by-1, where the argument is that

$$
(z)=(x+i y) \mapsto\left(\begin{array}{rr}
x & -y \\
y & x
\end{array}\right) \quad \text { with } \quad \operatorname{det}\left(\begin{array}{rr}
x & -y \\
y & x
\end{array}\right)=|z|^{2} .
$$

If $\mathfrak{g}$ is a complex Lie algebra, then $B_{\mathfrak{g}}(X, Y)=\operatorname{Tr}(\operatorname{ad} X \operatorname{ad} Y)$, while $B_{\mathfrak{g}^{\mathbb{R}}}(X, Y)=\operatorname{Tr}(Z(\operatorname{ad} X$ ad $Y))$. Hence (1.60) follows immediately from (c) above.

Next let us discuss the relationship between quaternion and complex matrices. Let $\mathbb{H}^{n}$ be the space of $n$-component column vectors with quaternion entries. Write $v$ in $\mathbb{H}^{n}$ as $v=a+i b+j c+k d$ with $a, b, c, d$ in $\mathbb{R}^{n}$, and define $z_{1}: \mathbb{H}^{n} \rightarrow \mathbb{C}^{n}$ and $z_{2}: \mathbb{H}^{n} \rightarrow \mathbb{C}^{n}$ by

$$
\begin{equation*}
z_{1}(v)=a+i b \quad \text { and } \quad z_{2}(v)=c-i d, \tag{1.64a}
\end{equation*}
$$

so that $v=z_{1}(v)+j z_{2}(v)$ if we allow $i$ to be interpreted as in $\mathbb{H}$ or $\mathbb{C}$. Then the $\mathbb{R}$ isomorphism

$$
\begin{equation*}
v \mapsto\binom{z_{1}(v)}{z_{2}(v)} \tag{1.64b}
\end{equation*}
$$

of $\mathbb{H}^{n}$ into $\mathbb{C}^{2 n}$ is a $\mathbb{C}$ isomorphism if $\mathbb{H}$ is regarded as a right vector space over $\mathbb{C}$ (complex scalars multiplying as expected on the right). In fact, we have only to check that

$$
z_{1}(v i)=z_{1}(v) i \quad \text { and } \quad z_{2}(v i)=z_{2}(v) i,
$$

and then the $\mathbb{C}$ linearity of the isomorphism follows.
If $M$ is an $n$-by- $n$ matrix over $\mathbb{H}$, we define $z_{1}(M)$ and $z_{2}(M)$ similarly. Under the isomorphism (1.64), left multiplication by $M$ on $\mathbb{H}^{n}$ corresponds to left multiplication by

$$
Z(M)=\left(\begin{array}{ll}
z_{1}(M) & -\overline{z_{2}(M)}  \tag{1.65}\\
z_{2}(M) & \overline{z_{1}(M)}
\end{array}\right)
$$

on $\mathbb{C}^{2 n}$. This identification has the following properties:
(a) $Z(M N)=Z(M) Z(N)$,
(b) $Z\left(M^{*}\right)=Z(M)^{*}$,
(c) $\operatorname{Tr} Z(M)=2 \operatorname{Re} \operatorname{Tr} M$.

From (a) it follows that the real Lie algebra $\mathfrak{g l}(n, \mathbb{H})$ is isomorphic to

$$
\mathfrak{u}^{*}(2 n)=\left\{\left.\left(\begin{array}{rr}
z_{1} & -\overline{z_{2}} \\
z_{2} & \overline{z_{1}}
\end{array}\right) \right\rvert\, z_{1} \text { and } z_{2} \text { are in } \mathfrak{g l}(n, \mathbb{C})\right\} .
$$

Taking also (c) into account, we see that $\mathfrak{s l}(n, \mathbb{H})$ is isomorphic to

$$
\mathfrak{s u}^{*}(2 n)=\left\{X \in \mathfrak{u}^{*}(2 n) \mid \operatorname{Tr} X=0\right\} .
$$

Similarly it follows from (a) and (b) that $\mathfrak{s p}(n)$ is isomorphic to

$$
\left\{\left.\left(\begin{array}{cc}
z_{1} & -\overline{z_{2}} \\
z_{2} & \overline{z_{1}}
\end{array}\right) \right\rvert\, z_{1} \text { is skew Hermitian and } z_{2} \text { is symmetric }\right\} .
$$

Then we obtain the important isomorphism

$$
\mathfrak{s p}(n) \cong \mathfrak{s p}(n, \mathbb{C}) \cap \mathfrak{u}(2 n)
$$

by writing out the conditions on the $n$-by- $n$ subblocks of members of the right side and comparing with the matrices above.

In addition, we can reinterpret $\mathfrak{s p}(m, n)$ in terms of complex matrices. We apply the function $Z(\cdot)$ to the identity defining $\mathfrak{s p}(m, n)$, noting that $Z\left(I_{m, n}\right)$ is a diagonal matrix $I_{m, n, m, n}$ with $m$ diagonal entries 1, followed by $n$ diagonal entries $-1, m$ diagonal entries 1 , and $n$ diagonal entries -1 . Then (a) and (b) imply that $\mathfrak{s p}(m, n)$ is isomorphic to

$$
\left\{X \in \mathfrak{u}^{*}(2 m+2 n) \mid X^{*} I_{m, n, m, n}+I_{m, n, m, n} X=0\right\} .
$$

## 9. Representations of $\mathfrak{s l}(2, \mathbb{C})$

In Chapter II we shall see that complex semisimple Lie algebras $\mathfrak{g}$ are built out of many copies of $\mathfrak{s l}(2, \mathbb{C})$. The action of each $\operatorname{ad}(\mathfrak{s l}(2, \mathbb{C}))$ on $\mathfrak{g}$ will give us our first control over the bracket structure within $\mathfrak{g}$.

To prepare for this analysis, we shall study in this section complex-linear representations $\varphi$ of the Lie algebra $\mathfrak{s l}(2, \mathbb{C})$ on finite-dimensional vector spaces $V$. An invariant subspace for such a representation is a complex vector subspace $U$ such that $\varphi(X) U \subseteq U$ for all $X \in \mathfrak{s l}(2, \mathbb{C})$. We say that a representation on a nonzero space $V$ is irreducible if the only invariant subspaces are 0 and $V$. Two representations $\varphi$ and $\varphi^{\prime}$ are equivalent if there is an isomorphism $E$ between the underlying vector spaces such that $E \varphi(X)=\varphi^{\prime}(X) E$ for all $X$ in the Lie algebra.

Let $h, e, f$ be the basis of $\mathfrak{s l}(2, \mathbb{C})$ given in (1.5).
Theorem 1.66. For each integer $m \geq 1$, there exists up to equivalence a unique irreducible complex-linear representation $\pi$ of $\mathfrak{s l}(2, \mathbb{C})$ on a complex vector space $V$ of dimension $m$. In $V$ there is a basis $\left\{v_{0}, \ldots, v_{m-1}\right\}$ such that (with $n=m-1$ )
(a) $\pi(h) v_{i}=(n-2 i) v_{i}$,
(b) $\pi(e) v_{0}=0$,
(c) $\pi(f) v_{i}=v_{i+1}$ with $v_{n+1}=0$,
(d) $\pi(e) v_{i}=i(n-i+1) v_{i-1}$.

REMARK. Conclusion (a) gives the eigenvalues of $\pi(h)$. It is an important observation that the smallest eigenvalue is the negative of the largest.

PROOF OF UNIQUENESS. Let $\pi$ be a complex-linear irreducible representation of $\mathfrak{s l}(2, \mathbb{C})$ on $V$ with $\operatorname{dim} V=m$. Let $v \neq 0$ be an eigenvector for $\pi(h)$, say with $\pi(h) v=\lambda v$. Then $\pi(e) v, \pi(e)^{2} v, \ldots$ are also eigenvectors because

$$
\begin{aligned}
\pi(h) \pi(e) v & =\pi(e) \pi(h) v+\pi([h, e]) v & & \text { by }(1.24) \\
& =\pi(e) \lambda v+2 \pi(e) v & & \text { by }(1.6) \\
& =(\lambda+2) \pi(e) v . & &
\end{aligned}
$$

Since $\lambda, \lambda+2, \lambda+4, \ldots$ are distinct, these eigenvectors are independent (or 0 ). By finite dimensionality we can find $v_{0}$ in $V$ with ( $\lambda$ redefined and)
(i) $v_{0} \neq 0$,
(ii) $\pi(h) v_{0}=\lambda v_{0}$,
(iii) $\pi(e) v_{0}=0$.

Define $v_{i}=\pi(f)^{i} v_{0}$. Then $\pi(h) v_{i}=(\lambda-2 i) v_{i}$, by the same argument as above, and so there is a minimum integer $n$ with $\pi(f)^{n+1} v_{0}=0$. Then $v_{0}, \ldots, v_{n}$ are independent and
(a) $\pi(h) v_{i}=(\lambda-2 i) v_{i}$,
(b) $\pi(e) v_{0}=0$,
(c) $\pi(f) v_{i}=v_{i+1}$ with $v_{n+1}=0$.

We claim $V=\operatorname{span}\left\{v_{0}, \ldots, v_{n}\right\}$. It is enough to show that $\operatorname{span}\left\{v_{0}, \ldots, v_{n}\right\}$ is stable under $\pi(e)$. In fact, we show that
(d) $\pi(e) v_{i}=i(\lambda-i+1) v_{i-1}$ with $v_{-1}=0$.

We proceed by induction for (d), the case $i=0$ being (b). Assume (d) for case $i$. To prove case $i+1$, we write

$$
\begin{aligned}
\pi(e) v_{i+1} & =\pi(e) \pi(f) v_{i} \\
& =\pi([e, f]) v_{i}+\pi(f) \pi(e) v_{i} \\
& =\pi(h) v_{i}+\pi(f) \pi(e) v_{i} \\
& =(\lambda-2 i) v_{i}+\pi(f)(i(\lambda-i+1)) v_{i-1} \\
& =(i+1)(\lambda-i) v_{i} .
\end{aligned}
$$

and the induction is complete.
To finish the proof of uniqueness, we show that $\lambda=n$. We have

$$
\operatorname{Tr} \pi(h)=\operatorname{Tr}(\pi(e) \pi(f)-\pi(f) \pi(e))=0 .
$$

Thus $\sum_{i=0}^{n}(\lambda-2 i)=0$, and we find that $\lambda=n$.

Proof of existence. We define $\pi(h), \pi(e)$, and $\pi(f)$ by (a) through (d) and extend linearly to obtain $\pi(\mathfrak{s l}(2, \mathbb{C})$. Easy computation verifies that

$$
\begin{aligned}
\pi([h, e]) & =\pi(h) \pi(e)-\pi(e) \pi(h) \\
\pi([h, f]) & =\pi(h) \pi(f)-\pi(f) \pi(h) \\
\pi([e, f]) & =\pi(e) \pi(f)-\pi(f) \pi(e),
\end{aligned}
$$

and consequently $\pi$ is a representation. To see irreducibility, let $U$ be a nonzero invariant subspace. Since $U$ is invariant under $\pi(h), U$ is spanned by a subset of the basis vectors $v_{i}$. Taking one such $v_{i}$ that is in $U$ and applying $\pi(e)$ several times, we see that $v_{0}$ is in $U$. Repeated application of $\pi(f)$ then shows that $U=V$. Hence $\pi$ is irreducible.

Theorem 1.67. Let $\varphi$ be a complex-linear representation of $\mathfrak{s l}(2, \mathbb{C})$ on a finite-dimensional complex vector space $V$. Then $V$ is completely reducible in the sense that there exist invariant subspaces $U_{1}, \ldots, U_{r}$ of $V$ such that $V=U_{1} \oplus \cdots \oplus U_{r}$ and such that the restriction of the representation to each $U_{i}$ is irreducible.

At this time we shall give an algebraic proof. In Chapter VII we shall give another argument that is analytic in nature. The algebraic proof will be preceded by four lemmas. It is enough by induction to show that any invariant subspace $U$ in $V$ has an invariant complement $U^{\prime}$, i.e., an invariant subspace $U^{\prime}$ with $V=U \oplus U^{\prime}$.

Lemma 1.68. If $\pi$ is a representation of $\mathfrak{s l}(2, \mathbb{C})$, then

$$
Z=\frac{1}{2} \pi(h)^{2}+\pi(h)+2 \pi(f) \pi(e)
$$

commutes with each $\pi(X)$ for $X$ in $\mathfrak{s l}(2, \mathbb{C})$.
Proof. For $X \in \mathfrak{s l}(2, \mathbb{C})$, we have

$$
\begin{aligned}
Z \pi(X)-\pi(X) Z= & \frac{1}{2} \pi(h)^{2} \pi(X)-\frac{1}{2} \pi(X) \pi(h)^{2}+\pi[h, X] \\
& +2 \pi(f) \pi(e) \pi(X)-2 \pi(X) \pi(f) \pi(e) \\
= & \frac{1}{2} \pi(h) \pi[h, X]-\frac{1}{2} \pi[X, h] \pi(h)+\pi[h, X] \\
& +2 \pi(f) \pi[e, X]-2 \pi[X, f] \pi(e) \\
= & (*) .
\end{aligned}
$$

Then the result follows from the following computations as we take $X$ in succession to be $h, e$, and $f$ :
$X=h:$

$$
(*)=0-0+0-4 \pi(f) \pi(e)+4 \pi(f) \pi(e)=0
$$

$X=e:$

$$
\begin{aligned}
(*) & =\pi(h) \pi(e)+\pi(e) \pi(h)+2 \pi(e)+0-2 \pi(h) \pi(e) \\
& =2 \pi(h) \pi(e)+\pi[e, h]+2 \pi(e)-2 \pi(h) \pi(e)=0
\end{aligned}
$$

$X=f:$

$$
\begin{aligned}
(*) & =-\pi(h) \pi(f)-\pi(f) \pi(h)-2 \pi(f)+2 \pi(f) \pi(h)-0 \\
& =-\pi[h, f]-2 \pi(f) \pi(h)-2 \pi(f)+2 \pi(f) \pi(h)=0 .
\end{aligned}
$$

Lemma 1.69 (Schur's Lemma). Let $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{C})$. If $\pi: \mathfrak{g} \rightarrow$ End $V$ and $\pi^{\prime}: \mathfrak{g} \rightarrow$ End $V^{\prime}$ are irreducible finite-dimensional representations and if $L: V \rightarrow V^{\prime}$ is a linear map such that $L \pi(X)=\pi^{\prime}(X) L$ for all $X \in \mathfrak{g}$, then $L=0$ or $L$ is invertible. If $Z: V \rightarrow V$ is a linear map such that $Z \pi(X)=\pi(X) Z$ for all $X \in \mathfrak{g}$, then $Z$ is scalar.

Proof. The subspace $\operatorname{ker} L$ is $\pi(\mathfrak{g})$ invariant because $v \in \operatorname{ker} L$ implies

$$
L(\pi(X) v)=\pi^{\prime}(X)(L v)=\pi^{\prime}(X)(0)=0 .
$$

The subspace image $L$ is $\pi^{\prime}(\mathfrak{g})$ invariant because $v=L u$ implies

$$
\pi^{\prime}(X) v=\pi^{\prime}(X) L u=L(\pi(X) u) .
$$

By the assumed irreducibility, $L=0$ or $L$ is invertible.
Then $Z$, by the above, is 0 or invertible, and the same is true for $Z-\lambda 1$, for any complex constant $\lambda$. Choosing $\lambda$ to be an eigenvalue of $Z$, we see that $Z-\lambda 1$ cannot be invertible. Therefore $Z-\lambda 1=0$ and $Z=\lambda 1$.

Lemma 1.70. If $\pi$ is an irreducible representation of $\mathfrak{s l}(2, \mathbb{C})$ of dimension $n+1$, then the operator $Z$ of Lemma 1.68 acts as the scalar $\frac{1}{2} n^{2}+n$, which is not 0 unless $\pi$ is trivial.

Proof. The operator $Z$ acts as a scalar, by Lemmas 1.68 and 1.69. To find the scalar, we identify $\pi$ with the equivalent irreducible representation of dimension $n+1$ given in Theorem 1.66, and we compute $Z v_{0}$. We have

$$
Z v_{0}=\frac{1}{2} \pi(h)^{2} v_{0}+\pi(h) v_{0}+2 \pi(f) \pi(e) v_{0} .
$$

Since $\pi(h) v_{0}=n v_{0}$ and $\pi(e) v_{0}=0$, the result follows.

Lemma 1.71. Let $\pi: \mathfrak{s l}(2, \mathbb{C}) \rightarrow$ End $V$ be a finite-dimensional representation, and let $U \subseteq V$ be an invariant subspace of codimension 1 . Then there is a 1-dimensional invariant subspace $W$ such that $V=U \oplus W$.

Proof.
Case 1. Suppose $\operatorname{dim} U=1$. Form the quotient representation $\pi$ on $V / U$, with $\operatorname{dim}(V / U)=1$. This quotient representation is irreducible of dimension 1, and Theorem 1.66 shows it is 0 . Consequently

$$
\pi(\mathfrak{s l}(2, \mathbb{C})) V \subseteq U \quad \text { and } \quad \pi(\mathfrak{s l}(2, \mathbb{C})) U=0
$$

Hence if $Y=\left[X_{1}, X_{2}\right]$, we have

$$
\begin{aligned}
\pi(Y) V & \subseteq \pi\left(X_{1}\right) \pi\left(X_{2}\right) V+\pi\left(X_{2}\right) \pi\left(X_{1}\right) V \\
& \subseteq \pi\left(X_{1}\right) U+\pi\left(X_{2}\right) U=0 .
\end{aligned}
$$

Since $\mathfrak{s l}(2, \mathbb{C})=[\mathfrak{s l}(2, \mathbb{C}), \mathfrak{s l}(2, \mathbb{C})]$, we conclude that $\pi(\mathfrak{s l}(2, \mathbb{C}))=0$. Therefore any complementary subspace to $U$ will serve as $W$.

Case 2. Suppose that $\left.\pi(\cdot)\right|_{U}$ is irreducible and that $\operatorname{dim} U>1$. Since $\operatorname{dim} V / U=1$, the quotient representation is 0 and $\pi(\mathfrak{s l}(2, \mathbb{C})) V \subseteq U$. The formula for $Z$ in Lemma 1.68 then shows that $Z(V) \subseteq U$, and Lemma 1.70 says that $Z$ is a nonzero scalar on $U$. Therefore $\operatorname{dim}(\operatorname{ker} Z)=1$ and $U \cap(\operatorname{ker} Z)=0$. Since $Z$ commutes with $\pi(\mathfrak{s l}(2, \mathbb{C}))$, $\operatorname{ker} Z$ is an invariant subspace. Taking $W=\operatorname{ker} Z$, we have $V=U \oplus W$ as required.

Case 3. Suppose that $\left.\pi(\cdot)\right|_{U}$ is not necessarily irreducible and that $\operatorname{dim} U \geq 1$. We induct on $\operatorname{dim} V$. The base case is $\operatorname{dim} V=2$ and is handled by Case 1 . When $\operatorname{dim} V>2$, let $U_{1} \subseteq U$ be an irreducible invariant subspace, and form the quotient representations on

$$
U / U_{1} \subseteq V / U_{1}
$$

with quotient $V / U$ of dimension 1. By inductive hypothesis we can write

$$
V / U_{1}=U / U_{1} \oplus Y / U_{1}
$$

where $Y$ is an invariant subspace in $V$ and $\operatorname{dim} Y / U_{1}=1$. Case 1 or Case 2 is applicable to the representation $\left.\pi(\cdot)\right|_{Y}$ and the irreducible invariant subspace $U_{1}$. Then $Y=U_{1} \oplus W$, where $W$ is a 1-dimensional invariant subspace. Since $W \subseteq Y$ and $Y \cap U \subseteq U_{1}$, we find that

$$
W \cap U=(W \cap Y) \cap U=W \cap(Y \cap U) \subseteq W \cap U_{1}=0
$$

Therefore $V=U \oplus W$ as required.

Proof of Theorem 1.67. Let $\pi$ be a representation of $\mathfrak{s l}(2, \mathbb{C})$ on $M$, and let $N \neq 0$ be an invariant subspace. Put

$$
V=\left\{Y \in \operatorname{End} M \mid Y: M \rightarrow N \text { and }\left.Y\right|_{N} \text { is scalar }\right\} .
$$

Use of bases shows that $V$ is nonzero. Define a linear function $\sigma: \mathfrak{s l}(2, \mathbb{C}) \rightarrow \operatorname{End}(\operatorname{End} M)$ by

$$
\sigma(X) \gamma=\pi(X) \gamma-\gamma \pi(X) \quad \text { for } \gamma \in \operatorname{End} M \text { and } X \in \mathfrak{s l}(2, \mathbb{C}) .
$$

Checking directly that $\sigma[X, Y]$ and $\sigma(X) \sigma(Y)-\sigma(Y) \sigma(X)$ are equal, we see that $\sigma$ is a representation of $\mathfrak{s l}(2, \mathbb{C})$ on End $M$.

We claim that the subspace $V \subseteq \operatorname{End} M$ is an invariant subspace under $\sigma$. In fact, let $\gamma(M) \subseteq N$ and $\left.\gamma\right|_{N}=\lambda 1$. In the right side of the expression

$$
\sigma(X) \gamma=\pi(X) \gamma-\gamma \pi(X),
$$

the first term carries $M$ to $N$ since $\gamma$ carries $M$ to $N$ and $\pi(X)$ carries $N$ to $N$, and the second term carries $M$ into $N$ since $\pi(X)$ carries $M$ to $M$ and $\gamma$ carries $M$ to $N$. Thus $\sigma(X) \gamma$ carries $M$ into $N$. On $N$, the action of $\sigma(X) \gamma$ is given by

$$
\sigma(X) \gamma(n)=\pi(X) \gamma(n)-\gamma \pi(X)(n)=\lambda \pi(X)(n)-\lambda \pi(X)(n)=0 .
$$

Thus $V$ is an invariant subspace.
Actually the above argument shows also that the subspace $U$ of $V$ given by

$$
U=\{\gamma \in V \mid \gamma=0 \text { on } N\}
$$

is an invariant subspace. Clearly $\operatorname{dim} V / U=1$. By Lemma 1.71, $V=$ $U \oplus W$ for a 1 -dimensional invariant subspace $W=\mathbb{C} \gamma$. Here $\gamma$ is a nonzero scalar $\lambda 1$ on $N$. The invariance of $W$ means that $\sigma(X) \gamma=0$ since 1 -dimensional representations are 0 . Therefore $\gamma$ commutes with $\pi(X)$ for all $X \in \mathfrak{s l}(2, \mathbb{C})$. But then $\operatorname{ker} \gamma$ is a nonzero invariant subspace of $M$. Since $\gamma$ is nonsingular on $N$ (being a nonzero scalar there), we must have $M=N \oplus \operatorname{ker} \gamma$. This completes the proof.

Corollary 1.72. Let $\pi$ be a complex-linear representation of $\mathfrak{s l}(2, \mathbb{C})$ on a finite-dimensional complex vector space $V$. Then $\pi(h)$ is diagonable, all its eigenvalues are integers, and the multiplicity of an eigenvalue $k$ equals the multiplicity of $-k$.

Proof. This is immediate from Theorems 1.66 and 1.67.

To conclude the section, we sharpen the result about complete reducibility to include certain infinite-dimensional representations.

Corollary 1.73. Let $\varphi$ be a complex-linear representation of $\mathfrak{s l}(2, \mathbb{C})$ on a complex vector space $V$, and suppose that each vector $v \in V$ lies in a finite-dimensional invariant subspace. Then $V$ is the (possibly infinite) direct sum of finite-dimensional invariant subspaces on which $\mathfrak{s l}(2, \mathbb{C})$ acts irreducibly.

Proof. By hypothesis and Theorem 1.67 each member of $V$ lies in a finite direct sum of irreducible invariant subspaces. Thus $V=\sum_{s \in S} U_{s}$, where $S$ is some (possibly infinite) index set and each $U_{s}$ is an irreducible invariant subspace. Call a subset $R$ of $S$ independent if the sum $\sum_{r \in R} U_{r}$ is direct. This condition means that for every finite subset $\left\{r_{1}, \ldots, r_{n}\right\}$ of $R$ and every set of elements $u_{i} \in U_{r_{i}}$, the equation

$$
u_{1}+\cdots+u_{n}=0
$$

implies that each $u_{i}$ is 0 . From this formulation it follows that the union of any increasing chain of independent subsets of $S$ is itself independent. By Zorn's Lemma there is a maximal independent subset $T$ of $S$. By definition the sum $V_{0}=\sum_{t \in T} U_{t}$ is direct. We shall show that $V_{0}=V$.

We do so by showing, for each $s \in S$, that $U_{s} \subseteq V_{0}$. If $s$ is in $T$, this conclusion is obvious. If $s$ is not in $T$, then the maximality of $T$ implies that $T \cup\{s\}$ is not independent. Consequently the sum $U_{s}+V_{0}$ is not direct, and we must have $U_{s} \cap V_{0} \neq 0$. But this intersection is an invariant subspace of $U_{s}$. Since $U_{s}$ is irreducible and the intersection is not 0 , the intersection must be $U_{s}$. Then it follows that $U_{s} \subseteq V_{0}$, as we wished to show.

## 10. Elementary Theory of Lie Groups

Now we turn to a discussion of Lie groups. Many readers of this book will have some familiarity with the elementary theory of Lie groups, as in Chapter IV of Chevalley [1946]. In this section we summarize much of that material, discussing at length the connection between that material and the theory of closed linear groups as presented in the Introduction.

The elementary theory of Lie groups uses manifolds and mappings, and these manifolds and maps may be assumed to be $C^{\infty}$ or real analytic, depending on the version of the theory that one encounters. The two
theories come to the same thing, because the $C^{\infty}$ manifold structure of a Lie group is compatible with one and only one real-analytic structure for the Lie group. We shall prove this fact as an aside in §13. Chevalley [1946] uses the real-analytic theory, calling his manifolds and maps "analytic" as an abbreviation for "real analytic." We shall use the $C^{\infty}$ theory for convenience, noting any aspects that need special attention in the realanalytic theory. We use the terms " $C^{\infty}$ " and "smooth" interchangeably. A "manifold" for Chevalley is always connected, but for us it is not; as in the Introduction, we insist however, that a manifold have a countable base for its topology.

If $M$ is a smooth manifold, smooth vector fields on $M$ are sometimes defined as derivations of the algebra $C^{\infty}(M)$ of smooth real-valued functions on $M$, and then the tangent space is formed at each point of $M$ out of the smooth vector fields. Alternatively the tangent space may be constructed first at each point, and a vector field may then be defined as a collection of tangent vectors, one for each point. In either case let us write $T_{p}(M)$ for the tangent space of $M$ at $p$. If $X$ is a vector field on $M$, let $X_{p}$ be the value of $X$ at $p$, i.e., the corresponding tangent vector in $T_{p}(M)$. If $\Phi: M \rightarrow N$ is a smooth map between smooth manifolds, we write $d \Phi_{p}: T_{p}(M) \rightarrow T_{\Phi(p)}(N)$ for the differential of $\Phi$ at $p$. We may drop the subscript " $p$ " on $d \Phi_{p}$ if $p$ is understood.

A Lie group is a separable topological group with the structure of a smooth manifold such that multiplication and inversion are smooth. An analytic group is a connected Lie group.

Let $G$ be a Lie group, and let $L_{x}: G \rightarrow G$ be left translation by $x$, i.e., the diffeomorphism from $G$ to itself given by $L_{x}(y)=x y$. A vector field $X$ on $G$ is left invariant if, for any $x$ and $y$ in $G,\left(d L_{y x^{-1}}\right)\left(X_{x}\right)=X_{y}$. Equivalently $X$, as an operator on smooth real-valued functions, commutes with left translations.

If $G$ is a Lie group, then the map $X \mapsto X_{1}$ is an isomorphism of the real vector space of left-invariant vector fields on $G$ onto $T_{1}(G)$, and the inverse map is $X f(x)=X_{1}\left(L_{x^{-1}} f\right)$, where $L_{x^{-1}} f(y)=f(x y)$. Every leftinvariant vector field on $G$ is smooth, and the bracket of two left-invariant vector fields is left invariant.

If $G$ is a Lie group, set $\mathfrak{g}=T_{1}(G)$. Then $\mathfrak{g}$ becomes a Lie algebra over $\mathbb{R}$ with the bracket operation given in the previous paragraph, and $\mathfrak{g}$ is called the Lie algebra of $G$.

A closed subgroup $G$ of nonsingular real or complex matrices will be called a closed linear group. Closed linear groups and their linear Lie
algebras were discussed in the Introduction and reviewed in Example 6 in $\S 1$. According to Theorem 0.15 , a closed linear group has canonically the structure of a Lie group. It therefore has a Lie algebra built from vector fields as above. The following proposition exhibits this Lie algebra as canonically isomorphic with the linear Lie algebra.

Proposition 1.74. Let $G$ be a closed linear group of $n$-by- $n$ matrices, regard the Lie algebra $\mathfrak{g}_{1}$ of the Lie group $G$ as consisting of all left-invariant vector fields on $G$, and let $\mathfrak{g}_{2}$ be the linear Lie algebra of the matrix group $G$. Then the map $\mu: \mathfrak{g}_{1} \rightarrow \mathfrak{g l}(n, \mathbb{C})$ given by

$$
\mu(X)_{i j}=X_{1}\left(\operatorname{Re} e_{i j}\right)+i X_{1}\left(\operatorname{Im} e_{i j}\right) \quad \text { with } e_{i j}(x)=x_{i j}
$$

is a Lie algebra isomorphism of $\mathfrak{g}_{1}$ onto $\mathfrak{g}_{2}$.
Remarks.

1) In this proof and later arguments it will be convenient to extend the definition of $X \in \mathfrak{g}_{1}$ from real-valued functions to complex-valued functions, using the rule $X f=X(\operatorname{Re} f)+i X(\operatorname{Im} f)$. Then $X$ still satisfies the product rule for differentiation.
2) The proposition makes a rigid distinction between the Lie algebra $\mathfrak{g}_{1}$ and the linear Lie algebra $\mathfrak{g}_{2}$, and we shall continue this distinction throughout this section. In practice, however, one makes the distinction only when clarity demands it, and we shall follow this more relaxed convention after the end of this section.

Proof. To prove that $\mu$ is a Lie algebra homomorphism into matrices, we argue as follows. Let $X$ be in $\mathfrak{g}_{1}$. We have

$$
e_{i j} \circ L_{x}(y)=e_{i j}(x y)=\sum_{k} e_{i k}(x) e_{k j}(y) .
$$

Application of $X$ gives

$$
\begin{equation*}
X e_{i j}(x)=X_{1}\left(e_{i j} \circ L_{x}\right)=\sum_{k} e_{i k}(x) X_{1} e_{k j}=\sum_{k} e_{i k}(x) \mu(X)_{k j} . \tag{1.75}
\end{equation*}
$$

If also $Y$ is in $\mathfrak{g}_{1}$, then

$$
\begin{aligned}
Y X e_{i j}(x) & =Y_{1}\left(\left(X e_{i j}\right) \circ L_{x}\right) \\
& =Y_{1}\left(\sum_{k, l} e_{i l}(x) e_{l k}(y) \mu(X)_{k j}\right) \quad \text { with } Y_{1} \text { acting in the } y \text { variable } \\
& =\sum_{k, l} e_{i l}(x) \mu(Y)_{l k} \mu(X)_{k j} .
\end{aligned}
$$

We reverse the roles of $X$ and $Y$, evaluate at $x=1$, and subtract. With $\delta_{i j}$ denoting the Kronecker delta, the result is that

$$
\begin{aligned}
\mu([X, Y])_{i j} & =\left([X, Y] e_{i j}\right)(1) \\
& =X Y e_{i j}(1)-Y X e_{i j}(1) \\
& =\sum_{k, l} \delta_{i l}\left(\mu(X)_{l k} \mu(Y)_{k j}-\mu(Y)_{l k} \mu(X)_{k j}\right) \\
& =(\mu(X) \mu(Y)-\mu(Y) \mu(X))_{i j} \\
& =[\mu(X), \mu(Y)]_{i j} .
\end{aligned}
$$

Thus $\mu$ is a Lie algebra homomorphism into matrices.
Next we prove that

$$
\begin{equation*}
\text { image } \mu \supseteq \mathfrak{g}_{2}, \tag{1.76}
\end{equation*}
$$

where $\mathfrak{g}_{2}$ is defined as in (0.2). Let $A$ be in $\mathfrak{g}_{2}$, and choose a curve $c(t)$ of the kind in $(0.2)$ with $c^{\prime}(0)=A$. Put

$$
X f(x)=\left.\frac{d}{d t} f(x c(t))\right|_{t=0} .
$$

Then $X$ is a left-invariant vector field on $G$, and

$$
\begin{aligned}
\mu(X)_{i j} & =X_{1} e_{i j}=X e_{i j}(1)=\left.\frac{d}{d t} e_{i j}(c(t))\right|_{t=0} \\
& =\left.\frac{d}{d t} c(t)_{i j}\right|_{t=0}=c^{\prime}(0)_{i j}=A_{i j}
\end{aligned}
$$

This proves (1.76).
Finally we have $\operatorname{dim} G=\operatorname{dim} \mathfrak{g}_{2}$ by Theorem 0.15. Therefore (1.76) gives
$\operatorname{dim} \mathfrak{g}_{1}=\operatorname{dim} G=\operatorname{dim} \mathfrak{g}_{2} \leq \operatorname{dim}($ image $\mu) \leq \operatorname{dim}($ domain $\mu)=\operatorname{dim} \mathfrak{g}_{1}$, and equality must hold throughout. Consequently $\mu$ is one-one, and its image is exactly $\mathfrak{g}_{2}$. This completes the proof.

The proof shows what $\mu^{-1}$ is. Specifically if a matrix $A$ is given, then $\mu^{-1}(A)=X$, where $X$ is defined in terms of any curve as in (0.2) with $c^{\prime}(0)=A$ by $X f(x)=\left.\frac{d}{d t} f(x c(t))\right|_{t=0}$. It is a consequence of the proof that the value of $X$ does not depend on the particular choice of the curve $c$.

Let us return to general Lie groups. An analytic subgroup $H$ of a Lie group $G$ is a subgroup with the structure of an analytic group such that the inclusion mapping is smooth and everywhere regular. If $\mathfrak{h}$ and $\mathfrak{g}$
denote the Lie algebras of $H$ and $G$, then the differential of the inclusion at 1 carries $\mathfrak{h}=T_{1}(H)$ to a subspace $\widetilde{T}_{1}(H)$ of $\mathfrak{g}$ and is a one-one Lie algebra homomorphism. Thus $\widetilde{T}_{1}(H)$ is a Lie subalgebra of $\mathfrak{g}$, and $\mathfrak{h}$ can be identified with this subalgebra. This identification is normally made without specific comment.
The correspondence $H \mapsto \widetilde{T}_{1}(H) \subseteq \mathfrak{g}$ of analytic subgroups of $G$ to Lie subalgebras of $\mathfrak{g}$, given as in the previous paragraph, is one-one onto. This is our first fundamental result in the elementary theory of Lie groups. The proof lies deep. A related result that needs its own proof is that if $M$ is a smooth manifold and $\Phi: M \rightarrow G$ is a smooth function such that $\Phi(M) \subseteq H$ for an analytic subgroup $H$, then $\Phi: M \rightarrow H$ is smooth. For example, once one has constructed the underlying manifold of an analytic subgroup $H$, it follows that multiplication is smooth as a function from $H \times H$ into $G$; the above fact about mappings enables one to conclude that multiplication is smooth as a mapping from $H \times H$ into $H$.

For the correspondence of analytic subgroups and Lie subalgebras, it is important to allow analytic subgroups that are not closed. The 2 -torus $T=\left\{\left(e^{i \theta_{1}}, e^{i \theta_{2}}\right)\right\}$ provides an illuminating example. We may regard its Lie algebra as $\mathbb{R} \frac{\partial}{\partial \theta_{1}} \oplus \mathbb{R} \frac{\partial}{\partial \theta_{2}}$. Each 1-dimensional subspace $\mathbb{R}\left(\frac{\partial}{\partial \theta_{1}}+c \frac{\partial}{\partial \theta_{2}}\right)$ is a Lie subalgebra and leads to an analytic subgroup $\left\{\left(e^{i t}, e^{i c t}\right) \mid t \in \mathbb{R}\right\}$. This subgroup is closed if and only if $c$ is rational (cf. Introduction, Problem 4).

Let $G$ be a Lie group, and let $H$ be a closed subgroup. Then there exists a unique smooth manifold structure on $H$ such that $H$, in its relative topology, is a Lie group and the identity component of $H$ is an analytic subgroup of $G$. This result generalizes Theorem 0.15 .

Next let us consider homomorphisms. Let $\Phi: G \rightarrow H$ be a smooth homomorphism between Lie groups, and let $d \Phi_{x}: \mathfrak{g} \rightarrow \mathfrak{h}$ be the differential at $x \in G$. Then $d \Phi$ has the following property: If $X$ is a left-invariant vector field on $G$ and if $Y$ is the left-invariant vector field on $H$ such that $(d \Phi)_{1}\left(X_{1}\right)=Y_{1}$, then

$$
\begin{equation*}
(d \Phi)_{x}\left(X_{x}\right)=Y_{\Phi(x)} \quad \text { for all } x \in G . \tag{1.77}
\end{equation*}
$$

It follows that $d \Phi_{1}$ is a Lie algebra homomorphism. The results above that relate analytic subgroups and Lie subalgebras imply that the image of $\Phi$ is an analytic subgroup $H^{\prime}$ of $H$ and that $\Phi: G \rightarrow H^{\prime}$ is smooth. When there is no possibility of confusion, we shall write $d \Phi$ in place of $d \Phi_{1}$.

The results above imply also that if $G$ and $H$ are connected, then $\Phi$ is determined by $d \Phi_{1}$. In fact, let $\Phi: G \rightarrow H$ and $\Psi: G \rightarrow H$ be smooth homomorphisms with a common homomorphism $\varphi: \mathfrak{g} \rightarrow \mathfrak{h}$ on the level of Lie algebras. The graph of $\Phi$, namely $\{(x, y) \in G \times H \mid y=\Phi(x)\}$,
is a closed subgroup of $G \times H$ and is therefore an analytic group. Its Lie algebra is the graph of $\varphi$, namely $\{(X, Y) \in \mathfrak{g} \times \mathfrak{h} \mid Y=\varphi(X)\}$. But the graph of $\Psi$ is another analytic group whose Lie algebra is the graph of $\varphi$, and we conclude that $\Phi$ and $\Psi$ have the same graph. Therefore $\Phi=\Psi$.

In the case that $G$ and $H$ are closed linear groups, we saw in $\S 5$ of the Introduction that we could associate to $\Phi$ a Lie algebra homomorphism of the linear Lie algebras. The next lemma and proposition show how this Lie algebra homomorphism is related to the Lie algebra homomorphism $d \Phi_{1}$ above.

Lemma 1.78. Let $G$ be a closed linear group, let $c(t)$ be a curve in $G$ of the kind in (0.2), and let $\mu$ be the isomorphism of Proposition 1.74. Then

$$
\mu\left(d c_{0}\left(\frac{d}{d t}\right)\right)=c^{\prime}(0) .
$$

Proof. The lemma follows from the computation

$$
\mu\left(d c_{0}\left(\frac{d}{d t}\right)\right)_{i j}=d c_{0}\left(\frac{d}{d t}\right)\left(e_{i j}\right)=\left.\frac{d}{d t} e_{i j}(c(t))\right|_{t=0}=c^{\prime}(0)_{i j} .
$$

Proposition 1.79. Let $\Phi: G \rightarrow H$ be a smooth homomorphism between closed linear groups, and let $\mu_{G}$ and $\mu_{H}$ be the corresponding Lie algebra isomorphisms of Proposition 1.74. Let $X$ be in the Lie algebra of $G$, and put $Y=\left(d \Phi_{1}\right)(X)$. If $c(t)$ is a curve in $G$ as in (0.2) such that $\mu_{G}(X)=c^{\prime}(0)$, then $\mu_{H}(Y)=\left.\frac{d}{d t} \Phi(c(t))\right|_{t=0}$.

Proof. By Lemma 1.78, $X=\mu_{G}^{-1}\left(c^{\prime}(0)\right)$ is given by $X=d c_{0}\left(\frac{d}{d t}\right)$. Then
$\mu_{H}(Y)=\mu_{H}\left(\left(d \Phi_{1}\right)(X)\right)=\mu_{H}\left(\left(d \Phi_{1}\right)\left(d c_{0}\right)\left(\frac{d}{d t}\right)\right)=\mu_{H}\left(d(\Phi \circ c)_{0}\left(\frac{d}{d t}\right)\right)$,
and another application of Lemma 1.78 identifies the right side as $\left.\frac{d}{d t} \Phi(c(t))\right|_{t=0}$.

The passage in the reverse direction-from homomorphisms of Lie algebras to homomorphisms of Lie groups-works well locally, but an additional hypothesis is needed to get a global result. First let us state the local result. If $G$ and $H$ are analytic groups, a local homomorphism of $G$ into $H$ is a pair $(\Psi, U)$, where $U$ is an open connected neighborhood of 1 in $G$ and $\Psi: U \rightarrow H$ is a smooth map such that $\Psi(x y)=\Psi(x) \Psi(y)$ whenever $x, y$, and $x y$ are in $U$. The local result concerning homomorphisms is that if $G$ and $H$ are analytic groups and if $\varphi: \mathfrak{g} \rightarrow \mathfrak{h}$ is a homomorphism between their Lie algebras, then there exists a local homomorphism $\Phi$ of $G$ into $H$ with $d \Phi_{1}=\varphi$.

The local result is another consequence of the correspondence between analytic subgroups and Lie subalgebras. In fact, suppose that $G$ and $H$ are analytic groups and that $\varphi: \mathfrak{g} \rightarrow \mathfrak{h}$ is a homomorphism between their Lie algebras. Let $\mathfrak{s}=\{(X, \varphi(X)) \in \mathfrak{g} \oplus \mathfrak{h} \mid X \in \mathfrak{g}\}$ be the graph of $\varphi$, and let $S$ be the corresponding analytic subgroup. Then $S$ ought to be the graph of the desired group homomorphism from $G$ to $H$, but the problem is that one element of $G$ may correspond to more than one element of $H$. Thus the homomorphism cannot necessarily be constructed globally. To construct a local homomorphism $\Phi$ rigorously, regard $S$ as a subgroup of $G \times H$, and let $\Phi_{G}$ and $\Phi_{H}$ be the restrictions to $S$ of the projections of $G \times H$ to $G$ and to $H$. The differential of $\Phi_{G}$ is a homomorphism of $\mathfrak{s}$ to $\mathfrak{g}$ that carries $\left(X, \varphi(X)\right.$ ) to $X$, and it is one-one onto. Hence $\Phi_{G}$ is a smooth homomorphism onto, and it is one-one in a neighborhood of the identity. It follows that $\Phi_{G}$ has a local inverse $\Psi$ from a neighborhood of the identity in $G$ into $S$. This locally defined inverse function is a local homomorphism. Following $\Psi$ with $\Phi_{H}$ yields the desired local homomorphism $\Phi$ of $G$ into $H$.

The additional hypothesis that we impose in order to get a global result is that the domain group $G$ is "simply connected." A pathwise connected topological space is said to be simply connected if every loop based at a point can be continuously deformed to the point with the point held fixed. Simple connectivity is a concept that will discussed in more detail in the next section, and some of the results of that section are needed in order to derive the following conclusion: If $(\Psi, U$ ) is a local homomorphism from one analytic group $G$ to another analytic group $H$ and if $G$ is simply connected, then there exists a smooth homomorphism $\Phi: G \rightarrow H$ such that $\left.\Phi\right|_{U}=\Psi$.

Putting this extension theorem together with the local result above, we obtain the global conclusion about homomorphisms: If $G$ and $H$ are analytic groups with $G$ simply connected and if $\varphi: \mathfrak{g} \rightarrow \mathfrak{h}$ is a homomorphism between their Lie algebras, then there exists a smooth homomorphism $\Phi: G \rightarrow H$ with $d \Phi_{1}=\varphi$. This is our second fundamental result in the elementary theory of Lie groups.

An important corollary of the above lifting of homomorphisms of Lie algebras to homomorphisms of analytic groups is that any two simply connected analytic groups with isomorphic Lie algebras are isomorphic.
There are two ways of defining the exponential mapping for a general analytic group. One uses the lifting of homomorphisms from Lie algebras to simply connected analytic groups, while the other avoids using anything
about simple connectivity and relies instead on an existence theorem for solutions of systems of ordinary differential equations.

The first way uses the lifting of homomorphisms. Let $\mathbb{R}$ denote the simply connected Lie group of additive reals with 1-dimensional abelian Lie algebra $\mathfrak{r}$ generated by $\left(\frac{d}{d t}\right)_{0}$, and let $G$ be an analytic group with Lie algebra $\mathfrak{g}$. If $X$ is given in $\mathfrak{g}$, we can define a Lie algebra homomorphism of $\mathfrak{r}$ into $\mathfrak{g}$ by requiring that $\left(\frac{d}{d t}\right)_{0}$ map to $X$. The corresponding smooth homomorphism $\mathbb{R} \rightarrow G$ is written $t \mapsto \exp t X$.

Write $c(t)=\exp t X$. Let $\frac{d}{d t}$ and $\widetilde{X}$ be the left-invariant vector fields on $\mathbb{R}$ and $G$, respectively, that extend $\left(\frac{d}{d t}\right)_{0}$ and $X$. According to (1.77), we have

$$
\begin{equation*}
(d c)_{t}\left(\frac{d}{d t}\right)=\widetilde{X}_{c(t)} . \tag{1.80}
\end{equation*}
$$

Also $c(0)=1$. Thus (1.80) says that $c(t)=\exp t X$ is the integral curve for $\widetilde{X}$ with $c(0)=1$. On a function $f$, the left side of $(1.80)$ is

$$
=(d c)_{t}\left(\frac{d}{d t}\right) f=\frac{d}{d t} f(c(t))=\frac{d}{d t} f(\exp t X) .
$$

Therefore we obtain the important formula

$$
\begin{equation*}
\tilde{X} f(\exp t X)=\frac{d}{d t} f(\exp t X) \tag{1.81}
\end{equation*}
$$

The equation (1.80), when written in local coordinates, yields a system of ordinary differential equations satisfied by the integral curve in question. From this system of differential equations, one sees that the map of the Lie algebra $\mathfrak{g}$ into $G$ given by $X \mapsto \exp X$ is smooth. This is the exponential map for $G$. If $\Phi: G \rightarrow H$ is a smooth homomorphism, then $\Phi$ and the differential $d \Phi_{1}$ and the exponential map are connected by the formula

$$
\begin{equation*}
\exp _{H} \circ d \Phi_{1}=\Phi \circ \exp _{G} \tag{1.82}
\end{equation*}
$$

A second way of constructing the exponential map avoids the use of the correspondence between homomorphisms of analytic subgroups and homomorphisms of Lie algebras. Instead one applies the standard existence theorem for systems of ordinary differential equations to the system obtained by writing out (1.80) in local coordinates. In other words, the exponential map is constructed by piecing together integral curves constructed by solving differential equations. We omit the details.

The exponential map is locally invertible about $0 \mapsto 1$ in the sense that if $X_{1}, \ldots, X_{n}$ is a basis of the Lie algebra $\mathfrak{g}$, then

$$
\begin{equation*}
\left(x_{1}, \ldots, x_{n}\right) \mapsto g \exp \left(x_{1} X_{1}+\cdots+x_{n} X_{n}\right) \tag{1.83}
\end{equation*}
$$

carries a sufficiently small ball about 0 in $\mathbb{R}^{n}$ diffeomorphically onto an open neighborhood of $g$ in $G$. The inverse is therefore a compatible chart about $g$ and defines canonical coordinates of the first kind about the element $g$ of $G$.

Let $G$ be an analytic group with Lie algebra $\mathfrak{g}$, and suppose that $\mathfrak{g}$ is a direct sum of vector subspaces

$$
\mathfrak{g}=\mathfrak{g}_{1} \oplus \cdots \oplus \mathfrak{g}_{k}
$$

If $U_{j}$ is a sufficiently small open neighborhood of 0 in $\mathfrak{g}_{j}$ for $1 \leq j \leq k$, then the map

$$
\left(X_{1}, \ldots, X_{k}\right) \mapsto g\left(\exp X_{1}\right) \cdots\left(\exp X_{k}\right)
$$

is a diffeomorphism of $U_{1} \times \cdots \times U_{k}$ onto an open neighborhood of $g$ in $G$. When the $\mathfrak{g}_{j}$ 's are all 1-dimensional, the local coordinates given by the inverse map are called canonical coordinates of the second kind about $g$.

Proposition 1.84. Let $G$ be a closed linear group, and let $\mathfrak{g}$ be its linear Lie algebra. If the exponential map is regarded as carrying $\mathfrak{g}$ to $G$, then it is given by the matrix exponential function of $\S 2$ of the Introduction.

Proof. First consider $G=G L(n, \mathbb{C})$. Let $X$ be in the Lie algebra, let $\mu(X)$ be the corresponding member of $\mathfrak{g}$, and let $\widetilde{X}$ be the associated left-invariant vector field on $G$. We apply (1.81) to $f=e_{i j}$ and combine with (1.75) to obtain

$$
\frac{d}{d t}(\exp t X)_{i j}=\widetilde{X} e_{i j}(\exp t X)=\sum_{k} e_{i k}(\exp t X) \mu(X)_{k j} .
$$

In other words, $c(t)=\exp t X$ satisfies

$$
c^{\prime}(t)=c(t) \mu(X) \quad \text { with } c(0)=1
$$

and it follows from the theory of linear systems of ordinary differential equations that $c(t)=e^{t \mu(X)}$. This completes the proof for $G L(n, \mathbb{C})$. We obtain the result for general $G$ by applying (1.82) to the inclusion $\Phi: G \rightarrow G L(n, \mathbb{C})$ and using the result for $G L(n, \mathbb{C})$.

Corollary 1.85. If $G$ is an analytic group and $\Phi: G \rightarrow G L(n, \mathbb{C})$ is a smooth homomorphism, then $\Phi \circ \exp _{G}$ can be computed as $e^{d \Phi}$ if the Lie algebra of $G L(n, \mathbb{C})$ is identified with $\mathfrak{g l}(n, \mathbb{C})$.

Proof. This follows by combining (1.82) and Proposition 1.84.

Let $G$ be a Lie group of dimension $n$, let $H$ be a closed subgroup of dimension $s$ and let $\pi: G \rightarrow G / H$ be the quotient map. Then there exists a chart $(U, \varphi)$ around 1 in $G$, say $\varphi=\left(x_{1}, \ldots, x_{n}\right)$, such that
(a) $\varphi(U)=\left\{\left(\xi_{1}, \ldots, \xi_{n}\right)| | \xi_{j} \mid<\varepsilon\right.$ for all $\left.j\right\}$ for some $\varepsilon>0$,
(b) each slice with $x_{s+1}=\xi_{s+1}, \ldots, x_{n}=\xi_{n}$ is a relatively open set in some coset $g H$ and these cosets are all distinct,
(c) the restriction of $\pi$ to the slice $x_{1}=0, \ldots, x_{s}=0$ is a homeomorphism onto an open set and therefore determines a chart about the identity coset in $G / H$.
If the translates in $G / H$ of the chart in (c) are used as charts to cover $G / H$, then $G / H$ becomes a smooth manifold such that $\pi$ and the action of $G$ are smooth. Moreover, any smooth map $\sigma: G \rightarrow M$ that factors continuously through $G / H$ as $\sigma=\bar{\sigma} \circ \pi$ is such that $\bar{\sigma}$ is smooth.

Let $G$ be a Lie group of dimension $n$, let $H$ be a closed normal subgroup of dimension $s$, and let $\mathfrak{g}$ and $\mathfrak{h}$ be the respective Lie algebras. Then $\mathfrak{h}$ is an ideal in $\mathfrak{g}$, the manifold structure on $G / H$ makes $G / H$ a Lie group, the quotient map of $G$ to $G / H$ is a smooth homomorphism, and the differential of $G \rightarrow G / H$ at the identity may be regarded as the quotient map $\mathfrak{g} \rightarrow \mathfrak{g} / \mathfrak{h}$.

Any continuous homomorphism between Lie groups $G$ and $G^{\prime}$ is automatically smooth. Once this result is known for the special case $G=\mathbb{R}$, the general case follows by using canonical coordinates of the second kind.

A corollary is that if two analytic groups have the same underlying topological group, then they coincide as analytic groups.

Shortly we shall develop the "adjoint representation" of a Lie group on its Lie algebra. In the development we shall need to use the following version of Taylor's Theorem.

Proposition 1.86 (Taylor's Theorem). Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. If $X$ is in $\mathfrak{g}$, if $\widetilde{X}$ denotes the corresponding left-invariant vector field, and if $f$ is a $C^{\infty}$ function on $G$, then

$$
\left(\widetilde{X}^{n} f\right)(g \exp t X)=\frac{d^{n}}{d t^{n}}(f(g \exp t X)) \quad \text { for } g \text { in } G
$$

Moreover, if $|\cdot|$ denotes any norm on $\mathfrak{g}$ and if $X$ is restricted to a bounded set in $\mathfrak{g}$, then

$$
f(\exp X)=\sum_{k=0}^{n} \frac{1}{k!}\left(\widetilde{X}^{k} f\right)(1)+R_{n}(X),
$$

where $\left|R_{n}(X)\right| \leq C_{n}|X|^{n+1}$.
Remark. This proposition uses only the $C^{\infty}$ manifold structure on $G$. In terms of the real-analytic manifold structure on $G$, one can prove for real-analytic functions $f$ on $G$ that

$$
f(\exp X)=\sum_{k=0}^{\infty} \frac{1}{k!}\left(\widetilde{X}^{k} f\right)(1)
$$

for all $X$ in a suitably small neighborhood of 0 in $\mathfrak{g}$. This variant of the result is needed in some applications to infinite-dimensional representation theory but will not play a role in this book.

Proof. The first conclusion at $g=1$ follows by iterating (1.81). Replacing $f(x)$ by $f_{g}(x)=f(g x)$ and using left invariance, we get the first conclusion for general $g$. For the second statement we expand $t \mapsto f(\exp t X)$ in Taylor series about $t=0$ and evaluate at $t=1$. Then

$$
\begin{aligned}
f(\exp X)= & \left.\sum_{k=0}^{n} \frac{1}{k!}\left(\frac{d}{d t}\right)^{k}(f(\exp t X))\right|_{t=0} \\
& +\frac{1}{n!} \int_{0}^{1}(1-s)^{n}\left(\frac{d}{d s}\right)^{n+1}(f(\exp s X)) d s \\
= & \sum_{k=0}^{n} \frac{1}{k!}\left(\widetilde{X}^{k} f\right)(1)+\frac{1}{n!} \int_{0}^{1}(1-s)^{n}\left(\widetilde{X}^{n+1} f\right)(\exp s X) d s .
\end{aligned}
$$

In the second term on the right side, write $X=\sum_{j} \lambda_{j} X_{j}$ and expand $\widetilde{X}^{n+1}$. Since $X$ is restricted to lie in a compact set, so is $\exp s X$, and the integral is dominated by $|\lambda|^{n+1}$ times a harmless integral. This proves the estimate for the remainder.

Corollary 1.87. Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. If $X$ is in $\mathfrak{g}$, if $\widetilde{X}$ denotes the corresponding left-invariant vector field, and if $f$ is a $C^{\infty}$ function on $G$, then

$$
\tilde{X} f(g)=\left.\frac{d}{d t} f(g \exp t X)\right|_{t=0} .
$$

Proof. Put $t=0$ in the proposition.

The "adjoint representation" of a Lie group on its Lie algebra is defined as follows. Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. Fix an element $g \in G$, and consider the smooth isomorphism $\Phi(x)=g x g^{-1}$ of $G$ into itself. The corresponding isomorphism $d \Phi_{1}: \mathfrak{g} \rightarrow \mathfrak{g}$ is denoted $\operatorname{Ad}(g)$. By (1.82), we have

$$
\begin{equation*}
\exp (\operatorname{Ad}(g) X)=g(\exp X) g^{-1} \tag{1.88}
\end{equation*}
$$

In the special case that $G$ is a closed linear group, we can regard $X$ and $g$ in (1.88) as matrices, and we can use Proposition 1.84 to think of exp as the matrix exponential function. Let us replace $X$ by $t X$, differentiate, and set $t=0$. Then we see that $\operatorname{Ad}(g) X$, regarded as a member of the linear Lie algebra $\mathfrak{g}$, is given by $g X g^{-1}$.

Returning to the general case, let us combine (1.88) with the fact that $\exp$ has a smooth inverse in a neighborhood of the identity in $G$. Then we see that $\operatorname{Ad}(g) X$ is smooth as a function from a neighborhood of 1 in $G$ to $\mathfrak{g}$ if $X$ is small. That is, $g \mapsto \operatorname{Ad}(g)$ is smooth from a neighborhood of 1 in $G$ into $G L(\mathfrak{g})$. But also it is clear that $\operatorname{Ad}\left(g_{1} g_{2}\right)=\operatorname{Ad}\left(g_{1}\right) \operatorname{Ad}\left(g_{2}\right)$. Thus the smoothness is valid everywhere on $G$, and we arrive at the following result.

Proposition 1.89. If $G$ is a Lie group and $\mathfrak{g}$ is its Lie algebra, then Ad is a smooth homomorphism from $G$ into $G L(\mathfrak{g})$.

We call Ad the adjoint representation of $G$ on $\mathfrak{g}$. When we want to emphasize the space on which $\operatorname{Ad}(x)$ operates, we write $\operatorname{Ad}_{\mathfrak{g}}(x)$ for the linear transformation.

We shall now compute the differential of Ad.
Lemma 1.90. Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. If $X$ and $Y$ are in $\mathfrak{g}$, then
(a) $\exp t X \exp t Y=\exp \left\{t(X+Y)+\frac{1}{2} t^{2}[X, Y]+O\left(t^{3}\right)\right\}$,
(b) $\exp t X \exp t Y(\exp t X)^{-1}=\exp \left\{t Y+t^{2}[X, Y]+O\left(t^{3}\right)\right\}$
as $t \rightarrow 0$. Here $O\left(t^{3}\right)$ denotes a smooth function from an interval of $t$ 's about $t=0$ into $\mathfrak{g}$ such that the quotient by $t^{3}$ remains bounded as $t \rightarrow 0$.

Proof. For (a) we use the local invertibility of exp near the identity to write $\exp t X \exp t Y=\exp Z(t)$ for $t$ near 0 , where $Z(t)$ is smooth in $t$. Since $Z(0)=0$, we have

$$
Z(t)=t Z_{1}+t^{2} Z_{2}+O\left(t^{3}\right),
$$

and we are to identify $Z_{1}$ and $Z_{2}$. Let $\widetilde{Z}_{1}$ and $\widetilde{Z}_{2}$ be the corresponding left-invariant vector fields. If $f$ is a smooth function near the identity of $G$, Taylor's Theorem (Proposition 1.86) gives

$$
\begin{aligned}
f(\exp Z(t)) & =\sum_{k=0}^{2} \frac{1}{k!}\left(t \widetilde{Z}_{1}+t^{2} \widetilde{Z}_{2}+O\left(t^{3}\right)\right)^{k} f(1)+O\left(t^{3}\right) \\
& =f(1)+t\left(\widetilde{Z}_{1} f\right)(1)+t^{2}\left(\frac{1}{2} \widetilde{Z}_{1}^{2}+\widetilde{Z}_{2}\right) f(1)+O\left(t^{3}\right)
\end{aligned}
$$

On the other hand, another application of Taylor's Theorem gives

$$
\begin{aligned}
f(\exp t X \exp s Y) & =\sum_{k=0}^{2} \frac{1}{k!} s^{k} \widetilde{Y}^{k} f(\exp t X)+O_{t}\left(s^{3}\right) \\
& =\sum_{k=0}^{2} \sum_{l=0}^{2} \frac{1}{k!} \frac{1}{l!} s^{k} t^{l} \widetilde{X}^{l} \widetilde{Y}^{k} f(1)+O_{t}\left(s^{3}\right)+O\left(t^{3}\right),
\end{aligned}
$$

where $O_{t}\left(s^{3}\right)$ denotes an expression $O\left(s^{3}\right)$ depending on $t$ and having the property that the bound on $O\left(s^{3}\right) / s^{3}$ may be taken independent of $t$ for $t$ small. Setting $t=s$, we obtain

$$
\begin{aligned}
& f(\exp Z(t))=f(\exp t X \exp t Y) \\
& \quad=f(1)+t(\widetilde{X}+\widetilde{Y}) f(1)+t^{2}\left(\frac{1}{2} \widetilde{X}^{2}+\widetilde{X} \widetilde{Y}+\frac{1}{2} \widetilde{Y}^{2}\right) f(1)+O\left(t^{3}\right)
\end{aligned}
$$

Replacing $f$ by the translate $f_{g}$ with $f_{g}(x)=f(g x)$, we are led to the equalities of operators $\widetilde{Z}_{1}=\widetilde{X}+\widetilde{Y}$ and $\frac{1}{2} \widetilde{Z}_{1}^{2}+\widetilde{Z}_{2}=\frac{1}{2} \widetilde{X}^{2}+\widetilde{X} \widetilde{Y}+\frac{1}{2} \widetilde{Y}^{2}$. Therefore $Z_{1}=X+Y$ and $Z_{2}=\frac{1}{2}[X, Y]$.

To prove (b), we apply (a) twice, and the result follows.
Proposition 1.91. Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. The differential of Ad : $G \rightarrow G L(\mathfrak{g})$ is ad : $\mathfrak{g} \rightarrow$ End $\mathfrak{g}$, where $\operatorname{ad}(X) Y=$ [ $X, Y$ ] and where the Lie algebra of $G L(\mathfrak{g})$ has been identified with the linear Lie algebra End $\mathfrak{g}$. Consequently

$$
\begin{equation*}
\operatorname{Ad}(\exp X)=e^{\operatorname{ad} X} \tag{1.92}
\end{equation*}
$$

under this identification.
Proof. Let $L: \mathfrak{g} \rightarrow \operatorname{End}(\mathfrak{g})$ be the differential of Ad. Fix $X$ and $Y$ in $\mathfrak{g}$. Applying Lemma 1.90b and using (1.88), we obtain

$$
\operatorname{Ad}(\exp t X) t Y=t Y+t^{2}[X, Y]+O\left(t^{3}\right)
$$

Division by $t$ gives

$$
\operatorname{Ad}(\exp t X) Y=Y+t[X, Y]+O\left(t^{2}\right)
$$

Differentiating and putting $t=0$, we see that

$$
L(X) Y=[X, Y] .
$$

Therefore $L=$ ad as asserted. Formula (1.92) then becomes a special case of Corollary 1.85 .

## 11. Covering Groups

In being willing to skip details about the elementary theory of Lie groups, this book takes for granted some basic knowledge concerning fundamental groups, covering spaces, and topological groups. In this section we shall summarize that material and then discuss in detail how these concepts come together in the topic of covering groups.

All topological spaces in this section will be separable metric spaces. As in the Introduction, a metric will ordinarily not be specified, but a topological space can be recognized as admitting the structure of a separable metric space if it is regular and Hausdorff and it possesses a countable base for its topology.

Let $X$ be such a space. Two (continuous) paths $a$ and $b$ in $X$ with the same initial points and same final points are equivalent if one can be deformed continuously into the other with the endpoints fixed. The equivalence class of $a$ is denoted $[a]$. The fundamental group $\pi_{1}(X, p)$ of $X$ with base point $p$ is the set of equivalence classes of loops based at p, the product $[a][b]$ referring to the class of the loop that traces out $a$ and then $b$.

If $f: X \rightarrow Y$ is a continuous map between separable metric spaces, then $f$ induces a homomorphism $f_{*}: \pi_{1}(X, p) \rightarrow \pi_{1}(Y, f(p))$ by composing loops with $f$.

Let $X$ be pathwise connected. If $p$ and $p^{\prime}$ are points in $X$, then $\pi_{1}(X, p)$ is isomorphic to $\pi_{1}\left(X, p^{\prime}\right)$. Accordingly the statement that $\pi_{1}(X, p)=$ $\{1\}$, i.e., that $X$ is simply connected, does not depend on the base point. Euclidean spaces and spheres $S^{n}$ with $n \geq 2$ are simply connected. The fundamental group of the circle $S^{1}$ is isomorphic to the integers $\mathbb{Z}$. The product of two simply connected spaces is simply connected.

The subject of covering spaces is meaningful for separable metric spaces that are connected and locally pathwise connected. Every connected open set in such a space is pathwise connected, and the connected components of any open set are open.

If $e: X \rightarrow Y$ is a continuous onto map between two separable metric spaces that are connected and locally pathwise connected and if $V$ is open and connected in $Y$, we say that $V$ is evenly covered by $e$ if each connected component of $e^{-1}(V)$ is mapped by $e$ homeomorphically onto $V$. We say that $e$ is a covering map if each $y$ in $Y$ has an open connected neighborhood $V_{y}$ that is evenly covered by $e$. In this case $Y$ is called the base space and $X$ is the covering space. If $e: X \rightarrow Y$ and $e^{\prime}: X^{\prime} \rightarrow Y$ are covering maps, then a continuous map $f: X \rightarrow X^{\prime}$ with $e^{\prime} f=e$ is said to be fiber preserving.

## Properties of covering spaces.

1) (Path-lifting Theorem) Suppose $e: X \rightarrow Y$ is a covering map. If $y(t), 0 \leq t \leq 1$, is a path in $Y$ and if $x_{0}$ is in $e^{-1}(y(0))$, then there exists a unique path $x(t), 0 \leq t \leq 1$, in $X$ with $x(0)=x_{0}$ and $e(x(t))=y(t)$.
2) (Covering Homotopy Theorem) Let $e: X \rightarrow Y$ be a covering map, let $K$ be a compact topological space, and let $f_{0}: K \rightarrow X$ be continuous. If $g: K \times[0,1] \rightarrow Y$ is continuous and satisfies $g(\cdot, 0)=e f_{0}$, then there is a unique continuous $f: K \times[0,1] \rightarrow X$ such that $f(\cdot, 0)=f_{0}$ and $g=e f$. Consequently, under the Path-lifting Theorem, contractible loops lift to contractible loops, and it follows that $e_{*}$ is one-one.
3) (Map-lifting Theorem) Let $e: X \rightarrow Y$ be a covering, and let $x_{0}$ and $y_{0}$ be points in $X$ and $Y$ such that $e\left(x_{0}\right)=y_{0}$. If $P$ is a connected, locally pathwise connected separable metric space, if $g: P \rightarrow Y$ is continuous, and if $p_{0}$ is in $g^{-1}\left(y_{0}\right)$, then there exists a continuous $f: P \rightarrow X$ with $f\left(p_{0}\right)=x_{0}$ and $g=e f$ if and only if $g_{*}\left(\pi_{1}\left(P, p_{0}\right)\right) \subseteq e_{*}\left(\pi_{1}\left(X, x_{0}\right)\right)$. When $f$ exists, it is unique.
4) (Uniqueness theorem for coverings) Let $e: X \rightarrow Y$ and $e^{\prime}: X^{\prime} \rightarrow Y$ be coverings, and let $y_{0}$ be in $Y$. Then there exists a fiber-preserving homeomorphism of $X$ onto $X^{\prime}$ if and only if base points $x_{0}$ in $X$ and $x_{0}^{\prime}$ in $X^{\prime}$ can be chosen so that $e\left(x_{0}\right)=e^{\prime}\left(x_{0}^{\prime}\right)=y_{0}$ and $e_{*}\left(\pi_{1}\left(X, x_{0}\right)\right)=e_{*}^{\prime}\left(\pi_{1}\left(X^{\prime}, x_{0}^{\prime}\right)\right)$. (In this case one says that $e$ and $e^{\prime}$ are equivalent coverings.)
5) (Coverings of simply connected coverings) Let $e: X \rightarrow Y$ be a covering, and suppose that $Y$ is simply connected. By Property 4 with $X^{\prime}=Y, e$ is one-one, i.e., the covering is trivial.
6) (Manifold structure on a covering of a manifold) Let $e: X \rightarrow Y$ be a covering, and suppose that $Y$ has the structure of a smooth manifold of
dimension $n$. Then $X$ uniquely admits the structure of a smooth manifold of dimension $n$ in such a way that $e$ is smooth and everywhere regular. Moreover if $P$ is another smooth manifold and if $g: P \rightarrow Y$ is smooth and $f: P \rightarrow X$ is continuous with $e f=g$, then $f$ is smooth.
7) Construction of coverings of a space $Y$ requires identifying some open connected sets in $Y$ that will be evenly covered. Here is a condition: if $e: X \rightarrow Y$ is a covering, then a connected open subset $Q$ of $Y$ is evenly covered if any loop in $Q$ is contractible in $Y$. Following Chevalley [1946], we say that $Y$ is locally simply connected if each $y$ in $Y$ has an open connected, simply connected neighborhood. In this case each $y$ in $Y$ has arbitrarily small open connected neighborhoods such that any loop in the neighborhood is contractible in $Y$. It need not be true that each $y$ in $Y$ has arbitrarily small simply connected neighborhoods.
8) (Existence theorem for coverings) If $Y$ is locally simply connected, if $y_{0}$ is in $Y$, and if $H$ is a subgroup of $\pi_{1}\left(Y, y_{0}\right)$, then there exists a covering space $X$ with covering map $e: X \rightarrow Y$ and with point $x_{0}$ such that $e\left(x_{0}\right)=y_{0}$ and $e_{*}\left(\pi_{1}\left(X, x_{0}\right)\right)=H$. Since $e_{*}$ is one-one, the case $H=1$ shows that $Y$ has a simply connected covering space, i.e., one with trivial fundamental group. A simply connected covering space is called a universal covering space. Such a space, by Property 4 , is unique up to fiber-preserving homeomorphism.
9) (Deck transformations of a universal covering space) Let $Y$ be given, let $X$ be a universal covering space, and let $e: X \rightarrow Y$ be the covering map. A deck transformation of $X$ is a fiber-preserving homeomorphism of $X$. Choose base points $x_{0}$ in $X$ and $y_{0}$ in $Y$ such that $e\left(x_{0}\right)=y_{0}$. Then
(a) $\pi_{1}\left(Y, y_{0}\right)$ is in one-one correspondence with $e^{-1}\left(y_{0}\right)$, the correspondence being that $x_{1} \in e^{-1}\left(y_{0}\right)$ corresponds to

$$
\left[e\left(\text { any path from } x_{0} \text { to } x_{1}\right)\right],
$$

(b) the group of deck transformations $H$ of $X$ acts simply transitively on $e^{-1}\left(y_{0}\right)$, and
(c) the correspondence that associates to a deck transformation $f$ in $H$ the member of $\pi_{1}\left(Y, y_{0}\right)$ corresponding to $f\left(x_{0}\right)$ is a group isomorphism of $H$ onto $\pi_{1}\left(Y, y_{0}\right)$.

Let us turn to topological groups. All of the topological groups that we shall consider in the context of covering spaces are separable in the sense of having the topology of a separable metric space. Let $G$ be a separable topological group, and let $H$ be a closed subgroup. The coset space $G / H$ is given the quotient topology. Then the quotient map $G \rightarrow G / H$ is open,
$G / H$ has the topology of a separable metric space, and the action of $G$ on $G / H$ is jointly continuous. If $H$ and $G / H$ are connected, then $G$ is connected. If $H$ and $G / H$ are compact, then $G$ is compact. If $G$ is a Lie group, then we saw in $\S 10$ how $G / H$ may be given the structure of a manifold such that the action of $G$ on $G / H$ is smooth. If $G$ is a separable topological group and $H$ is a closed normal subgroup, then $G / H$ is a separable topological group; in this case if $G$ is a Lie group, then $G / H$ is a Lie group.

Let us consider some properties relating closed subgroups and discreteness. Already in the Introduction we used the fact that the identity component $G_{0}$ of a topological group $G$ is a closed normal subgroup. If $U$ is an open neighborhood of 1 in $G$, then the subgroup generated by $U$ contains $G_{0}$; in particular if $G$ is connected, any open neighborhood of 1 generates $G$.

Proposition 1.93. If $G$ is a separable topological group, then
(a) any open subgroup $H$ is closed and the quotient $G / H$ has the discrete topology,
(b) the identity component $G_{0}$ of $G$ is open if $G$ is locally connected,
(c) any discrete subgroup $H$ of $G$ (i.e., any subgroup whose relative topology is the discrete topology) is closed, and
(d) under the assumption that $G$ is connected, any discrete normal subgroup $H$ of $G$ lies in the center of $G$.

PROOF.
(a) If $H$ is an open subgroup, then every coset $x H$ is an open set in $G$. Then the formula $H=G-\bigcup_{x \notin H} x H$ shows that $H$ is closed. Also since $G \rightarrow G / H$ is an open map, every one-element set $x H$ in $G / H$ is open. Thus $G / H$ has the discrete topology.
(b) In any locally connected topological space, the connected components are open.
(c) By discreteness choose a neighborhood $V$ of 1 in $G$ so that $H \cap V=$ \{1\}. By continuity of multiplication, choose an open neighborhood $U$ of 1 with $U U \subseteq V$. If $H$ is not closed, let $x$ be a limit point of $H$ that is not in $H$. Then the neighborhood $U^{-1} x$ of $x$ must contain a member $h$ of $H$, and $h$ cannot equal $x$. Write $u^{-1} x=h$ with $u \in U$. Then $u=x h^{-1}$ is a limit point of $H$ that is not in $H$, and we can find $h^{\prime} \neq 1$ in $H$ such that $h^{\prime}$ is in $U u$. But $U u \subseteq U U \subseteq V$, and so $h^{\prime}$ is in $H \cap V=\{1\}$, contradiction. We conclude that $H$ contains all its limit points and is therefore closed.
(d) Let $G$ be connected, and let $H$ be a discrete normal subgroup. If $h$ is in $H$, then $g h g^{-1}$ is in $H$ since $H$ is normal, and $g h g^{-1}$ is in the same component of $H$ as $1 h 1^{-1}=h$ since $G$ is connected. Since $H$ is discrete, $g h g^{-1}=h$. Thus $h$ is central.

Proposition 1.94. Let $G$ be a connected, locally pathwise connected separable topological group, and let $H$ be a closed subgroup of $G$ that is locally pathwise connected.
(a) The quotient $G / H$ is connected and locally pathwise connected.
(b) If $H_{0}$ is the identity component of $H$, then the natural map of $G / H_{0}$ onto $G / H$ is a covering map.
(c) If $G / H$ is simply connected, then $H$ is connected.
(d) If $H$ is discrete, then the quotient map of $G$ onto $G / H$ is a covering map.
(e) If $H$ is connected and $G$ is simply connected and $G / H$ is locally simply connected, then $G / H$ is simply connected.

Proof.
(a) Let $p: G \rightarrow G / H$ be the quotient map. If $x$ and $y$ are given in $G / H$, take members of $p^{-1}(x)$ and $p^{-1}(y)$ in $G$, connect them by a path, and map them back down to $G / H$ by $p$ to see that $G / H$ is pathwise connected. If $x$ is in an open subset $V$ of $G / H$, take $\tilde{x}$ in $p^{-1}(x)$, and choose a connected open neighborhood $U$ of $\tilde{x}$ that lies in $p^{-1}(V)$. Since $G$ is locally pathwise connected, $U$ is pathwise connected. Thus any $\widetilde{x}^{\prime}$ in $U$ can be connected to $\tilde{x}$ by a path in $U$. It follows that $p(U)$ is a pathwise connected open neighborhhod of $x$ that lies in $V$. So $G / H$ is locally pathwise connected.
(b) Let $p_{0}: G \rightarrow G / H_{0}, p: G \rightarrow G / H$, and $q: G / H_{0} \rightarrow G / H$ be the quotient maps. For any open set $V$ in $G / H, q^{-1}(V)=p_{0}\left(p^{-1}(V)\right)$ is open, and thus $q$ is continuous. If $U$ is open in $G / H_{0}$, then $q(U)=p\left(p_{0}^{-1}(U)\right)$ shows that $q(U)$ is open. Thus $q$ is an open map. Since $H$ is locally connected, Proposition 1.93b shows that there is an open neighborhood $U$ of 1 in $G$ with $U \cap H=H_{0}$. By local connectivity of $G$ and continuity of the group operations, find an open connected neighborhood $V$ of 1 in $G$ with $V^{-1} V \subseteq U$. Then $V^{-1} V \cap H \subseteq H_{0}$. Form the sets $V h H_{0}$ in $G / H_{0}$ for $h \in H$. These sets are open connected, and their union is $q^{-1}(V H)$. If $V h_{1} H_{0} \cap V h_{2} H_{0}$ is not empty, then the same thing is true first of $V H_{0} h_{1} \cap V H_{0} h_{2}$ because $H_{0}$ is normal in $H$, then of $V^{-1} V H_{0} \cap H_{0} h_{2} h_{1}^{-1}$, and finally of $V^{-1} V \cap H_{0} h_{2} h_{1}^{-1}$. Since $V^{-1} V \cap H \subseteq H_{0}, h_{2} h_{1}^{-1}$ is in $H_{0}$, and so $V h_{1} H_{0}=V h_{2} H_{0}$. In short, distinct sets $V h H_{0}$ are disjoint. Finally let us
see that $q$ is one-one from each $V h H_{0}$ onto $V H$. If $q\left(v_{1} h H_{0}\right)=q\left(v_{2} h H_{0}\right)$, then $v_{1} h=v_{2} h h^{\prime}$ for some $h^{\prime} \in H$. The equation $v_{2}^{-1} v_{1}=h h^{\prime} h^{-1}$ exhibits $v_{2}^{-1} v_{1}$ as in $V^{-1} V \cap H \subseteq H_{0}$. Hence $v_{1}=v_{2} h_{0}$ for some $h_{0} \in H_{0}$, and the fact that $H_{0}$ is normal in $H$ implies that $v_{1} h H_{0}=v_{2} h_{0} h H_{0}=v_{2} h H_{0}$. Thus $q$ is one-one continuous open from each $V h H_{0}$ onto $V H$, and $V H$ is evenly covered. By translation we see that each $g V H$ is evenly covered. Hence $q$ is a covering map.
(c) We apply (b) to see that $G / H_{0} \rightarrow G / H$ is a covering map. Since $G / H$ is simply connected, Property 5 of covering spaces says that $G / H_{0} \rightarrow$ $G / H$ is one-one. Therefore $H=H_{0}$, and $H$ is connected.
(d) This is the special case of (b) in which $H_{0}=\{1\}$.
(e) By (a) above and Property 8 of covering spaces, $G / H$ admits a simply connected covering space $X$. Let $e: X \rightarrow G / H$ be the covering map, and fix $x_{0}$ in $e^{-1}(1 H)$. Let $\varphi: G \rightarrow G / H$ be the quotient map. By Property 3 of covering spaces and the simple connectivity of $G$, there exists a unique $\widetilde{\varphi}: G \rightarrow X$ such that $e \circ \widetilde{\varphi}=\varphi$ and $\widetilde{\varphi}(1)=x_{0}$. We shall exhibit $X$ as isomorphic to $G / H^{\prime}$ for some subgroup $H^{\prime}$ of $H$, and we shall prove that $H^{\prime}$ is open in $H$. Since $H$ is connected, it follows that $H^{\prime}=H$ and that $e$ is one-one. Therefore $e: G / H^{\prime} \rightarrow G / H$ is a homeomorphism, and $G / H$ is simply connected.

To introduce a continuous action of $G$ on $X$, we apply Property 3 of covering spaces: the map $\psi: G \times X \rightarrow G \times G / H$ given by $\psi(g, x)=$ $(g, g e(x))$ lifts uniquely to a continuous $\tilde{\psi}: G \times X \rightarrow G \times X$ such that $\widetilde{\psi}\left(1, x_{0}\right)=\left(1, x_{0}\right)$ and $(1 \times e) \circ \widetilde{\psi}=\psi$. The latter condition forces $\psi(g, x)=(g, \xi(g, x))$ for some continuous function $\xi: G \times X \rightarrow X$, and $\xi$ has the property that $e(\xi(g, x))=g e(x)$. By uniqueness of $\widetilde{\varphi}$ above, $\widetilde{\varphi}(g)=\xi\left(g, x_{0}\right)$. The functions from $G \times G \times X$ to $X$ carrying ( $g_{1}, g_{2}, x$ ) to $\xi\left(g_{1}, \xi\left(g_{2}, x\right)\right)$ and to $\xi\left(g_{1} g_{2}, x\right)$ have the property that when followed by $e$, they each yield $\left(g_{1}, g_{2}, x\right) \mapsto g_{1} g_{2} e(x)$. By the uniqueness in Property 3 of covering spaces, $\xi\left(g_{1}, \xi\left(g_{2}, x\right)\right)=\xi\left(g_{1} g_{2}, x\right)$. A second application of Property 3 shows that $\xi(1, x)=x$. If we define $g x=\xi(g, x)$, then our formulas yield $g_{1}\left(g_{2} x\right)=\left(g_{1} g_{2}\right) x$ and $1 x=x$. From $e(\xi(g, x))=g e(x)$, we obtain $e(g x)=g e(x)$. Thus we have a continuous group action of $G$ on $X$ that is compatible with the action of $G$ on $G / H$ and with the definition of $\widetilde{\varphi}$.

Fix $x$ in $X$. Let us prove that the map $g \mapsto g x$ of $G$ into $X$ is open. It is enough to show that sufficiently small open neighborhoods of 1 in $G$ map to open neighborhoods of $x$. Let $V$ be an open neighborhood of $e(x)$ that is evenly covered by $e$, let $U$ be the component of $e^{-1}(V)$ to which $x$ belongs,
and let $N$ be an open neighborhood of elements $g$ about 1 in $G$ such that $g x$ lies in $U$. Then we can define $e^{-1}: V \rightarrow U$ as a homeomorphism, and $g x=\xi(g, x)=e^{-1}(e(\xi(g, x)))=e^{-1}(g e(x))$. Since $G \rightarrow G / H$ is open, the set of elements $g e(x)$ is open in $V$, and therefore $e^{-1}$ of this set is open in $X$. Consequently $g \mapsto g x$ is an open map.

It follows that each orbit of $G$ in $X$ is open. Since $X$ is connected, there is just one orbit. Taking $H^{\prime}=\left\{g \in G \mid g x_{0}=x_{0}\right\}$, we can identify $G / H^{\prime}$ as a set with $X$ by $g H^{\prime} \mapsto g x_{0}$, and the group actions correspond. We have just seen that the continuous function $g \mapsto g x_{0}$ is open, and consequently $g H^{\prime} \mapsto g x_{0}$ is a homeomorphism. If $h^{\prime}$ is in $H^{\prime}$, then application of $e$ to the equality $h^{\prime} x_{0}=x_{0}$ yields $h^{\prime}(1 H)=1 H$; therefore $H^{\prime}$ is a subgroup of $H$.

To complete the proof, we show that $H^{\prime}$ is relatively open in $H$. Let $V$ be an open neighborhood of $1 H$ that is evenly covered by $e$, let $U$ be the component of $e^{-1}(V)$ to which $x_{0}$ belongs, and let $N$ be an open neighborhood of 1 in $G$ such that $N x_{0} \subseteq U$. Then $N H^{\prime}$ is an open neighborhood of 1 in $G$ with $N H^{\prime} x_{0} \subseteq U$, and hence $N H^{\prime} \cap H=H^{\prime}$. Thus $H^{\prime}$ is an open subset of $H$ in the relative topology, and the proof is complete.

Proposition 1.95. Let $G$ be a connected, locally pathwise connected, simply connected separable topological group, and let $H$ be a discrete subgroup of $G$, so that the quotient map $p: G \rightarrow G / H$ is a covering map. Then the group of deck transformations of $G$ is exactly the group of right translations in $G$ by members of $H$. Consequently $\pi_{1}(G / H, 1 \cdot H)$ is canonically isomorphic with $H$.

Proof. Let $f_{h}(g)=g h$ for $g$ in $G$ and $h$ in $H$. Then $p f_{h}(g)=$ $g h H=g H=p(g)$, so that $p f_{h}=p$ and $f_{h}$ is a deck transformation. Since $p^{-1}(1 \cdot H)=H$, the group of translations $f_{h}$ is simply transitive on $p^{-1}(1 \cdot H)$ and by Property 9 b of covering spaces is the full group of deck transformations. By Property 9 c of covering spaces, $\pi_{1}(G / H, 1 \cdot H) \cong H$.

Corollary 1.96. Let $G$ be a connected, locally pathwise connected, simply connected separable topological group, and let $H$ be a discrete normal subgroup of $G$, so that the quotient homomorphism $p: G \rightarrow G / H$ is a covering map. Then
(a) $H$ is contained in the center of $G$,
(b) $\pi_{1}(G / H, 1) \cong H$ is abelian, and
(c) the end-to-end multiplication of loop classes in $\pi_{1}(G / H, 1)$ coincides with pointwise multiplication of loop classes in $G / H$.

Proof. Part (a) is immediate from Proposition 1.93d, and (b) follows from this conclusion and Proposition 1.95. For (c) we exploit the isomorphism in (b), which was stated as Property 9c of covering spaces. Elements $h_{1}, h_{2}$, and $h_{1} h_{2}$ of $H$ correspond under this isomorphism to the classes of loops [ $e\left(\right.$ path in $G$ from 1 to $\left.h_{1}\right)$ ], [ $e\left(\right.$ path in $G$ from 1 to $\left.h_{2}\right)$ ], and [ $e$ (path in $G$ from 1 to $h_{1} h_{2}$ )]. But one particular path from 1 to $h_{1} h_{2}$ is the group product of the path from 1 to $h_{1}$ by the path from 1 to $h_{2}$. This proves (c).

Proposition 1.97. Let $G$ be a pathwise connected, locally connected, locally simply connected separable topological group, let $\widetilde{G}$ be a universal covering space with covering map $e: \widetilde{G} \rightarrow G$, and let $\widetilde{1}$ be in $e^{-1}(1)$. Then there exists a unique multiplication on $\widetilde{G}$ that makes $\widetilde{G}$ into a separable topological group in such a way that $e$ is a group homomorphism.

REMARK. The group $\widetilde{G}$ is called a universal covering group of $G$. The proposition asserts that it is unique up to isomorphism.

Proof. Let $m: G \times G \rightarrow G$ be multiplication, and let $\varphi: \widetilde{G} \times \widetilde{G} \rightarrow G$ be the composition $m \circ(e, e)$. Since

$$
\{1\}=\varphi_{*}\left(\pi_{1}(\widetilde{G} \times \widetilde{G}, \tilde{1} \times \tilde{1})\right) \subseteq e_{*}\left(\pi_{1}(\widetilde{G}, \tilde{1})\right),
$$

the Map-lifting Theorem provides a unique continuous $\widetilde{\varphi}: \widetilde{G} \times \widetilde{\sigma_{\sim}^{~}} \rightarrow \widetilde{\widetilde{G}}$ such that $\varphi=e \widetilde{\varphi}$ and $\widetilde{\varphi}(\widetilde{1}, \widetilde{1})=\widetilde{1}$. This $\widetilde{\varphi}$ is the multiplication for $\widetilde{G}$.

It is associative by uniqueness of map lifting because

$$
\begin{aligned}
e \widetilde{\varphi}(\widetilde{\varphi}(x, y), z) & =\varphi(\widetilde{\varphi}(x, y), z)=\varphi(x, y)(e z) \\
& =((e x)(e y)) e z=e x((e y)(e z))=e \widetilde{\varphi}(x, \widetilde{\varphi}(y, z))
\end{aligned}
$$

and $\widetilde{\varphi}(\widetilde{\varphi}(\widetilde{\sim}, \tilde{1}), \tilde{1})=\widetilde{1}=\tilde{\varphi}(\tilde{1}, \tilde{\varphi}(\tilde{1}, \tilde{1}))$.
It has $\widetilde{\sim} \underset{\sim}{\widetilde{1}}$ as identity because $\widetilde{\varphi}(\widetilde{1}, \cdot)$ and $\widetilde{\varphi}(\cdot, \widetilde{1})$ cover the identity and send $\tilde{1}$ to $\tilde{1}$. To obtain existence of inverses, we lift the composition (inversion) $\circ e: \widetilde{G} \rightarrow G$ to a map of $\widetilde{G}$ to $\widetilde{G}$ sending $\widetilde{1}$ to $\widetilde{1}$. Finally $e$ is a group homomorphism because

$$
e(\widetilde{\varphi}(x, y))=\varphi(x, y)=(e x)(e y)
$$

Corollary 1.98. Let $G$ be a connected, locally pathwise connected, locally simply connected separable topological group, and let $H$ be a closed subgroup of $G$ that is locally pathwise connected and locally simply connected. If $G / H$ is simply connected, then $\pi_{1}(G, 1)$ is isomorphic to a quotient group of $\pi_{1}(H, 1)$.

Proof. Let $\widetilde{G}$ be a universal covering group of $G$, and let $e: \widetilde{G} \rightarrow G$ be the covering homomorphism. Set $H^{\prime}=e^{-1}(H)$. Define $e_{0}: \widetilde{G} / H^{\prime} \rightarrow$ $G / H$ by $e_{0}\left(\widetilde{g} H^{\prime}\right)=e(\tilde{g}) H$. Then $e_{0}$ is well defined, one-one, and onto. An open set in $\widetilde{G} / H^{\prime}$ is mapped in stages under $e_{0}$ to its preimage in $\widetilde{G}$, to its image in $G$, and to its image in $G / H$. So $e_{0}$ is open. Similarly $e_{0}^{-1}$ is open, and so $e_{0}$ is a homeomorphism. Therefore $\widetilde{G} / H^{\prime}$ is simply connected.

Let us see that $H^{\prime}$ is locally pathwise connected. In fact, if $U$ is a connected open neighborhood of $\widetilde{1}$ in $\widetilde{G}$ mapped homeomorphically by $e$, then $e(U) \cap H$ contains a relatively open pathwise connected neighborhood $V$ of 1 since $H$ is locally pathwise connected. Then $U \cap e^{-1}(V)$ is homeomorphic with $V$ and is the required neighborhood of 1 in $H^{\prime}$.

By Proposition $1.94 \mathrm{c}, H^{\prime}$ is connected. Then Proposition 1.94 d shows that $\left.e\right|_{H^{\prime}}: H^{\prime} \rightarrow H$ is a covering map. By Corollary $1.96, \pi_{1}(G, 1) \cong$ ker $e$. The group ker $e$ is completely contained in $H^{\prime}$ since ker $e=e^{-1}(1) \subseteq$ $e^{-1}(H)=H^{\prime}$.

Let $\widetilde{H}$ be a universal covering group of $H^{\prime}$, and let $\widetilde{e}: \tilde{H} \rightarrow H^{\prime}$ be the covering homomorphism. Then $e \widetilde{e}: \widetilde{H} \rightarrow H$ is a covering map, and $\pi_{1}(H, 1) \cong \operatorname{ker} e \widetilde{e}$. To complete the proof, we show that the homomorphism $\tilde{e}$ of ker $e \tilde{e}$ into ker $e$ is actually onto. Being a covering map, $\widetilde{e}$ carries $\tilde{H}$ onto $H^{\prime}$. If $h^{\prime}$ is in ker $e \subseteq H^{\prime}$, choose $\widetilde{h} \in \tilde{H}$ with $\tilde{e}(\tilde{h})=h^{\prime}$. Then $e \widetilde{e}(\widetilde{h})=e\left(h^{\prime}\right)=1$ shows that $\widetilde{h}$ is a member of ker $e \widetilde{e}$ mapping to $h^{\prime}$.

An analytic group $G$ is connected, locally pathwise connected, and locally simply connected. Therefore we can apply Proposition 1.97 to $G$ to construct a universal covering group $\widetilde{G}$.

Proposition 1.99. Let $G$ be an analytic group. Then the canonical manifold structure on the universal covering group $\widetilde{G}$ of $G$ makes $\widetilde{G}$ into an analytic group such that the covering map is a smooth homomorphism.

REMARK. $\widetilde{G}$ and $G$ have the same dimension, and $e$ is regular. Thus $\widetilde{G}$ has the same Lie algebra as $G$. Therefore if $\mathfrak{g}$ is the Lie algebra of an analytic group, there exists a simply connected analytic group with $\mathfrak{g}$ as Lie algebra.

Proof. We use Proposition 1.97 to introduce $\widetilde{G}$ as a separable topological group and Property 6 of covering spaces to give $\widetilde{G}$ a manifold structure. Property 6 says that the covering map $e: \widetilde{G} \rightarrow G$ is smooth and everywhere regular. Therefore the $\operatorname{map} \varphi: \widetilde{G} \times \widetilde{G} \rightarrow G$, given in the
proof of Proposition 1.97 by $m \circ(\underset{G}{e}, e)$, is smooth. Another application of Property 6 shows that the lift $\widetilde{\varphi}: \widetilde{G} \times \widetilde{G} \rightarrow \widetilde{G}$ is smooth. In other words multiplication is smooth. Similarly inversion is smooth.

To conclude the section, we shall combine the above results with the theorem of the previous section that homomorphisms between Lie algebras lift to smooth homomorphisms between analytic groups provided the domain group is simply connected.

Proposition 1.100. Any two simply connected analytic groups with isomorphic Lie algebras are isomorphic.

Proof. If $G_{1}$ and $G_{2}$ are the groups, the isomorphism $\mathfrak{g}_{1} \leftrightarrow \mathfrak{g}_{2}$ of their Lie algebras induces smooth homomorphisms $G_{1} \rightarrow G_{2}$ and $G_{2} \rightarrow G_{1}$ whose composition in either order has differential the identity. Therefore the composition in either order is the identity.

Proposition 1.101. If $G$ is an analytic group, then $G \cong \widetilde{G} / H$, where $\widetilde{G}$ is a universal covering group of $G$ and where $H$ is a discrete subgroup of the center of $\widetilde{G}$. Conversely the most general analytic group with Lie algebra the same as the Lie algebra of $G$ is isomorphic to $\widetilde{G} / D$ for some central discrete subgroup $D$ of $G$.

Remark. When an analytic group $G$ is written as the quotient of a simply connected group by a discrete central subgroup $D$, Corollary 1.96 shows that $\pi_{1}(G, 1) \cong D$ and that end-to-end multiplication of loop classes in $\pi_{1}(G, 1)$ coincides with the pointwise product in $G$ of the loop classes.

Proof. Proposition 1.99 shows that $G \cong \widetilde{G} / H$ with $H$ closed and normal. Let $e$ be the covering homomorphism. Since $H=e^{-1}(\{1\}), H$ is discrete. By Proposition $1.93 \mathrm{~d}, H$ is central. Conversely if $G_{1}$ is given, we write $G_{1} \cong \widetilde{G}_{1} / D_{1}$. Since $G_{1}$ and $G$ have isomorphic Lie algebras by assumption, $\widetilde{G}_{1}$ and $\widetilde{G}$ have isomorphic Lie algebras. Proposition 1.100 yields an isomorphism $\Phi: \widetilde{G}_{1} \rightarrow \widetilde{G}$, and then we have $G_{1} \cong \widetilde{G} / \Phi\left(D_{1}\right)$.

Proposition 1.102. Let $G$ be an analytic group with Lie algebra $\mathfrak{g}$, and let $H$ be the analytic subgroup corresponding to the Lie subalgebra $\mathfrak{h}$. Then $H$ is contained in the center of $G$ if and only if $\mathfrak{h}$ is contained in the center of $\mathfrak{g}$.

Proof. Suppose $H$ is contained in the center of $G$. If $X$ is in $\mathfrak{h}$, then $\exp t X$ is in $H$ and the map $G \rightarrow G$ given by $x \mapsto(\exp t X) x(\exp t X)^{-1}$ is the identity. Hence its differential satisfies $\operatorname{Ad}(\exp t X)=1$. Differen-
tiating gives ad $X=\left.\frac{d}{d t} \operatorname{Ad}(\exp t X)\right|_{t=0}=0$, and thus $X$ is in the center of $\mathfrak{g}$.

Conversely if $\mathfrak{h}$ is in the center of $\mathfrak{g}$, then ad $\mathfrak{h}=0$ and it follows that $\operatorname{Ad}(\exp \mathfrak{h})=e^{\mathrm{ad} \mathfrak{h}}=1$. Since Ad is a homomorphism and $\exp \mathfrak{h}$ generates $H, \operatorname{Ad}(h)=1$ for all $h \in H$. Now let $X$ be in $\mathfrak{g}$ and $h$ be in $H$. Then $h(\exp X) h^{-1}=\exp \operatorname{Ad}(h) X=\exp X$ says that $h$ commutes with $\exp \mathfrak{g}$. Since exp $\mathfrak{g}$ generates $G, h$ commutes with $G$. Hence $H$ is contained in the center of $G$.

## Corollary $\mathbf{1 . 1 0 3 .}$

(a) An analytic group is abelian if and only if its Lie algebra is abelian.
(b) The most general abelian analytic group $G$ is of the form $\mathbb{R}^{l} \times T^{k}$, where $T^{k}$ is a torus (a product of circle groups).
(c) The most general compact abelian analytic group is a torus.

Proof. For (a) we take $H=G$ in Proposition 1.102. Conclusion (c) is a special case of (b). To prove (b), we apply (a) and Proposition 1.100 to see that the most general simply connected abelian analytic group is $\mathbb{R}^{n}$. By Proposition 1.101, $G \cong \mathbb{R}^{n} / D$ for some discrete subgroup $D$ of $\mathbb{R}^{n}$. The subgroup $D$ must be of the form $\sum_{i=1}^{k} \mathbb{Z} v_{i}$ with the $v_{i}$ linearly independent over $\mathbb{R}$. Then (b) follows by writing $\mathbb{R}^{n}=\left(\sum_{i=1}^{k} \mathbb{R} v_{i}\right) \oplus \mathbb{R}^{n-k}$ and factoring by $D$.

Proposition 1.104. If $G$ is an analytic group and if $X$ and $Y$ are in the Lie algebra $\mathfrak{g}$, then $[X, Y]=0$ if and only if $\exp s X$ and $\exp t Y$ commute for all $s$ and $t$.

Proof. If $\exp s X$ and $\exp t Y$ commute, then $\exp (\operatorname{Ad}(\exp s X) t Y)=$ $(\exp s X)(\exp t Y)(\exp s X)^{-1}=\exp t Y$. Since exp is invertible near 0 , $\operatorname{Ad}(\exp s X) t Y=t Y$ for small $s$ and $t$. After dividing by $t$, we see that $[X, Y]=(\operatorname{ad} X) Y=\left.\frac{d}{d s} \operatorname{Ad}(\exp s X) Y\right|_{s=0}=0$.

Conversely if $[X, Y]=0$, let $\mathfrak{h}=\mathbb{R} X+\mathbb{R} Y$. Then $\mathfrak{h}$ is an abelian Lie subalgebra of $\mathfrak{g}$. Let $H$ be the corresponding analytic subgroup. By Corollary 1.103a, $H$ is abelian. Since $\exp s X$ and $\exp t Y$ are in $H$, they commute.

## 12. Complex Structures

Occasionally when working with Lie groups, we shall encounter complex structures on Lie groups or quotient spaces of Lie groups. In this
section we supply some background for this topic, and we relate complex Lie groups to complex Lie algebras. Only incidental use of this material will be made before Chapter VII, and the reader may want to postpone looking at this section carefully until it is really needed.

A complex-valued function $f=u+i v$ on an open subset of $\mathbb{C}^{n}$ is holomorphic if it is $C^{\infty}$ as an $\mathbb{R}^{2}$-valued function on an open subset of $\mathbb{R}^{2 n}$ and if the Cauchy-Riemann equations hold in each complex variable $z_{j}=x_{j}+i y_{j}:$

$$
\frac{\partial u}{\partial x_{j}}=\frac{\partial v}{\partial y_{j}} \quad \text { and } \quad \frac{\partial u}{\partial y_{j}}=-\frac{\partial v}{\partial x_{j}} .
$$

In this case it follows from the theory of one complex variable that, about each point $z_{0}$ of the domain, $f$ can be expanded in an $n$-variable power series in $z-z_{0}$ and the power series converges in any polydisc centered at $z_{0}$ in which $f$ is holomorphic. A polydisc in $\mathbb{C}^{n}$ is the product of discs in each of the $n$ variables.

Holomorphic functions are closed under addition, multiplication by complex scalars, and pointwise multiplication. They are closed under division if the denominator is nowhere 0 .

A function $f$ from an open set in $\mathbb{C}^{n}$ to $\mathbb{C}^{k}$ is holomorphic if each of the $k$ components of $f$ is holomorphic. The composition of holomorphic functions is holomorphic. Consequently we can introduce a theory of charts and atlases in the context of holomorphic functions, thereby defining the notion of complex structure for an " $n$-dimensional complex manifold" $M$. Fix $n$. The space $M$ at the start is taken to be a separable metric space, not necessarily connected. A chart is simply a pair $(U, \varphi)$, where $U$ is an open subset of $M$ and $\varphi$ is a homeomorphism of $U$ onto an open subset $\varphi(U)$ of $\mathbb{C}^{n}$. These charts are to have the following two properties:
(a) each pair of charts $\left(U_{1}, \varphi_{1}\right)$ and $\left(U_{2}, \varphi_{2}\right)$ is holomorphically compatible in the sense that $\varphi_{2} \circ \varphi_{1}^{-1}$ from the open set $\varphi_{1}\left(U_{1} \cap U_{2}\right)$ of $\mathbb{C}^{n}$ to $\varphi_{2}\left(U_{1} \cap U_{2}\right)$ is holomorphic and has a holomorphic inverse, and
(b) the system of compatible charts $(U, \varphi)$ is an atlas in the sense that the sets $U$ together cover $M$.
The atlas is called a complex structure of dimension $n$ for $M$, and $M$ with its complex structure is called a complex manifold of dimension $n$. We can then speak of holomorphic functions on open sets of $M$ by referring them to $\mathbb{C}^{n}$ via the above mappings $\varphi$, just as with smooth manifolds. More generally we can introduce the notion of a holomorphic mapping between complex manifolds.

A complex manifold is in particular a smooth manifold and therefore has a tangent space at each point. In the tangent space is a well defined "multiplication-by- $i$ " mapping. Specifically let $M$ be a complex manifold of dimension $n$, and let $\varphi=\left(z_{1}, \ldots, z_{n}\right)$ be the coordinates in a particular chart. If we write $z_{j}=x_{j}+i y_{j}$, then a basis for the tangent space at each point $p$ of the chart is $\left(\frac{\partial}{\partial x_{1}}\right)_{p}, \ldots,\left(\frac{\partial}{\partial x_{n}}\right)_{p},\left(\frac{\partial}{\partial y_{1}}\right)_{p}, \ldots,\left(\frac{\partial}{\partial y_{n}}\right)_{p}$. Define a linear transformation $J_{p}$ of the tangent space at $p$ to itself by $J_{p}\left(\frac{\partial}{\partial x_{j}}\right)_{p}=\left(\frac{\partial}{\partial y_{j}}\right)_{p}$ and $J_{p}\left(\frac{\partial}{\partial y_{j}}\right)_{p}=-\left(\frac{\partial}{\partial x_{j}}\right)_{p}$. If we put $x_{j+n}=y_{j}$ for $1 \leq j \leq n$, then the matrix of $J_{p}$ in this basis is $\left(\begin{array}{cc}0 & -1_{n} \\ 1_{n} & 0\end{array}\right)$. Let us see that $J_{p}$, as a linear map of $T_{p}(M)$ into itself, is unchanged if we start from a different chart about $p$.

Let $\psi=\left(w_{1}, \ldots, w_{n}\right)$ be the coordinates of a second chart about $p$ in $M$, and write $w_{j}=u_{j}+i v_{j}$. We think of $\psi \circ \varphi^{-1}$ as given by expressions $w_{i}=w_{i}\left(z_{1}, \ldots, z_{n}\right), 1 \leq i \leq n$. If we put $x_{j+n}=y_{j}$ for $1 \leq j \leq n$ and $u_{j+n}=v_{j}$ for $1 \leq j \leq n$, then the derivative matrix of $\psi \circ \varphi^{-1}$ at $p$ is $\left(\psi \circ \varphi^{-1}\right)_{p}^{\prime}=\left\{\left(\frac{\partial u_{i}}{\partial x_{j}}\right)_{p}\right\}$. The Cauchy-Riemann equations for $\psi \circ \varphi^{-1}$ at $p$ say that

$$
\left(\begin{array}{cc}
0 & -1_{n}  \tag{1.105}\\
1_{n} & 0
\end{array}\right)\left\{\left(\frac{\partial u_{i}}{\partial x_{j}}\right)_{p}\right\}=\left\{\left(\frac{\partial u_{i}}{\partial x_{j}}\right)_{p}\right\}\left(\begin{array}{cc}
0 & -1_{n} \\
1_{n} & 0
\end{array}\right) .
$$

On the other hand, we obtain a second equation from a linear-algebra change-of-basis formula in the vector space $T_{p}(M)$. Let $\{z\}$ and $\{w\}$ refer to the two bases, let $\binom{J_{p}}{\{z\}\{\}}$ and $\binom{J_{p}}{\{w\}\{\}}$ be the matrices of $J_{p}$ in the respective bases, and let $\binom{1}{\{w\}\{z\}}$ be the matrix of the identity transformation in the domain basis $\{z\}$ and the range basis $\{w\}$. This last matrix is detected from the formula $\frac{\partial}{\partial x_{j}}=\sum_{i} \frac{\partial u_{i}}{\partial x_{j}} \frac{\partial}{\partial u_{i}}$ and is $\left\{\left(\frac{\partial u_{i}}{\partial x_{j}}\right)_{p}\right\}$. From the linear-algebra identity $\binom{J_{p}}{\{w\}\}\}}\binom{1}{\{w\}\{z\}}=\binom{1}{\{w\}\{z\}}\binom{J_{p}}{\{z\}\{z\}}$, we therefore obtain

$$
\begin{equation*}
\binom{J_{p}}{\{w\}\}\}}\left\{\left(\frac{\partial u_{i}}{\partial x_{j}}\right)_{p}\right\}=\left\{\left(\frac{\partial u_{i}}{\partial x_{j}}\right)_{p}\right\}\binom{J_{p}}{\{z\}\{z\}} . \tag{1.106}
\end{equation*}
$$

We have arranged that $\binom{J_{p}}{\{z\}\{z\}}=\left(\begin{array}{cc}0 & -1_{n} \\ 1_{n} & 0\end{array}\right)$. Comparing (1.105) and (1.106), we therefore see that $\binom{J_{p}}{\{w\}\{w\}}=\left(\begin{array}{cc}0 & -1_{n} \\ 1_{n} & 0\end{array}\right)$. But this is the definition that we would have made had we defined $J_{p}$ in terms of the basis $\{w\}$ originally. We conclude that $J_{p}$ is independent of the basis used to define it. The map $J_{p}$ will be called the multiplication-by- $i$ mapping at $p$, and the system of
all $J_{p}$ as $p$ varies is the almost-complex structure on $M$ associated to the complex structure. At every $p$, we have $J_{p}^{2}=-1$.

Now suppose that $M$ and $N$ are complex manifolds of dimensions $n$ and $k$ and that $p$ is in $M$. Let $(U, \varphi)$ be a chart at $p$, and suppose that $\Phi: M \rightarrow N$ is smooth at $p$. Let $(V, \psi)$ be a chart at $\Phi(p)$, and write $\varphi=\left(z_{1}, \ldots, z_{n}\right)$ and $\psi=\left(w_{1}, \ldots, w_{k}\right)$. As above, write $z_{j}=x_{j}+i y_{j}$ and $w_{j}=u_{j}+i v_{j}$, and put $x_{j+n}=y_{j}$ for $1 \leq j \leq n$ and $u_{i+k}=v_{i}$ for $1 \leq i \leq k$. Then the local expression for $\Phi$ in these coordinate systems is $\psi \circ \Phi \circ \varphi^{-1}$, and we may think of $\Phi$ as given by $w_{i}=w_{i}\left(z_{1}, \ldots, z_{n}\right)$, $1 \leq i \leq k$. The function $\Phi$ will be holomorphic near $p$ if and only if the Cauchy-Riemann equations are satisfied near $p$, and these equations at $p$ say that

$$
\left(\begin{array}{cc}
0 & -1_{k} \\
1_{k} & 0
\end{array}\right)\left\{\left(\frac{\partial u_{i}}{\partial x_{j}}\right)_{p}\right\}=\left\{\left(\frac{\partial u_{i}}{\partial x_{j}}\right)_{p}\right\}\left(\begin{array}{cc}
0 & -1_{n} \\
1_{n} & 0
\end{array}\right)
$$

In view of the definition of the almost-complex structures, we can reinterpret this equation in coordinate-free notation as

$$
\begin{equation*}
J_{\Phi(p)}^{\prime} \circ d \Phi_{p}=d \Phi_{p} \circ J_{p} \tag{1.107}
\end{equation*}
$$

where $J^{\prime}$ is the almost-complex structure on $N$. Thus we have shown that a smooth function $\Phi: M \rightarrow N$ is holomorphic if and only if (1.107) holds for all $p$.

Lemma 1.108. Let $\Phi: M \rightarrow N$ and $\iota: N \rightarrow R$ be smooth functions between complex manifolds. If $\iota \circ \Phi$ is holomorphic and $\iota$ is holomorphic, one-one, and everywhere regular, then $\Phi$ is holomorphic.

Proof. Let $\left\{J_{p}\right\},\left\{J_{q}^{\prime}\right\}$, and $\left\{J_{r}^{\prime \prime}\right\}$ be the respective almost-complex structures. Since $\iota \circ \Phi$ is holomorphic, (1.107) gives $J_{\iota(\Phi(p))}^{\prime \prime} \circ d(\iota \circ \Phi)_{p}=$ $d(\iota \circ \Phi)_{p} \circ J_{p}$, which we may rewrite as

$$
\begin{equation*}
J_{\iota(\Phi(p))}^{\prime \prime} \circ d \iota_{\Phi(p)} \circ d \Phi_{p}=d \iota_{\Phi(p)} \circ d \Phi_{p} \circ J_{p} \tag{1.109}
\end{equation*}
$$

Since $\iota$ is holomorphic, $J_{\iota(x)}^{\prime \prime} \circ d \iota_{x}=d \iota_{x} \circ J_{x}^{\prime}$. Putting $x=\Phi(p)$ gives

$$
J_{\iota(\Phi(p))}^{\prime \prime} \circ d \iota_{\Phi(p)}=d \iota_{\Phi(p)} \circ J_{\Phi(p)}^{\prime}
$$

Substituting into the left side of (1.109), we obtain

$$
d \iota_{\Phi(p)} \circ J_{\Phi(p)}^{\prime} \circ d \Phi_{p}=d \iota_{\Phi(p)} \circ d \Phi_{p} \circ J_{p}
$$

Finally since $\iota$ is everywhere regular, $d \iota_{\Phi(p)}$ is one-one and can be canceled from this equality. We obtain $J_{\Phi(p)}^{\prime} \circ d \Phi_{p}=d \Phi_{p} \circ J_{p}$, which is (1.107) for $\Phi$. Thus $\Phi$ is holomorphic.

At this stage we are ready to apply the above remarks to the context of complex Lie groups. A complex Lie group is a Lie group $G$ possessing a complex analytic structure such that multiplication and inversion are holomorphic.

Proposition 1.110. If $G$ is a complex Lie group, then
(a) the complex structure induces a multiplication-by- $i$ mapping in the Lie algebra $\mathfrak{g}=T_{1}(G)$ such that $\mathfrak{g}$ becomes a Lie algebra over $\mathbb{C}$,
(b) any smooth homomorphism $\Phi: G \rightarrow H$ to another complex Lie group is holomorphic if and only if the differential at 1 is complex linear, and
(c) exp is a holomorphic mapping.

Conversely if $G$ is a Lie group whose Lie algebra admits the structure of a complex Lie algebra, then $G$ admits the structure of a complex Lie group compatibly with the multiplication-by- $i$ mapping within its Lie algebra.

Remarks. A proof of this result from first principles is possible. Nevertheless, we shall give a proof using the complex form of Ado's Theorem (Theorem B.8) from Appendix B-that any complex Lie algebra has a oneone finite-dimensional complex-linear representation. In fact, the complex Lie groups that we study will always be groups of matrices, and Ado's Theorem says nothing new about their Lie algebras.

Proof. Let $\left\{J_{p}\right\}$ be the associated almost-complex structure for $G$. We can make $\mathfrak{g}=T_{1}(G)$ into a complex vector space by defining $(a+i b) v=$ $a v+b J_{1} v$ for real $a$ and $b$.

For (a) we apply (1.107) at $p=1$ to the holomorphic mapping $\Phi(x)=$ $g x g^{-1}$ of $G$ into itself, obtaining $J_{1} \circ \operatorname{Ad}(g)=\operatorname{Ad}(g) \circ J_{1}$. This equality says that each $\operatorname{Ad}(g)$ is complex linear as a mapping of $\mathfrak{g}$ into itself. Replacing $g$ by $\exp t X$, differentiating at $t=0$, and applying Proposition 1.91, we see that ad $X$ is complex linear. Thus the multiplication by complex scalars is compatible with the bracket operation, and $\mathfrak{g}$ is a complex Lie algebra.

For (b) the necessity is immediate from (1.107). For the sufficiency let $\left\{J_{q}^{\prime}\right\}$ be the almost-complex structure for $H$. The assumption is that

$$
\begin{equation*}
J_{1}^{\prime} \circ d \Phi_{1}=d \Phi_{1} \circ J_{1} . \tag{1.111}
\end{equation*}
$$

We have

$$
\begin{equation*}
d \Phi_{p}=\left(d L_{\Phi(p)}^{H}\right)_{1} \circ d \Phi_{1} \circ\left(d L_{p^{-1}}^{G}\right)_{p}, \tag{1.112}
\end{equation*}
$$

where $L_{p^{-1}}^{G}$ and $L_{\Phi(p)}^{H}$ indicate left translations in $G$ and $H$, respectively. Since left translations are holomorphic in $G$ and $H$, we have

$$
\begin{align*}
J_{1} \circ\left(d L_{p^{-1}}^{G}\right)_{p} & =\left(d L_{p^{-1}}^{G}\right)_{p} \circ J_{p}  \tag{1.113}\\
J_{\Phi(p)}^{\prime} \circ\left(d L_{\Phi(p)}^{H}\right)_{1} & =\left(d L_{\Phi(p)}^{H}\right)_{1} \circ J_{1}^{\prime}
\end{align*}
$$

If we substitute from (1.112) into the two sides of (1.107) and use (1.111) and (1.113) to commute $J$ and $J^{\prime}$ into position, we see that the two sides of (1.107) are equal. Therefore $\Phi$ is holomorphic.

For (c) we may assume that $G$ is connected. We shall use Ado's Theorem (Theorem B.8) to be able to regard $G$ as an analytic subgroup of some $G L(N, \mathbb{C})$. More precisely Ado's Theorem produces, since $\mathfrak{g}$ is complex, a one-one finite-dimensional complex-linear representation $\mathfrak{g} \hookrightarrow \mathfrak{g l}(N, \mathbb{C})$ for some $N$. Let $G^{\prime}$ be the corresponding analytic subgroup of $G L(N, \mathbb{C})$, so that $G$ and $G^{\prime}$ are locally isomorphic. If $\widetilde{G}$ is a universal covering group of $G$, then $G^{\prime} \cong \widetilde{G} / D$ for some central discrete subgroup of $\widetilde{G}$, by Proposition 1.101. We can transport the complex structure from $G$ to $\widetilde{G}$ and then from $\widetilde{G}$ to $G^{\prime}$. The exponential mappings are compatible for $G$, $\widetilde{G}$, and $G^{\prime}$, and thus it is enough to prove that the exponential mapping for any one of them is holomorphic. Thus we may assume from the outset that $G$ is an analytic subgroup of $G L(N, \mathbb{C})$.

We know that the exponential mapping $\exp _{G}$ for $G$ is smooth from $\mathfrak{g}$ into $G$, and Lemma 1.108 shows that we want $\iota \circ \exp _{G}$ to be holomorphic, where $\iota: G \rightarrow G L(N, \mathbb{C})$ denotes the inclusion. The exponential map for $G L(N, \mathbb{C})$ is $e^{(\cdot)}$ by Proposition 1.84, and (1.82) gives

$$
\begin{equation*}
e^{(\cdot)} \circ d \iota_{1}=\iota \circ \exp _{G} . \tag{1.114}
\end{equation*}
$$

Being given by a convergent power series, $e^{(\cdot)}$ is holomorphic from $\mathfrak{g l}(N, \mathbb{C})$ into $G L(N, \mathbb{C})$, and hence so is its restriction $e^{(\cdot)} \circ d \iota_{1}$. Thus the left side of (1.114) is holomorphic, and hence so is the right side. This proves (c).

For the converse we argue with Ado's Theorem as in the proof of (c) that there is no loss of generality in assuming that $G$ is an analytic subgroup of $G L(N, \mathbb{C})$ and that the Lie algebra $\mathfrak{g}$ of $G$ is a complex Lie subalgebra of $\mathfrak{g l}(N, \mathbb{C})$. Let $\exp _{G}$ be the exponential function for $G$, and, in view of Proposition 1.84, denote the exponential function for $G L(N, \mathbb{C})$ by $e^{(\cdot)}$.

The remainder of the proof is a variant of the last part of the proof of Theorem 0.15 . Let $\mathfrak{s}$ be a complex subspace of $\mathfrak{g l}(N, \mathbb{C})$ such that $\mathfrak{g l}(N, \mathbb{C})=\mathfrak{g} \oplus \mathfrak{s}$. Choose open balls $U_{1}$ and $U_{2}$ small enough about 0 in $\mathfrak{g}$ and $\mathfrak{s}$ so that $\exp _{G}$ is a diffeomorphism of $U_{1}$ onto an open subset $V_{1}$ of $G$
and $e^{(\cdot)}$ is a holomorphic diffeomorphism of $U_{1} \times U_{2}$ onto an open subset $V$ of $G L(N, \mathbb{C})$. To define a complex structure for $G$, we form the system of charts $\left(L_{g} V_{1}, \exp _{G}^{-1} \circ L_{g}^{-1}\right)$ indexed by $g \in G$. Take two of the charts that overlap, say $\left(L_{g} V_{1}, \exp _{G}^{-1} \circ L_{g}^{-1}\right)$ and $\left(L_{h} V_{1}, \exp _{G}^{-1} \circ L_{h}^{-1}\right)$, and let

$$
W=L_{g} V_{1} \cap L_{h} V_{1} \quad \text { and } \quad W^{\#}=L_{g} V \cap L_{h} V .
$$

Define $U$ and $U^{\prime}$ to be the images of $W$ in the complex vector space $\mathfrak{g}$,

$$
U=\exp _{G}^{-1} \circ L_{g}^{-1}(W) \quad \text { and } \quad U^{\prime}=\exp _{G}^{-1} \circ L_{h}^{-1}(W),
$$

and let $U^{\#}$ and $U^{\prime \#}$ be the images of $W^{\#}$ in the complex vector space $\mathfrak{g l (}(N, \mathbb{C})$,

$$
U^{\#}=\left(e^{(\cdot)}\right)^{-1} \circ L_{g}^{-1}\left(W^{\#}\right) \quad \text { and } \quad U^{\prime \#}=\left(e^{(\cdot)}\right)^{-1} \circ L_{h}^{-1}\left(W^{\#}\right) .
$$

The sets $U$ and $U^{\prime}$ are open subsets of $U_{1} \subseteq \mathfrak{g}$, and the sets $U^{\#}$ and $U^{\prime \#}$ are open subsets of $U_{1} \times U_{2} \subseteq \mathfrak{g l}(N, \mathbb{C})$. We are to check that

$$
\begin{equation*}
\left(\exp _{G}^{-1} \circ L_{h}^{-1}\right) \circ\left(\exp _{G}^{-1} \circ L_{g}^{-1}\right)^{-1} \tag{1.115}
\end{equation*}
$$

is holomorphic as a map of $U$ onto $U^{\prime}$, i.e., as a map of $U \times\{1\}$ onto $U^{\prime} \times\{1\}$. Since $U \subseteq U^{\#}$, the map (1.115) is the restriction to an open set of a lower-dimensional $\mathbb{C}^{n}$ of the map $\left(\left(e^{(\cdot)}\right)^{-1} \circ L_{h}^{-1}\right) \circ\left(\left(e^{(\cdot)}\right)^{-1} \circ L_{g}^{-1}\right)^{-1}$ from $U^{\#}$ onto $U^{\prime \#}$, and the latter map is known to be holomorphic. Thus the map of $U$ onto $U^{\prime}$ is holomorphic, and we conclude that $G$ is a complex manifold.

The construction is arranged so that the inclusion $\iota: G \rightarrow G L(N, \mathbb{C})$ is holomorphic and so that the almost-complex structure for $G$ yields the expected multiplication-by- $i$ map for $\mathfrak{g}$. To prove that $G$ is a complex Lie group, we are to show that multiplication and inversion are holomorphic. If $m_{G}$ and $m$ denote multiplication in $G$ and $G L(N, \mathbb{C})$, then $\iota \circ m_{G}=$ $m \circ(\iota \times \imath)$. The right side is holomorphic, and hence so is the left side. By Lemma 1.108, $m_{G}$ is holomorphic. Similarly inversion within $G$ is holomorphic.

Corollary 1.116. Within the complex Lie group $G$ with Lie algebra $\mathfrak{g}$, suppose that $H$ is an analytic subgroup whose Lie algebra is closed under the multiplication-by- $i$ mapping for $\mathfrak{g}$. Then canonical coordinates of the first kind define charts on $H$ that make $H$ into a complex manifold, and
multiplication and inversion are holomorphic. This complex structure for $H$ is uniquely determined by the conditions that
(a) the inclusion $H \hookrightarrow G$ is holomorphic and
(b) whenever $\Phi: M \rightarrow G$ is a holomorphic function on a complex manifold $M$ such that $\Phi(M) \subseteq H$, then $\Phi: M \rightarrow H$ is holomorphic.

REMARK. This result may be derived as a corollary of the previous proposition or as a corollary of its proof. We follow the easier route and derive it as a corollary of the proof.

Proof. The complex manifold structure for $H$ is established by the same argument as in the converse part of Proposition 1.110, except that the roles of $G$ and $G L(N, \mathbb{C})$ there are played by $H$ and $G$ here. That proof establishes also that multiplication and inversion in $H$ are holomorphic and that condition (a) holds. Condition (b) follows from Lemma 1.108.

Let $H_{1}$ and $H_{2}$ be two versions of the group $H$ endowed with complex structures such that (a) and (b) hold. The identity map from $H_{1}$ to $H_{2}$ is holomorphic into $G$ by (a) and therefore, by (b), is holomorphic into $\mathrm{H}_{2}$. Reversing the roles of $H_{1}$ and $H_{2}$, we see that the identity map from $H_{2}$ to $H_{1}$ is holomorphic. Therefore $H_{1}$ and $H_{2}$ have the same complex structure.

## 13. Aside on Real-analytic Structures

We mentioned in $\S 10$ that Lie groups may be treated as smooth manifolds or as real-analytic manifolds. Although this result is of importance in the advanced theory of Lie groups, it does not play a role in this book. At this time the reader may therefore want to skip this section, where this relationship is explained in more detail.

A complex-valued function $f$ on an open subset $U$ of $\mathbb{R}^{n}$ is real analytic if there is a holomorphic function $F$ on an open subset $V$ of $\mathbb{C}^{n}$ such that $U=V \cap \mathbb{R}^{n}$ and $f=\left.F\right|_{U}$. Real-analytic functions are in particular smooth and have convergent multiple power series expansions about each point of their domain-the convergence of the series being in a rectangular set centered at the point in question. The existence of these convergent series characterizes the functions. In particular every holomorphic function is real analytic when $\mathbb{C}^{n}$ is viewed as $\mathbb{R}^{2 n}$. Real-analytic functions are closed under the operations of arithmetic except for division by 0 . We define vectorvalued real-analytic functions in the expected way, and the composition of such functions is again real analytic. We can therefore define compatible
real-analytic charts and obtain the notion of a real-analytic manifold. The analog of Lemma 1.108 is valid-that if $\Phi: M \rightarrow N$ and $\iota: N \rightarrow R$ are smooth functions between real-analytic manifolds, if $\iota \circ \Phi$ is real analytic, and if $\iota$ is real analytic, one-one, and everywhere regular, then $\Phi$ is real analytic.

Proposition 1.117. Each Lie group admits the structure of a real-analytic manifold in one and only one way such that multiplication and inversion are real analytic. In this case the exponential function is real analytic.

REMARK. This result may be proved from first principles, but we shall give a proof that uses the real form of Ado's Theorem (Theorem B.8) in Appendix B. This form of Ado's Theorem says that each real Lie algebra has a one-one finite-dimensional representation on a complex vector space.

Proof. The proof proceeds in the style of the converse part of Proposition 1.110. Let $G$ be given, and let $\mathfrak{g}$ be its Lie algebra. We may assume that $G$ is connected. Ado's Theorem allows us to regard $\mathfrak{g}$ as a real subalgebra of some $\mathfrak{g l}(N, \mathbb{C})$. Let $G^{\prime}$ be the analytic subgroup of $G L(N, \mathbb{C})$ with Lie algebra $\mathfrak{g}$. If $\widetilde{G}$ is a universal covering group of $G$, then $G^{\prime} \cong \widetilde{G} / D$ for some central discrete subgroup $D$. If a real-analytic structure is introduced on $G^{\prime}$, it can be transported to $\widetilde{G}$ and then to $G$. So it is enough to prove the proposition for $G^{\prime}$.

Changing notation, we may assume from the outset that $G$ is an analytic subgroup of $G L(N, \mathbb{C})$. Adjusting the proof of Proposition 1.110 only slightly, let $\mathfrak{s}$ be a real subspace of $\mathfrak{g l}(N, \mathbb{C})$ such that $\mathfrak{g l}(N, \mathbb{C})=\mathfrak{g} \oplus \mathfrak{s}$. Choose open balls $U_{1}$ and $U_{2}$ small enough about 0 in $\mathfrak{g}$ and $\mathfrak{s}$ so that $\exp _{G}$ is a diffeomorphism of $U_{1}$ onto an open subset $V_{1}$ of $G$ and $e^{(\cdot)}$ is a real-analytic diffeomorphism of $U_{1} \times U_{2}$ onto an open subset of $V$. To define a real-analytic structure for $G$, we form the system of charts ( $L_{g} V_{1}, \exp _{G}^{-1} \circ L_{g}^{-1}$ ) indexed by $g \in G$. Adjusting the proof of Proposition 1.110 so that holomorphic functions get replaced by real-analytic functions, we see that these charts are real-analytically compatible, and we conclude that $G$ is a real-analytic manifold.

The construction is arranged so that the inclusion $\iota: G \rightarrow G L(N, \mathbb{C})$ is real analytic. We still need to show that multiplication and inversion are real analytic. If $m_{G}$ and $m$ denote multiplication in $G$ and $G L(N, \mathbb{C})$, then $\iota m_{G}=m \circ(\iota \times \iota)$. The right side is real analytic, and hence so is the left side. By the real-analytic version of Lemma 1.108, $m_{G}$ is real analytic. Similarly inversion within $G$ is real analytic.

## 14. Automorphisms and Derivations

In this section, $\mathfrak{g}$ denotes a finite-dimensional Lie algebra over $\mathbb{R}$ or $\mathbb{C}$.
First we define automorphisms. An automorphism of a Lie algebra is an invertible linear map $L$ that preserves brackets: $[L(X), L(Y)]=L[X, Y]$. For example if $\mathfrak{g}$ is the (real) Lie algebra of a Lie group $G$ and if $g$ is in $G$, then $\operatorname{Ad}(g)$ is an automorphism of $\mathfrak{g}$.

If $\mathfrak{g}$ is real, let $\mathrm{Aut}_{\mathbb{R}} \mathfrak{g} \subseteq G L_{\mathbb{R}}(\mathfrak{g})$ be the subgroup of $\mathbb{R}$ linear automorphisms of $\mathfrak{g}$. This is a closed subgroup of a general linear group, hence a Lie group. If $\mathfrak{g}$ is complex, we can regard

$$
\operatorname{Aut}_{\mathbb{C}} \mathfrak{g} \subseteq G L_{\mathbb{C}}(\mathfrak{g}) \subseteq G L_{\mathbb{R}}\left(\mathfrak{g}^{\mathbb{R}}\right)
$$

the subscript $\mathbb{C}$ referring to complex linearity and $\mathfrak{g}^{\mathbb{R}}$ denoting the underlying real Lie algebra of $\mathfrak{g}$ as in $\S 3$. But also we have the option of regarding $\mathfrak{g}$ as the real Lie algebra $\mathfrak{g}^{\mathbb{R}}$ directly. Then we have

$$
\operatorname{Aut}_{\mathbb{C}} \mathfrak{g} \subseteq \operatorname{Aut}_{\mathbb{R}} \mathfrak{g}^{\mathbb{R}} \subseteq G L_{\mathbb{R}}\left(\mathfrak{g}^{\mathbb{R}}\right)
$$

Lemma 1.118. If $a$ is an automorphism of $\mathfrak{g}$ and if $X$ is in $\mathfrak{g}$, then $\operatorname{ad}(a X)=a(\operatorname{ad} X) a^{-1}$.

Proof. We have $\operatorname{ad}(a X) Y=[a X, Y]=a\left[X, a^{-1} Y\right]=\left(a(\operatorname{ad} X) a^{-1}\right) Y$.
Proposition 1.119. If $B$ is the Killing form of $\mathfrak{g}$ and if $a$ is an automorphism of $\mathfrak{g}$, then $B(a X, a Y)=B(X, Y)$ for all $X$ and $Y$ in $\mathfrak{g}$.

Proof. By Lemma 1.118 we have

$$
\begin{aligned}
B(a X, a Y) & =\operatorname{Tr}(\operatorname{ad}(a X) \operatorname{ad}(a Y)) \\
& =\operatorname{Tr}\left(a(\operatorname{ad} X) a^{-1} a(\operatorname{ad} Y) a^{-1}\right) \\
& =\operatorname{Tr}((\operatorname{ad} X)(\operatorname{ad} Y)) \\
& =B(X, Y),
\end{aligned}
$$

as required.
Next we recall that derivations of the Lie algebra $\mathfrak{g}$ were defined in (1.2). In $\S 4$ we introduced Der $\mathfrak{g}$ as the Lie algebra of all derivations of $\mathfrak{g}$. If $\mathfrak{g}$ is real, then Der $\mathfrak{g}$ has just one interpretation, namely the Lie subalgebra $\operatorname{Der}_{\mathbb{R}} \mathfrak{g} \subseteq \operatorname{End}_{\mathbb{R}} \mathfrak{g}$. If $\mathfrak{g}$ is complex, then two interpretations are possible, namely as $\operatorname{Der}_{\mathbb{R}} \mathfrak{g}^{\mathbb{R}} \subseteq \operatorname{End}_{\mathbb{R}}\left(\mathfrak{g}^{\mathbb{R}}\right)$ or as $\operatorname{Der}_{\mathbb{C}} \mathfrak{g} \subseteq \operatorname{End}_{\mathbb{C}}(\mathfrak{g}) \subseteq \operatorname{End}_{\mathbb{R}}\left(\mathfrak{g}^{\mathbb{R}}\right)$.

Proposition 1.120. If $\mathfrak{g}$ is real, the Lie algebra of $\operatorname{Aut}_{\mathbb{R}} \mathfrak{g}$ is $\operatorname{Der}_{\mathbb{R}} \mathfrak{g}$. If $\mathfrak{g}$ is complex, the Lie algebra of $\operatorname{Aut}_{\mathbb{C}} \mathfrak{g}$ is $\operatorname{Der}_{\mathbb{C}} \mathfrak{g}$. In either case the Lie algebra contains ad $\mathfrak{g}$.

Proof. First let $\mathfrak{g}$ be real. If $c(t)$ is a curve of automorphisms having $c(0)=1$ and $c^{\prime}(0)=l$, then $c(t)[X, Y]=[c(t) X, c(t) Y]$ implies $l[X, Y]=[l(X), Y]+[X, l(Y)]$. Hence the Lie algebra in question is a Lie subalgebra of $\operatorname{Der}_{\mathbb{R}}(\mathfrak{g})$. For the reverse direction, we show that $l \in \operatorname{Der}_{\mathbb{R}}(\mathfrak{g})$ implies that $e^{t l}$ is in $\operatorname{Aut}_{\mathbb{R}} \mathfrak{g}$, so that $\operatorname{Der}_{\mathbb{R}} \mathfrak{g}$ is a Lie subalgebra of the Lie algebra in question. Thus consider

$$
y_{1}(t)=e^{t l}[X, Y] \quad \text { and } \quad y_{2}(t)=\left[e^{t l} X, e^{t l} Y\right]
$$

as two curves in the real vector space $\mathfrak{g}$ with value $[X, Y]$ at $t=0$. For any $t$ we have

$$
y_{1}^{\prime}(t)=l e^{t l}[X, Y]=l y_{1}(t)
$$

and

$$
\begin{array}{rlr}
y_{2}^{\prime}(t) & =\left[l e^{t l} X, e^{t l} Y\right]+\left[e^{t l} X, l e^{t l} Y\right] & \\
& =l\left[e^{t l} X, e^{t l} Y\right] & \text { by the derivation property } \\
& =l y_{2}(t) . &
\end{array}
$$

Then $e^{t l}[X, Y]=\left[e^{t l} X, e^{t l} Y\right]$ by the uniqueness theorem for linear systems of ordinary differential equations.

If $\mathfrak{g}$ is complex, then the Lie algebra of $\operatorname{Aut}_{\mathbb{C}} \mathfrak{g}$ is contained in $\operatorname{Der}_{\mathbb{R}} \mathfrak{g}^{\mathbb{R}}$ by the above, and it is contained in $\operatorname{End}_{\mathbb{C}} \mathfrak{g}$, which is the Lie algebra of $G L_{\mathbb{C}}(\mathfrak{g})$. Hence the Lie algebra in question is contained in their intersection, which is $\operatorname{Der}_{\mathbb{C}} \mathfrak{g}$. In the reverse direction, if $l$ is in $\operatorname{Der}_{\mathbb{C}} \mathfrak{g}$, then $e^{t l}$ is contained in $A \operatorname{tut}_{\mathbb{R}} \mathfrak{g}^{\mathbb{R}}$ by the above, and it is contained in $G L_{\mathbb{C}}(\mathfrak{g})$ also. Hence it is contained in the intersection, which is $\mathrm{Aut}_{\mathbb{C}} \mathfrak{g}$.

Finally $\mathrm{ad} \mathfrak{g}$ is a Lie subalgebra of the Lie algebra of derivations, as a consequence of (1.8).

Define Int $\mathfrak{g}$ to be the analytic subgroup of Aut $_{\mathbb{R}} \mathfrak{g}$ with Lie algebra ad $\mathfrak{g}$. If $\mathfrak{g}$ is complex, the definition is unaffected by using Aut $_{\mathbb{C}} \mathfrak{g}$ instead of $\operatorname{Aut}_{\mathbb{R}} \mathfrak{g}^{\mathbb{R}}$ as the ambient group, since ad $\mathfrak{g}$ is the same set of transformations as ad $\mathfrak{g}^{\mathbb{R}}$.

The analytic group Int $\mathfrak{g}$ is a universal version of the group of inner automorphisms. To be more precise, let us think of $\mathfrak{g}$ as real. Suppose $\mathfrak{g}$
is the Lie algebra of a Lie group $G$. As usual, we define $\operatorname{Ad}(g)$ to be the differential at the identity of the inner automorphism $x \mapsto g x g^{-1}$. Then Proposition 1.89 shows that $g \mapsto \operatorname{Ad}(g)$ is a smooth homomorphism of $G$ into $A u t_{\mathbb{R}} \mathfrak{g}$, and we may regard $\operatorname{Ad}(G)$ as a Lie subgroup of $A u t_{\mathbb{R}} \mathfrak{g}$. As such, its Lie algebra is ad $\mathfrak{g}$. By definition the analytic subgroup of $\operatorname{Aut}_{\mathbb{R}}(\mathfrak{g})$ with Lie algebra ad $\mathfrak{g}$ is Int $\mathfrak{g}$. Thus Int $\mathfrak{g}$ is the identity component of $\operatorname{Ad}(G)$ and equals $\operatorname{Ad}(G)$ if $G$ is connected. In this sense Int $\mathfrak{g}$ is a universal version of $\operatorname{Ad}(G)$ that can be defined without reference to a particular group $G$.

EXAMPLE. If $\mathfrak{g}=\mathbb{R}^{2}$, then $\operatorname{Aut}_{\mathbb{R}} \mathfrak{g}=G L_{\mathbb{R}}(\mathfrak{g})$ and $\operatorname{Der}_{\mathbb{R}} \mathfrak{g}=\operatorname{End}_{\mathbb{R}} \mathfrak{g}$. Also ad $\mathfrak{g}=0$, and so Int $\mathfrak{g}=\{1\}$. In particular Int $\mathfrak{g}$ is strictly smaller than the identity component of $\mathrm{Aut}_{\mathbb{R}} \mathfrak{g}$ for this example.

Proposition 1.121. If $\mathfrak{g}$ is semisimple (real or complex), then $\operatorname{Der} \mathfrak{g}=$ ad $\mathfrak{g}$.

Proof. Let $D$ be a derivation of $\mathfrak{g}$. By Cartan's Criterion (Theorem 1.45) the Killing form $B$ is nondegenerate. Thus we can find $X$ in $\mathfrak{g}$ with $\operatorname{Tr}(D$ ad $Y)=B(X, Y)$ for all $Y \in \mathfrak{g}$. The derivation property

$$
[D Y, Z]=D[Y, Z]-[Y, D Z]
$$

can be rewritten as

$$
\operatorname{ad}(D Y)=[D, \operatorname{ad} Y] .
$$

Therefore

$$
\begin{aligned}
B(D Y, Z) & =\operatorname{Tr}(\operatorname{ad}(D Y) \operatorname{ad} Z) & & \\
& =\operatorname{Tr}([D, \operatorname{ad} Y] \operatorname{ad} Z) & & \\
& =\operatorname{Tr}(D \operatorname{ad}[Y, Z]) & & \text { by expanding both sides } \\
& =B(X,[Y, Z]) & & \text { by definition of } X \\
& =B([X, Y], Z) & & \text { by invariance of } B \text { as in (1.19). }
\end{aligned}
$$

By a second application of nondegeneracy of $B, D Y=[X, Y]$. Thus $D=\operatorname{ad} X$.

## 15. Semidirect Products of Lie Groups

In §4 we introduced semidirect products of Lie algebras. Now we shall introduce a parallel theory of semidirect products of Lie groups and make the correspondence with the theory for Lie algebras.

Proposition 1.122. If $G$ is a Lie group with $G=H_{1} \oplus H_{2}$ as Lie groups (i.e., simultaneously as groups and manifolds) and if $\mathfrak{g}, \mathfrak{h}_{1}$, and $\mathfrak{h}_{2}$ are the respective Lie algebras, then $\mathfrak{g}=\mathfrak{h}_{1} \oplus \mathfrak{h}_{2}$ with $\mathfrak{h}_{1}$ and $\mathfrak{h}_{2}$ as ideals in $\mathfrak{g}$. Conversely if $H_{1}$ and $H_{2}$ are analytic subgroups of $G$ whose Lie algebras satisfy $\mathfrak{g}=\mathfrak{h}_{1} \oplus \mathfrak{h}_{2}$ and if $G$ is connected and simply connected, then $G=H_{1} \oplus H_{2}$ as Lie groups.

Proof. For the direct part, $H_{1}$ and $H_{2}$ are closed and normal. Hence they are Lie subgroups, and their Lie algebras are ideals in $\mathfrak{g}$. The vector space direct sum relationship depends only on the product structure of the manifold $G$.

For the converse the inclusions of $H_{1}$ and $H_{2}$ into $G$ give us a smooth homomorphism $H_{1} \oplus H_{2} \rightarrow G$. On the other hand, the isomorphism of $\mathfrak{g}$ with $\mathfrak{h}_{1} \oplus \mathfrak{h}_{2}$, in combination with the fact that $G$ is connected and simply connected, gives us a homomorphism $G \rightarrow H_{1} \oplus H_{2}$. The composition of the two group homomorphisms in either order has differential the identity and is therefore the identity homomorphism.

As in $\S 4$ the next step is to expand the theory of direct sums to a theory of semidirect products. Let $G$ and $H$ be Lie groups. We say that $G$ acts on $H$ by automorphisms if a smooth map $\tau: G \times H \rightarrow H$ is specified such that $g \mapsto \tau(g, \cdot)$ is a homomorphism of $G$ into the abstract group of automorphisms of $H$. In this case the semidirect product $G \times_{\tau} H$ is the Lie group with $G \times H$ as its underlying manifold and with multiplication and inversion given by

$$
\begin{align*}
\left(g_{1}, h_{1}\right)\left(g_{2}, h_{2}\right) & =\left(g_{1} g_{2}, \tau\left(g_{2}^{-1}, h_{1}\right) h_{2}\right) \\
(g, h)^{-1} & =\left(g^{-1}, \tau\left(g, h^{-1}\right)\right) . \tag{1.123}
\end{align*}
$$

(To understand the definition of multiplication, think of the formula as if it were written $g_{1} h_{1} g_{2} h_{2}=g_{1} g_{2}\left(g_{2}^{-1} h_{1} g_{2}\right) h_{2}$.) A little checking shows that this multiplication is associative. Then $G \times_{\tau} H$ is a Lie group, $G$ and $H$ are closed subgroups, and $H$ is normal.

Example. Let $G=S O(n), H=\mathbb{R}^{n}$, and $\tau(r, x)=r(x)$. Then $G \times{ }_{\tau} H$ is the group of translations and rotations (with arbitrary center) in $\mathbb{R}^{n}$.

Let us compute the Lie algebra of a semidirect product $G \times_{\tau} H$. We consider the differential $\bar{\tau}(g)$ of $\tau(g, \cdot)$ at the identity of $H$. Then $\bar{\tau}(g)$ is
a Lie algebra isomorphism of $\mathfrak{h}$. As with Ad in $\S 10$, we find that

$$
\bar{\tau} \text { is smooth into } G L(\mathfrak{h})
$$

$$
\bar{\tau}\left(g_{1} g_{2}\right)=\bar{\tau}\left(g_{1}\right) \bar{\tau}\left(g_{2}\right)
$$

Thus $\bar{\tau}$ is a smooth homomorphism of $G$ into Aut $_{\mathbb{R}} \mathfrak{h}$. Its differential $d \bar{\tau}$ is a homomorphism of $\mathfrak{g}$ into $\operatorname{Der}_{\mathbb{R}} \mathfrak{h}$, by Proposition 1.120 , and Proposition 1.22 allows us to form the semidirect product of Lie algebras $\mathfrak{g} \oplus_{d \bar{\tau}} \mathfrak{h}$.

Proposition 1.124. The Lie algebra of $G \times_{\tau} H$ is $\mathfrak{g} \oplus_{d \bar{\tau}} \mathfrak{h}$.
Proof. The tangent space at the identity of $G \times_{\tau} H$ is $\mathfrak{g} \oplus \mathfrak{h}$ as a vector space, and the inclusions of $G$ and $H$ into $G \times_{\tau} H$ exhibit the bracket structure on $\mathfrak{g}$ and $\mathfrak{h}$ as corresponding to the respective bracket structures on $(\mathfrak{g}, 0)$ and $(0, \mathfrak{h})$. We have to check the brackets of members of $(\mathfrak{g}, 0)$ with members of $(0, \mathfrak{h})$. Let $X$ be in $\mathfrak{g}$, let $Y$ be in $\mathfrak{h}$, and write $\widetilde{X}=(X, 0)$ and $\widetilde{Y}=(0, Y)$. Then

$$
\begin{array}{rlrl}
\exp (\operatorname{Ad}(\exp t \tilde{X}) s \tilde{Y}) & =(\exp t \tilde{X})(\exp s \tilde{Y})(\exp t \tilde{X})^{-1} & & \text { by }(1.82) \\
& =(\exp t X, 1)(1, \exp s Y)(\exp t X, 1) & \\
& =(1, \tau(\exp t X, \exp s Y)) & & \text { by }(1.123) .
\end{array}
$$

For fixed $t$, both sides are one-parameter groups, and the corresponding identity on the Lie algebra level is

$$
\operatorname{Ad}(\exp t \tilde{X}) \tilde{Y}=(0, \bar{\tau}(\exp t X) Y)
$$

Differentiating with respect to $t$ and putting $t=0$, we obtain

$$
[\tilde{X}, \tilde{Y}]=(\operatorname{ad} \tilde{X})(\tilde{Y})=(0, d \bar{\tau}(X) Y)
$$

by Proposition 1.91. This completes the proof.
Theorem 1.125. Let $G$ and $H$ be simply connected analytic groups with Lie algebras $\mathfrak{g}$ and $\mathfrak{h}$, respectively, and let $\pi: \mathfrak{g} \rightarrow$ Der $\mathfrak{h}$ be a Lie algebra homomorphism. Then there exists a unique action $\tau$ of $G$ on $H$ by automorphisms such that $d \bar{\tau}=\pi$, and $G \times{ }_{\tau} H$ is a simply connected analytic group with Lie algebra $\mathfrak{g} \oplus_{\pi} \mathfrak{h}$.

PROOF OF UNIQUENESS. If there exists an action $\tau$ with $d \bar{\tau}=\pi$, then $G \times_{\tau} H$ is a simply connected group and has Lie algebra $\mathfrak{g} \oplus_{\pi} \mathfrak{h}$, by Proposition 1.124. If $\tau^{\prime}$ is an action different from $\tau$, then $\bar{\tau} \neq \bar{\tau}^{\prime}$ for some $g$, and consequently $d \bar{\tau} \neq d \bar{\tau}^{\prime}$. Uniqueness follows.

Proof of existence. Since $G$ is simply connected, we can find a smooth $\bar{\tau}: G \rightarrow$ Auth such that $d \bar{\tau}=\pi$. For fixed $g \in G$, the map $\bar{\tau}(g): \mathfrak{h} \rightarrow \mathfrak{h}$ is an automorphism. Since $H$ is simply connected, there exists an automorphism $\tau(g)$ of $H$ such that $d(\tau(g))=\bar{\tau}(g)$. Since $\tau\left(g_{1} g_{2}\right)$ and $\tau\left(g_{1}\right) \tau\left(g_{2}\right)$ both have $\bar{\tau}\left(g_{1} g_{2}\right)$ as differential, we see that $\tau\left(g_{1} g_{2}\right)=$ $\tau\left(g_{1}\right) \tau\left(g_{2}\right)$. Thus $\tau$ is a homomorphism of $G$ into Aut $H$.

We are to prove that $\tau: G \times H \rightarrow H$ is smooth. First we observe that $\tau^{\prime}: G \times \mathfrak{h} \rightarrow \mathfrak{h}$ given by $\tau^{\prime}(g, Y)=\bar{\tau}(g) Y$ is smooth. In fact, we choose a basis $Y_{i}$ of $\mathfrak{h}$ and write $\bar{\tau}(g) Y_{j}=\sum_{i} c_{i j}(g) Y_{i}$. If $Y=\sum_{j} a_{j} Y_{j}$, then $\tau^{\prime}(g, Y)=\sum_{i, j} c_{i j}(g) a_{j} Y_{i}$, and this is smooth as a function of the pair ( $g,\left\{a_{j}\right\}$ ).

Next we have $\tau(g, \exp Y)=\exp \bar{\tau}(g) Y=\exp \tau^{\prime}(g, Y)$. Choose an open neighborhood $W^{\prime}$ of 0 in $\mathfrak{h}$ such that exp is a diffeomorphism of $W^{\prime}$ onto an open set $W$ in $H$. Then $\tau$ is smooth on $G \times W$, being the composition

$$
(g, \exp Y) \mapsto(g, Y) \mapsto \tau^{\prime}(g, Y) \mapsto \exp \tau^{\prime}(g, Y) .
$$

For $h \in H$, define $\tau^{h}: G \rightarrow H$ by $\tau^{h}=\tau(\cdot, h)$. To see that $\tau^{h}$ is smooth, write $h=h_{1} \cdots h_{k}$ with $h_{i} \in W$. Since $\tau(g, \cdot)$ is an automorphism, $\tau^{h}(g)=\tau^{h_{1}}(g) \cdots \tau^{h_{k}}(g)$. Each $\tau^{h_{i}}(\cdot)$ is smooth, and thus $\tau^{h}$ is smooth. Finally $\left.\tau\right|_{G \times W h}$ is the composition

$$
G \times W h \xrightarrow{1 \times \text { translation }} G \times W \xrightarrow{\tau \times \tau^{h}} H \times H \xrightarrow{\text { multipicication }} H
$$

given by

$$
(g, w h) \mapsto(g, w) \mapsto\left(\tau(g, w), \tau^{h}(g)\right) \mapsto \tau(g, w) \tau(g, h)=\tau(g, w h),
$$

and so $\tau$ is smooth.

A Lie group is said to be solvable, nilpotent, or semisimple if it is connected and if its Lie algebra is solvable, nilpotent, or semisimple, respectively. (Occasionally an author will allow one or more of these terms to refer to a disconnected group, but we shall not do so. By contrast "reductive Lie groups," which will be defined in Chapter VII, will be allowed a certain amount of disconnectedness.) For the rest of this chapter, we shall consider special properties of solvable, nilpotent, and semisimple Lie groups.

Corollary 1.126. If $\mathfrak{g}$ is a finite-dimensional solvable Lie algebra over $\mathbb{R}$, then there exists a simply connected analytic group with Lie algebra $\mathfrak{g}$, and $G$ is diffeomorphic to a Euclidean space via canonical coordinates of the second kind. Moreover, there exists a sequence of closed simply connected analytic subgroups

$$
G=G_{0} \supseteq G_{1} \supseteq \cdots \supseteq G_{n-1} \supseteq G_{n}=\{1\}
$$

such that $G_{i}$ is a semidirect product $G_{i}=\mathbb{R}^{1} \times_{\tau_{i}} G_{i+1}$ with $G_{i+1}$ normal in $G_{i}$. If $\mathfrak{g}$ is split solvable, then each $G_{i}$ may be taken to be normal in $G$. Any nilpotent $\mathfrak{g}$ is split solvable, and when $G_{n-1}$ is chosen to be normal, it is contained in the center of $G$.

Proof. By Proposition 1.23 we can find a sequence of subalgebras

$$
\mathfrak{g}=\mathfrak{g}_{0} \supseteq \mathfrak{g}_{1} \supseteq \cdots \supseteq \mathfrak{g}_{n-1} \supseteq \mathfrak{g}_{n}=0
$$

such that $\operatorname{dim}\left(\mathfrak{g}_{i} / \mathfrak{g}_{i+1}\right)=1$ and $\mathfrak{g}_{i+1}$ is an ideal in $\mathfrak{g}_{i}$. If we let $X_{i}$ be a member of $\mathfrak{g}_{i}$ not in $\mathfrak{g}_{i+1}$, then Proposition 1.22 shows that $\mathfrak{g}_{i}$ is the semidirect product of $\mathbb{R} X_{i}$ and $\mathfrak{g}_{i+1}$. Using $\mathbb{R}^{1}$ as a simply connected Lie group with Lie algebra $\mathbb{R} X_{i}$, we can invoke Theorem 1.125 to define $G_{i}$ inductively downward on $i$ as a semidirect product of $\mathbb{R}^{1}$ with $G_{i+1}$. (Here the formula $G_{n}=\{1\}$ starts the induction.) The groups $G_{i}$ are then diffeomorphic to Euclidean space and form the decreasing sequence in the statement of the corollary.

If $\mathfrak{g}$ is split solvable in the sense of $\S 5$, then the $\mathfrak{g}_{i}$ may be taken as ideals in $\mathfrak{g}$, by definition, and in this case the $G_{i}$ are normal subgroups of $G$.

If $\mathfrak{g}$ is nilpotent, then each ad $X$ for $X \in \mathfrak{g}$ is nilpotent and has all eigenvalues 0 . By Corollary $1.30, \mathfrak{g}$ is split solvable. Thus each $\mathfrak{g}_{i}$ may be assumed to be an ideal in $\mathfrak{g}$. Under the assumption that $\mathfrak{g}_{n-1}$ is an ideal, we must have $\left[\mathfrak{g}, \mathfrak{g}_{n-1}\right]=0$ for $\mathfrak{g}$ nilpotent, since $[\mathfrak{g}, \mathfrak{h}]$ cannot equal all of $\mathfrak{h}$ for any nonzero ideal $\mathfrak{h}$. Therefore $\mathfrak{g}_{n-1}$ is contained in the center of $\mathfrak{g}$, and $G_{n-1}$ is contained in the center of $G$.

## 16. Nilpotent Lie Groups

Since nilpotent Lie algebras are solvable, Corollary 1.126 shows that every simply connected nilpotent analytic group is diffeomorphic with a Euclidean space. In this section we shall prove for the nilpotent case that the exponential map itself gives the diffeomorphism. By contrast, for a simply connected solvable analytic group, the exponential map need not be onto, as the following example shows.

EXAMPLE. Let $G_{1}$ be the closed linear group of all 3-by-3 matrices

$$
g_{1}(t, x, y)=\left(\begin{array}{ccc}
\cos 2 t & \sin 2 t & x \\
-\sin 2 t & \cos 2 t & y \\
0 & 0 & 1
\end{array}\right)
$$

with linear Lie algebra consisting of all 3-by-3 matrices

$$
X_{1}(s, a, b)=\left(\begin{array}{ccc}
0 & 2 s & a \\
-2 s & 0 & b \\
0 & 0 & 0
\end{array}\right) .
$$

This Lie algebra is solvable. For $G_{1}$, one can show that the exponential map is onto, but we shall show that it is not onto for the double cover $G$ consisting of all 5-by-5 matrices

$$
g(t, x, y)=\left(\begin{array}{rrr}
g_{1}(t, x, y) & & \\
& \cos t & \sin t \\
& -\sin t & \cos t
\end{array}\right) .
$$

By (1.82) the exponential map cannot be onto for the simply connected covering group of $G$.

The linear Lie algebra of $G$ consists of all 5-by-5 matrices

$$
X(s, a, b)=\left(\begin{array}{lrr}
X_{1}(s, a, b) & & \\
& 0 & s \\
& -s & 0
\end{array}\right) .
$$

Suppose $\exp X(s, a, b)=g(\pi, 1,0)$. Then $X_{1}(s, a, b)$ must commute with $g_{1}(\pi, 1,0)$, and this condition forces $s=0$. But $\exp X(0, a, b)=$ $g(0, a, b)$. Since $g(\pi, 1,0)$ is not of the form $g(0, a, b)$ for any $a$ and $b$, it follows that $g(\pi, 1,0)$ is not in the image of the exponential map. Thus the exponential map is not onto for the solvable analytic group $G$, as asserted.

Theorem 1.127. If $N$ is a simply connected nilpotent analytic group with Lie algebra $\mathfrak{n}$, then the exponential map is a diffeomorphism of $\mathfrak{n}$ onto $N$.

Proof. The first step is to prove that the exponential map is one-one onto. We proceed by induction on the dimension of the group in question. The trivial case of the induction is dimension 1 , where the group is $\mathbb{R}^{1}$ and the result is known.

For the inductive case let $N$ be given. We begin to coordinatize the group $N$ in question as in Corollary 1.126. Namely we form a decreasing sequence of subalgebras

$$
\begin{equation*}
\mathfrak{n}=\mathfrak{n}_{0} \supseteq \mathfrak{n}_{1} \supseteq \mathfrak{n}_{2} \supseteq \cdots \supseteq \mathfrak{n}_{n}=0 \tag{1.128}
\end{equation*}
$$

with $\operatorname{dim} \mathfrak{n}_{i} / \mathfrak{n}_{i+1}=1$ and with each $\mathfrak{n}_{i}$ an ideal in $\mathfrak{n}$. The corresponding analytic subgroups are closed and simply connected, and we are interested in the analytic subgroup $Z$ corresponding to $\mathfrak{z}=\mathfrak{n}_{n-1}$. Corollary 1.126 notes that $Z$ is contained in the center of $N$, and therefore $\mathfrak{z}$ is contained in the center of $\mathfrak{n}$. Since $Z$ is central, it is normal, and we can form the quotient homomorphism $\varphi: N \rightarrow N / Z$. The group $N / Z$ is a connected nilpotent Lie group with Lie algebra $\mathfrak{n} / \mathfrak{z}$, and $N / Z$ is simply connected since $Z$ is connected and $N$ is simply connected. The inductive hypothesis is thus applicable to $N / Z$.

We can now derive our conclusions inductively about $N$. First we prove "one-one." Let $X$ and $X^{\prime}$ be in $\mathfrak{n}$ with $\exp _{N} X=\exp _{N} X^{\prime}$. Application of $\varphi$ gives $\exp _{N / Z}(X+\mathfrak{z})=\exp _{N / Z}\left(X^{\prime}+\mathfrak{z}\right)$. By inductive hypothesis for $N / Z, X+\mathfrak{z}=X^{\prime}+\mathfrak{z}$. Thus $X-X^{\prime}$ is in the center and commutes with $X^{\prime}$. Consequently

$$
\exp _{N} X=\exp _{N}\left(X^{\prime}+\left(X-X^{\prime}\right)\right)=\left(\exp _{N} X^{\prime}\right)\left(\exp _{N}\left(X-X^{\prime}\right)\right)
$$

and we conclude that $\exp _{N}\left(X-X^{\prime}\right)=1$. Since $Z$ is simply connected, the result for dimension 1 implies that $X-X^{\prime}=0$. Hence $X=X^{\prime}$, and the exponential map is one-one for $N$.

Next we prove "onto." Let $x \in N$ be given, and choose $X+\mathfrak{z}$ in $\mathfrak{n} / \mathfrak{z}$ with $\exp _{N / Z}(X+\mathfrak{z})=\varphi(x)$. Put $x^{\prime}=\exp _{N} X$. Then (1.82) gives

$$
\varphi\left(x^{\prime}\right)=\varphi\left(\exp _{N} X\right)=\exp _{N / Z}(X+\mathfrak{z})=\varphi(x)
$$

so that $x=x^{\prime} z$ with $z$ in $\operatorname{ker} \varphi=Z$. Since $Z$ is connected and abelian, we can find $X^{\prime \prime}$ in its Lie algebra $\mathfrak{z}$ with $\exp _{N} X^{\prime \prime}=z$. Since $X$ and $X^{\prime \prime}$ commute,

$$
x=x^{\prime} z=\left(\exp _{N} X\right)\left(\exp _{N} X^{\prime \prime}\right)=\exp _{N}\left(X+X^{\prime \prime}\right)
$$

Thus the exponential map is onto $N$. This completes the inductive proof that exp is one-one onto.

To complete the proof of the theorem, we are to show that the exponential map is everywhere regular. We now more fully coordinatize the group $N$
in question as in Corollary 1.126. With $\mathfrak{n}_{i}$ as in (1.128), let $X_{i}$ be in $\mathfrak{n}_{i-1}$ but not $\mathfrak{n}_{i}, 1 \leq i \leq n$. Corollary 1.126 says that the canonical coordinates of the second kind formed from the ordered basis $X_{1}, \ldots, X_{n}$ exhibit $N$ as diffeomorphic to $\mathbb{R}^{n}$. In other words we can write
$\exp \left(x_{1} X_{1}+\cdots+x_{n} X_{n}\right)=\exp \left(y_{1}\left(x_{1}, \ldots, x_{n}\right) X_{1}\right) \cdots \exp \left(y_{n}\left(x_{1}, \ldots, x_{n}\right) X_{n}\right)$,
and what needs to be proved is that the matrix $\left(\partial y_{i} / \partial x_{j}\right)$ is everywhere nonsingular.

This nonsingularity will be an immediate consequence of the formula

$$
\begin{equation*}
y_{i}\left(x_{1}, \ldots, x_{n}\right)=x_{i}+\widetilde{y}_{i}\left(x_{1}, \ldots, x_{i-1}\right) \quad \text { for } i \leq n . \tag{1.130}
\end{equation*}
$$

To prove (1.130), we argue by induction on $n=\operatorname{dim} N$. The trivial case of the induction is the case $n=1$, where we evidently have $y_{1}\left(x_{1}\right)=x_{1}$ as required. For the inductive case let $N$ be given, and define $Z, \mathfrak{z}$, and $\varphi$ as earlier. In terms of our basis $X_{1}, \ldots, X_{n}$, the Lie algebra $\mathfrak{z}$ is given by $\mathfrak{z}=\mathbb{R} X_{n}$. If we write $d \varphi$ for the differential at 1 of the homomorphism $\varphi$, then $d \varphi\left(X_{1}\right), \ldots, d \varphi\left(X_{n-1}\right)$ is a basis of the Lie algebra of $N / Z$.

Let us apply $\varphi$ to both sides of (1.129). Then (1.82) gives

$$
\begin{aligned}
& \exp \left(x_{1} d \varphi\left(X_{1}\right)+\cdots+x_{n-1} d \varphi\left(X_{n-1}\right)\right) \\
& \quad=\exp \left(y_{1}\left(x_{1}, \ldots, x_{n}\right) d \varphi\left(X_{1}\right)\right) \cdots \exp \left(y_{n-1}\left(x_{1}, \ldots, x_{n}\right) d \varphi\left(X_{n-1}\right)\right) .
\end{aligned}
$$

The left side is independent of $x_{n}$, and therefore

$$
y_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots, y_{n-1}\left(x_{1}, \ldots, x_{n}\right)
$$

are all independent of $x_{n}$. We can regard them as functions of $n-1$ variables, and our inductive hypothesis says that, as such, they are of the form

$$
y_{i}\left(x_{1}, \ldots, x_{n-1}\right)=x_{i}+\tilde{y}_{i}\left(x_{1}, \ldots, x_{i-1}\right) \quad \text { for } i \leq n-1 .
$$

In terms of the functions of $n$ variables, the form is

$$
\begin{equation*}
y_{i}\left(x_{1}, \ldots, x_{n}\right)=x_{i}+\tilde{y}_{i}\left(x_{1}, \ldots, x_{i-1}\right) \quad \text { for } i \leq n-1 . \tag{1.131}
\end{equation*}
$$

This proves (1.130) except for $i=n$.

Thus let us define $\widetilde{y}_{n}$ by $y_{n}\left(x_{1}, \ldots, x_{n}\right)=x_{n}+\widetilde{y}_{n}\left(x_{1}, \ldots, x_{n}\right)$. Then we have

$$
\begin{equation*}
\exp \left(y_{n}\left(x_{1}, \ldots, x_{n}\right) X_{n}\right)=\exp \left(\tilde{y}_{n}\left(x_{1}, \ldots, x_{n}\right) X_{n}\right) \exp \left(x_{n} X_{n}\right) \tag{1.132}
\end{equation*}
$$

Since $X_{n}$ is central, we have also

$$
\begin{equation*}
\exp \left(x_{1} X_{1}+\cdots+x_{n} X_{n}\right)=\exp \left(x_{1} X_{1}+\cdots+x_{n-1} X_{n-1}\right) \exp \left(x_{n} X_{n}\right) \tag{1.133}
\end{equation*}
$$

Substituting from (1.132) and (1.133) into (1.129), using (1.131), and canceling $\exp \left(x_{n} X_{n}\right)$ from both sides, we obtain

$$
\begin{aligned}
& \exp \left(x_{1} X_{1}+\cdots+x_{n-1} X_{n-1}\right) \\
& =\exp \left(\left(x_{1}+\widetilde{y}_{1}\right) X_{1}\right) \exp \left(\left(x_{2}+\widetilde{y}_{2}\left(x_{1}\right)\right) X_{2}\right) \\
& \quad \times \cdots \times \exp \left(\left(x_{n-1}+\widetilde{y}_{n-1}\left(x_{1}, \ldots, x_{n-2}\right)\right) X_{n-1}\right) \exp \left(\widetilde{y}_{n}\left(x_{1}, \ldots, x_{n}\right) X_{n}\right) .
\end{aligned}
$$

The left side is independent of $x_{n}$, and hence so is the right side. Therefore $\widetilde{y}_{n}\left(x_{1}, \ldots, x_{n}\right)$ is independent of $x_{n}$, and the proof of (1.130) for $i=n$ is complete.

Corollary 1.134. If $N$ is a simply connected nilpotent analytic group, then any analytic subgroup of $N$ is simply connected and closed.

Proof. Let $\mathfrak{n}$ be the Lie algebra of $N$. Let $M$ be an analytic subgroup of $N$, let $\mathfrak{m} \subseteq \mathfrak{n}$ be its Lie algebra, let $\widetilde{M}$ be the universal covering group of $M$, and let $\psi: \widetilde{M} \rightarrow M$ be the covering homomorphism. Assuming that $M$ is not simply connected, let $\widetilde{m} \neq 1$ be in ker $\psi$. Since exp is one-one onto for $\widetilde{M}$ by Theorem 1.127, we can find $X \in \mathfrak{m}$ with $\exp _{\widetilde{M}} X=\widetilde{m}$. Evidently $X \neq 0$. By (1.82) applied to $\psi, \exp _{M} X=1$. By (1.82) applied to the inclusion of $M$ into $N, \exp _{N} X=1$. But this identity contradicts the assertion in Theorem 1.127 that $\exp$ is one-one for $N$. We conclude that $M$ is simply connected. Since $\exp _{M}$ and $\exp _{N}$ are consistent, the image of $\mathfrak{m}$ under the diffeomorphism $\exp _{N}: \mathfrak{n} \rightarrow N$ is $M$, and hence $M$ is closed.

## 17. Classical Semisimple Lie Groups

The classical semisimple Lie groups are specific closed linear groups that are connected and have semisimple Lie algebras listed in §8. Technically we have insisted that closed linear groups be closed subgroups of $G L(n, \mathbb{R})$
or $G L(n, \mathbb{C})$ for some $n$, but it will be convenient to allow closed subgroups of the group $G L(n, \mathbb{H})$ of nonsingular quaternion matrices as well.

The groups will be topologically closed because they are in each case the sets of common zeros of some polynomial functions in the entries. Most of the verification that the groups have particular linear Lie algebras as in §8 will be routine. It is necessary to make a separate calculation for the special linear group

$$
S L(n, \mathbb{C})=\{g \in G L(n, \mathbb{C}) \mid \operatorname{det} g=1\},
$$

and this step was carried out in the Introduction; formula (0.10) and Proposition 0.11e allowed us to see that the linear Lie algebra of $\operatorname{SL}(n, \mathbb{C})$ is $\mathfrak{s l}(n, \mathbb{C})$.

In practice we use this result by combining it with a result about intersections: If $G_{1}$ and $G_{2}$ are closed linear groups with respective linear Lie algebras $\mathfrak{g}_{1}$ and $\mathfrak{g}_{2}$, then the closed linear group $G_{1} \cap G_{2}$ has linear Lie algebra $\mathfrak{g}_{1} \cap \mathfrak{g}_{2}$. This fact follows immediately from the characterization in Proposition 0.14 of the linear Lie algebra as the set of all matrices $X$ such that $\exp t X$ is in the corresponding group for all real $t$. Thus when "det $g=1$ " appears as a defining condition for a closed linear group, the corresponding condition to impose for the linear Lie algebra is " $\operatorname{Tr} X=0$."

The issue that tends to be more complicated is the connectedness of the given group. If we neglect to prove connectedness, we do not end up with the conclusion that the given group is semisimple, only that its identity component is semisimple.

To handle connectedness, we proceed in two steps, first establishing connectedness for certain compact examples and then proving in general that the number of components of the given group is the same as for a particular compact subgroup. We return to this matter at the end of this section.

We turn to a consideration of specific compact groups. Define

$$
\begin{align*}
S O(n) & =\left\{g \in G L(n, \mathbb{R}) \mid g^{*} g=1 \text { and } \operatorname{det} g=1\right\} \\
S U(n) & =\left\{g \in G L(n, \mathbb{C}) \mid g^{*} g=1 \text { and } \operatorname{det} g=1\right\}  \tag{1.135}\\
S p(n) & =\left\{g \in G L(n, \mathbb{H}) \mid g^{*} g=1\right\} .
\end{align*}
$$

These are all closed linear groups, and they are compact by the HeineBorel Theorem, their entries being bounded in absolute value by 1 . The group $S O(n)$ is called the rotation group, and $S U(n)$ is called the special
unitary group. The group $S p(n)$ is the unitary group over the quaternions. No determinant condition is imposed for $S p(n)$. Artin [1957], pp. 151-158, gives an exposition of Dieudonné's notion of determinant for square matrices with entries from $\mathbb{H}$. The determinant takes real values $\geq 0$, is multiplicative, is 1 on the identity matrix, and is 0 exactly for singular matrices. For the members of $S p(n)$, the determinant is automatically 1 .

Proposition 1.136. The groups $S O(n), S U(n)$, and $S p(n)$ are all connected for $n \geq 1$. The groups $S U(n)$ and $S p(n)$ are all simply connected for $n \geq 1$, and the fundamental group of $S O(n)$ has order at most 2 for $n \geq 3$.

Remark. Near the end of Chapter V, we shall see that the fundamental group of $S O(n)$ has order exactly 2 for $n \geq 3$.

Proof. Consider $S O(n)$. For $n=1$, this group is trivial and is therefore connected. For $n \geq 2, S O(n)$ acts transitively on the unit sphere in the space $\mathbb{R}^{n}$ of $n$-dimensional column vectors with entries from $\mathbb{R}$, and the isotropy subgroup at the $n^{\text {th }}$ standard basis vector $e_{n}$ is given in block form by

$$
\left(\begin{array}{cc}
S O(n-1) & 0 \\
0 & 1
\end{array}\right) .
$$

Thus the continuous map $g \mapsto g e_{n}$ of $S O(n)$ onto the unit sphere descends to a one-one continuous map of $S O(n) / S O(n-1)$ onto the unit sphere. Since $S O(n) / S O(n-1)$ is compact, this map is a homeomorphism. Consequently $S O(n) / S O(n-1)$ is connected. To complete the argument for connectivity of $S O(n)$, we induct on $n$, using the fact about topological groups that if $H$ and $G / H$ are connected, then $G$ is connected.

For $S U(n)$, we argue similarly, replacing $\mathbb{R}$ by $\mathbb{C}$. The group $S U(1)$ is trivial and connected, and the action of $S U(n)$ on the unit sphere in $\mathbb{C}^{n}$ is transitive for $n \geq 2$. For $S p(n)$, we argue with $\mathbb{H}$ in place of $\mathbb{R}$. The group $S p(1)$ is the unit quaternions and is connected, and the action of $S p(n)$ on the unit sphere in $\mathbb{H}^{n}$ is transitive for $n \geq 2$.

The assertions about fundamental groups follow from Corollary 1.98, the simple connectivity of $S U(1)$ and $S p(1)$, and the fact that $S O$ (3) has fundamental group of order 2. This fact about $S O$ (3) follows from the simple connectivity of $S U(2)$ and the existence of a covering map $S U(2) \rightarrow S O$ (3). This covering map is the lift to analytic groups of the composition of the Lie algebra isomorphisms (1.4) and (1.3b).

It is clear from Proposition 1.136 and its remark that the linear Lie algebras of $S O(n)$ and $S U(n)$ are $\mathfrak{s o}(n)$ and $\mathfrak{s u}(n)$, respectively. In the case of matrices with quaternion entries, we did not develop a theory of closed linear groups, but we can use the correspondence in $\S 8$ of $n$-by- $n$ matrices over $\mathbb{H}$ with certain $2 n$-by- $2 n$ matrices over $\mathbb{C}$ to pass from $\operatorname{Sp}(n)$ to complex matrices of size $2 n$, then to the linear Lie algebra, and then back to $\mathfrak{s p}(n)$. In this sense the linear Lie algebra of $S p(n)$ is $\mathfrak{s p}(n)$.

Taking into account the values of $n$ in $\S 8$ for which these Lie algebras are semisimple, we conclude that $S O(n)$ is compact semisimple for $n \geq 3$, $S U(n)$ is compact semisimple for $n \geq 2$, and $S p(n)$ is compact semisimple for $n \geq 1$.

Two families of related compact groups are

$$
\begin{align*}
& O(n)=\left\{g \in G L(n, \mathbb{R}) \mid g^{*} g=1\right\} \\
& U(n)=\left\{g \in G L(n, \mathbb{C}) \mid g^{*} g=1\right\} . \tag{1.137}
\end{align*}
$$

These are the orthogonal group and the unitary group, respectively. The group $O(n)$ has two components; the Lie algebra is $\mathfrak{s o}(n)$, and the identity component is $S O(n)$. The group $U(n)$ is connected by an argument like that in Proposition 1.136, and its Lie algebra is the reductive Lie algebra $\mathfrak{u}(n) \cong \mathfrak{s u}(n) \oplus \mathbb{R}$.

Next we consider complex semisimple groups. According to §8, $\mathfrak{s l}(n, \mathbb{C})$ is semisimple for $n \geq 2, \mathfrak{s o}(n, \mathbb{C})$ is semisimple for $n \geq 3$, and $\mathfrak{s p}(n, \mathbb{C})$ is semisimple for $n \geq 1$. Letting $J_{n, n}$ be as in $\S 8$, we define closed linear groups by

$$
\begin{align*}
S L(n, \mathbb{C}) & =\{g \in G L(n, \mathbb{C}) \mid \operatorname{det} g=1\} \\
S O(n, \mathbb{C}) & =\left\{g \in S L(n, \mathbb{C}) \mid g^{t} g=1\right\}  \tag{1.138}\\
S p(n, \mathbb{C}) & =\left\{g \in S L(2 n, \mathbb{C}) \mid g^{t} J_{n, n} g=J_{n, n}\right\}
\end{align*}
$$

We readily check that their linear Lie algebras are $\mathfrak{s l}(n, \mathbb{C}), \mathfrak{s o}(n, \mathbb{C})$, and $\mathfrak{s p}(n, \mathbb{C})$, respectively. Since $G L(n, \mathbb{C})$ is a complex Lie group and each of these Lie subalgebras of $\mathfrak{g l}(n, \mathbb{C})$ is closed under multiplication by $i$, Corollary 1.116 says that each of these closed linear groups $G$ has the natural structure of a complex manifold in such a way that multiplication and inversion are holomorphic.

Proposition 1.139. Under the identification $M \mapsto Z(M)$ in (1.65),

$$
S p(n) \cong S p(n, \mathbb{C}) \cap U(2 n)
$$

Proof. From (1.65) we see that a $2 n$-by- $2 n$ complex matrix $W$ is of the form $Z(M)$ if and only if

$$
\begin{equation*}
J W=\bar{W} J . \tag{1.140}
\end{equation*}
$$

Let $g$ be in $S p(n)$. From $g^{*} g=1$, we obtain $Z(g)^{*} Z(g)=1$. Thus $Z(g)$ is in $U(2 n)$. Also (1.140) gives $Z(g)^{t} J Z(g)=Z(g)^{t} \overline{Z(g)} J=$ $\overline{(Z(g) * Z(g))} J=J$, and hence $Z(g)$ is in $S p(n, \mathbb{C})$.

Conversely suppose that $W$ is in $\operatorname{Sp}(n, \mathbb{C}) \cap U(2 n)$. From $W^{*} W=1$ and $W^{t} J W=J$, we obtain $J=W^{t} \bar{W} \bar{W}^{-1} J W=\overline{\left(W^{*} W\right)} \bar{W}^{-1} J W=$ $\bar{W}^{-1} J W$ and therefore $\bar{W} J=J W$. By (1.140), $W=Z(g)$ for some quaternion matrix $g$. From $W^{*} W=1$, we obtain $Z\left(g^{*} g\right)=Z(g)^{*} Z(g)=$ 1 and $g^{*} g=1$. Therefore $g$ is in $S p(n)$.

We postpone to the end of this section a proof that the groups $S L(n, \mathbb{C})$, $S O(n, \mathbb{C})$, and $S p(n, \mathbb{C})$ are connected for all $n$. We shall see that the proof of this connectivity reduces in the respective cases to the connectivity of $S U(n), S O(n)$, and $S p(n, \mathbb{C}) \cap U(2 n)$, and this connectivity has been proved in Propositions 1.136 and 1.139. We conclude that $S L(n, \mathbb{C})$ is semisimple for $n \geq 2, S O(n, \mathbb{C})$ is semisimple for $n \geq 3$, and $\operatorname{Sp}(n, \mathbb{C})$ is semisimple for $n \geq 1$.

The groups $S O(n, \mathbb{C})$ and $S p(n, \mathbb{C})$ have interpretations in terms of bilinear forms. The group $S O(n, \mathbb{C})$ is the subgroup of matrices in $S L(n, \mathbb{C})$ preserving the symmetric bilinear form on $\mathbb{C}^{n} \times \mathbb{C}^{n}$ given by

$$
\left\langle\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right),\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{n}
\end{array}\right)\right\rangle=x_{1} y_{1}+\cdots+x_{n} y_{n},
$$

while the group $S p(n, \mathbb{C})$ is the subgroup of matrices in $S L(2 n, \mathbb{C})$ preserving the alternating bilinear form on $\mathbb{C}^{2 n} \times \mathbb{C}^{2 n}$ given by

$$
\left\langle\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{2 n}
\end{array}\right),\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{2 n}
\end{array}\right)\right\rangle=x_{1} y_{n+1}+\cdots+x_{n} y_{2 n}-x_{n+1} y_{1}-\cdots-x_{2 n} y_{n} .
$$

Finally we consider noncompact noncomplex semisimple groups. With
notation $I_{m, n}$ and $J_{n, n}$ as in $\S 8$, the definitions are

$$
\begin{align*}
S L(n, \mathbb{R}) & =\{g \in G L(n, \mathbb{R}) \mid \operatorname{det} g=1\} \\
S L(n, \mathbb{H}) & =\{g \in G L(n, \mathbb{H}) \mid \operatorname{det} g=1\} \\
S O(m, n) & =\left\{g \in S L(m+n, \mathbb{R}) \mid g^{*} I_{m, n} g=I_{m, n}\right\} \\
S U(m, n) & =\left\{g \in S L(m+n, \mathbb{C}) \mid g^{*} I_{m, n} g=I_{m, n}\right\}  \tag{1.141}\\
S p(m, n) & =\left\{g \in G L(m+n, \mathbb{H}) \mid g^{*} I_{m, n} g=I_{m, n}\right\} \\
S p(n, \mathbb{R}) & =\left\{g \in S L(2 n, \mathbb{R}) \mid g^{t} J_{n, n} g=J_{n, n}\right\} \\
S O^{*}(2 n) & =\left\{g \in S U(n, n) \mid g^{t} I_{n, n} J_{n, n} g=I_{n, n} J_{n, n}\right\} .
\end{align*}
$$

Some remarks are in order about particular groups in this list. For $S L(n, \mathbb{H})$ and $S p(m, n)$, the prescription at the end of $\S 8$ allows us to replace the realizations in terms of quaternion matrices by realizations in terms of complex matrices of twice the size. The realization of $S L(n, \mathbb{H})$ with complex matrices avoids the notion of determinant of a quaternion matrix that was mentioned before the statement of Proposition 1.136; the isomorphic group of complex matrices is

$$
S U^{*}(2 n)=\left\{\left(\begin{array}{rr}
z_{1} & -\overline{z_{2}} \\
z_{2} & \overline{z_{1}}
\end{array}\right) \in S L(2 n, \mathbb{C})\right\} .
$$

The groups $S O(m, n), S U(m, n)$, and $S p(m, n)$ are isometry groups of Hermitian forms. In more detail the group

$$
O(m, n)=\left\{g \in G L(m+n, \mathbb{R}) \mid g^{*} I_{m, n} g=I_{m, n}\right\}
$$

is the group of real matrices of size $m+n$ preserving the symmetric bilinear form on $\mathbb{R}^{m+n} \times \mathbb{R}^{m+n}$ given by
$\left\langle\left(\begin{array}{c}x_{1} \\ \vdots \\ x_{m+n}\end{array}\right),\left(\begin{array}{c}y_{1} \\ \vdots \\ y_{m+n}\end{array}\right)\right\rangle=x_{1} y_{1}+\cdots+x_{m} y_{m}-x_{m+1} y_{m+1}-\cdots-x_{m+n} y_{m+n}$, and $S O(m, n)$ is the subgroup of members of $O(m, n)$ of determinant 1 . The group

$$
U(m, n)=\left\{g \in G L(m+n, \mathbb{C}) \mid g^{*} I_{m, n} g=I_{m, n}\right\}
$$

is the group of complex matrices of size $m+n$ preserving the Hermitian form on $\mathbb{C}^{m+n} \times \mathbb{C}^{m+n}$ given by

$$
\left\langle\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{m+n}
\end{array}\right),\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{m+n}
\end{array}\right)\right\rangle=x_{1} \overline{y_{1}}+\cdots+x_{m} \overline{y_{m}}-x_{m+1} \overline{y_{m+1}}-\cdots-x_{m+n} \overline{y_{m+n}},
$$

and $S U(m, n)$ is the subgroup of members of $U(m, n)$ of determinant 1 . The group $\operatorname{Sp}(m, n)$ is the group of quaternion matrices of size $m+n$ preserving the Hermitian form on $\mathbb{H}^{m+n} \times \mathbb{H}^{m+n}$ given by

$$
\left\langle\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{m+n}
\end{array}\right),\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{m+n}
\end{array}\right)\right\rangle=x_{1} \overline{y_{1}}+\cdots+x_{m} \overline{y_{m}}-x_{m+1} \overline{y_{m+1}}-\cdots-x_{m+n} \overline{y_{m+n}}
$$

with no condition needed on the determinant.
The linear Lie algebras of the closed linear groups in (1.141) are given in a table in Example 3 of $\S 8$, and the table in $\S 8$ tells which values of $m$ and $n$ lead to semisimple Lie algebras. It will be a consequence of results below that all the closed linear groups in (1.141) are topologically connected except for $S O(m, n)$. In the case of $S O(m, n)$, one often works with the identity component $S O(m, n)_{0}$ in order to have access to the full set of results about semisimple groups in later chapters.

Let us now address the subject of connectedness in detail. We shall work with a closed linear group of complex matrices that is closed under adjoint and is defined by polynomial equations. We begin with a lemma.

Lemma 1.142. Let $P: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a polynomial, and suppose $\left(a_{1}, \ldots, a_{n}\right)$ has the property that $P\left(e^{k a_{1}}, \ldots, e^{k a_{n}}\right)=0$ for all integers $k \geq 0$. Then $P\left(e^{t a_{1}}, \ldots, e^{t a_{n}}\right)=0$ for all real $t$.

Proof. A monomial $c x_{1}^{l_{1}} \cdots x_{n}^{l_{n}}$, when evaluated at $\left(e^{t a_{1}}, \ldots, e^{t a_{n}}\right)$, becomes $c e^{t \sum a_{i} l_{i}}$. Collecting terms with like exponentials, we may assume that we have an expression $\sum_{j=1}^{N} c_{j} e^{t b_{j}}$ that vanishes whenever $t$ is an integer $\geq 0$. We may further assume that all $c_{j}$ are nonzero and that $b_{1}<b_{2}<\cdots<b_{N}$. We argue by contradiction and suppose $N>0$. Multiplying by $e^{-t b_{N}}$ and changing notation, we may assume that $b_{N}=0$. We pass to the limit in the expression $\sum_{j=1}^{N} c_{j} e^{t b_{j}}$ as $t$ tends to $+\infty$ through integer values, and we find that $c_{N}=0$, contradiction.

Proposition 1.143. Let $G \subseteq G L(n, \mathbb{C})$ be a closed linear group that is the common zero locus of some set of real-valued polynomials in the real and imaginary parts of the matrix entries, and let $\mathfrak{g}$ be its linear Lie algebra. Suppose that $G$ is closed under adjoints. Let $K$ be the group $G \cap U(n)$, and let $\mathfrak{p}$ be the subspace of Hermitian matrices in $\mathfrak{g}$. Then the map $K \times \mathfrak{p} \rightarrow G$ given by $(k, X) \mapsto k e^{X}$ is a homeomorphism onto.

Proof. For $G L(n, \mathbb{C})$, the map

$$
U(n) \times\{\text { Hermitian matrices }\} \rightarrow G L(n, \mathbb{C})
$$

given by $(k, X) \mapsto k e^{X}$ is known to be a homeomorphism; see Chevalley [1946], pp. 14-15. The inverse map is the polar decomposition of $G L(n, \mathbb{C})$.

Let $g$ be in $G$, and let $g=k e^{X}$ be the polar decomposition of $g$ within $G L(n, \mathbb{C})$. To prove the proposition, we have only to show that $k$ is in $G$ and that $X$ is in the linear Lie algebra $\mathfrak{g}$ of $G$.

Taking adjoints, we have $g^{*}=e^{X} k^{-1}$ and therefore $g^{*} g=e^{2 X}$. Since $G$ is closed under adjoints, $e^{2 X}$ is in $G$. By assumption, $G$ is the zero locus of some set of real-valued polynomials in the real and imaginary parts of the matrix entries. Let us conjugate matters so that $e^{2 X}$ is diagonal, say $2 X=\operatorname{diag}\left(a_{1}, \ldots, a_{n}\right)$ with each $a_{j}$ real. Since $e^{2 X}$ and its integral powers are in $G$, the transformed polynomials vanish at

$$
\left(e^{2 X}\right)^{k}=\operatorname{diag}\left(e^{k a_{1}}, \ldots, e^{k a_{n}}\right)
$$

for every integer $k$. By Lemma 1.142 the transformed polynomials vanish at $\operatorname{diag}\left(e^{t a_{1}}, \ldots, e^{t a_{n}}\right)$ for all real $t$. Therefore $e^{t X}$ is in $G$ for all real $t$. It follows from the definition of $\mathfrak{g}$ that $X$ is in $\mathfrak{g}$. Since $e^{X}$ and $g$ are then in $G, k$ is in $G$. This completes the proof.

Proposition 1.143 says that $G$ is connected if and only if $K$ is connected. To decide which of the groups in (1.138) and (1.141) are connected, we therefore compute $K$ for each group. In the case of the groups of quaternion matrices, we compute $K$ by converting to complex matrices, intersecting with the unitary group, and transforming back to quaternion matrices. The results are in (1.144). In the $K$ column of (1.144), the notation $S(\cdot)$ means

| $G$ | $K$ up to isomorphism |
| :---: | :---: |
| $S L(n, \mathbb{C})$ | $S U(n)$ |
| $S O(n, \mathbb{C})$ | $S O(n)$ |
| $S p(n, \mathbb{C})$ | $S p(n)$ or $\operatorname{Sp}(n, \mathbb{C}) \cap U(2 n)$ |
| $S L(n, \mathbb{R})$ | $S O(n)$ |
| $S L(n, \mathbb{H})$ | $S p(n)$ |
| $S O(m, n)$ | $S(O(m) \times O(n))$ |
| $S U(m, n)$ | $S(U(m) \times U(n))$ |
| $S p(m, n)$ | $S p(m) \times S p(n)$ |
| $S p(n, \mathbb{R})$ | $U(n)$ |
| $S O^{*}(2 n)$ | $U(n)$ |

the determinant-one subgroup of $(\cdot)$. By Propositions 1.136 and 1.139 and the connectedness of $U(n)$, we see that all the groups in the $K$ column are connected except for $S(O(m) \times O(n))$. Using Proposition 1.143, we arrive at the following conclusion.

Proposition 1.145. All the classical groups $S L(n, \mathbb{C}), \operatorname{SO}(n, \mathbb{C})$, $\operatorname{Sp}(n, \mathbb{C}), S L(n, \mathbb{R}), S L(n, \mathbb{H}), S U(m, n), S p(m, n), S p(n, \mathbb{R})$, and $S O^{*}(2 n)$ are connected. The group $S O(m, n)$ has two components if $m>0$ and $n>0$.

## 18. Problems

1. Verify that Example 12a in $\S 1$ is nilpotent and that Example 12b is split solvable.
2. For $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ any nonsingular matrix over $\mathbb{k}$, let $\mathfrak{g}\binom{\alpha \beta}{\gamma}$ be the 3-dimensional algebra over $\mathbb{k}$ with basis $X, Y, Z$ satisfying

$$
\begin{aligned}
& {[X, Y]=0} \\
& {[X, Z]=\alpha X+\beta Y} \\
& {[Y, Z]=\gamma X+\delta Y .}
\end{aligned}
$$

(a) Show that $\mathfrak{g}_{\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)}$ is a Lie algebra by showing that $X \leftrightarrow\left(\begin{array}{ccc}0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$, $Y \leftrightarrow\left(\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0\end{array}\right), Z \leftrightarrow-\left(\begin{array}{lll}\alpha & \gamma & 0 \\ \beta & \delta & 0 \\ 0 & 0 & 0\end{array}\right)$ gives an isomorphism with a Lie algebra of matrices.
(b) Show that $\mathfrak{g}_{\left(\begin{array}{ll}\alpha & \beta \\ \gamma & 8\end{array}\right)}$ is solvable but not nilpotent.
(c) Let $\mathbb{k}=\mathbb{R}$. Take $\delta=1$ and $\beta=\gamma=0$. Show that the various Lie algebras $\mathfrak{g}_{\left(\begin{array}{ll}\alpha & 0 \\ 0 & 1\end{array}\right)}$ for $\alpha>1$ are mutually nonisomorphic. (Therefore for $k=\mathbb{R}$ that there are uncountably many nonisomorphic solvable real Lie algebras of dimension 3.)
3. Let

$$
\mathfrak{s}(n, \mathbb{k})=\left\{X \in \mathfrak{g l}(n, \mathbb{k}) \left\lvert\, X=\left(\begin{array}{ccc}
a_{1} & & * \\
& \ddots & \\
0 & & a_{n}
\end{array}\right)\right.\right\} .
$$

Define a bracket operation on $\mathfrak{g}=\bigoplus_{n=1}^{\infty} \mathfrak{s}(n, \mathbb{k})$ (a vector space in which each element has only finitely many nonzero coordinates) in such a way that each $\mathfrak{s}(n, \mathbb{k})$ is an ideal. Show that each member of $\mathfrak{g}$ lies in a finite-dimensional solvable ideal but that the commutator series of $\mathfrak{g}$ does not terminate in 0 . (Hence there is no largest solvable ideal.)
4. Let $\mathfrak{g}$ be a real Lie algebra of complex matrices with the property that $X \in \mathfrak{g}$ and $X \neq 0$ imply $i X \notin \mathfrak{g}$. Make precise and verify the statement that $\mathfrak{g}^{\mathbb{C}}$ can be realized as a Lie algebra of matrices by complexifying the entries of $\mathfrak{g}$. Use this statement to prove directly that $\mathfrak{s l}(2, \mathbb{R})$ and $\mathfrak{s u}(2)$ have isomorphic complexifications.
5. Under the isomorphism (1.4) of $\mathfrak{s o}(3)$ with the vector product Lie algebra, show that the Killing form $B$ for $\mathfrak{s o ( 3 )}$ gets identified with a multiple of the dot product in $\mathbb{R}^{3}$.
6. Let $\mathfrak{g}$ be a nonabelian 2-dimensional Lie algebra. Using the computation of the Killing form in Example 1 of $\S 3$, show that $\operatorname{rad} B \neq \operatorname{rad} \mathfrak{g}$.
7. Let $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{k})$. Show that $B(X, X)$ is a multiple of $\operatorname{det} X$ independent of $X \in \mathfrak{g}$.
8. In $\mathfrak{s l}(n, \mathbb{R})$ the Killing form and the trace form $C(X, Y)=\operatorname{Tr}(X Y)$ are multiples of one another. Identify the multiple.
9. Show that the solvable Lie algebra $\mathfrak{g}=\left(\begin{array}{rrr}0 & \theta & x \\ -\theta & 0 & y \\ 0 & 0 & 0\end{array}\right)$ over $\mathbb{R}$ is not split solvable
(a) by showing that $\mathfrak{g}$ has no 1-dimensional ideal.
(b) by producing nonreal eigenvalues for some ad $X$ with $X \in \mathfrak{g}$.

Show also that $\mathfrak{g}^{\mathbb{C}}$ can be regarded as all complex matrices of the form $\mathfrak{g}=$ $\left(\begin{array}{rrr}0 & \theta & x \\ -\theta & 0 & y \\ 0 & 0 & 0\end{array}\right)$, and exhibit a 1-dimensional ideal in $\mathfrak{g}^{\mathbb{C}}$ (which exists since $\mathfrak{g}^{\mathbb{C}}$ has to be split solvable over $\mathbb{C}$ ).
10. Show that if $\mathfrak{g}$ is a solvable Lie algebra over $\mathbb{R}$ and $\mathfrak{n}$ is its largest nilpotent ideal, then $\mathfrak{g} / \mathfrak{n}$ is abelian.
11. Let $\mathbb{k}$ be the field of two elements. Find a solvable subalgebra $\mathfrak{g}$ of $\mathfrak{g l}(3, \mathbb{k})$ such that $[\mathfrak{g}, \mathfrak{g}]$ is not nilpotent. (This problem shows that an elementary proof of Proposition 1.39 is unlikely.)
12. Prove that if $\mathfrak{g}$ is a finite-dimensional nilpotent Lie algebra over $\mathbb{R}$, then the Killing form of $\mathfrak{g}$ is identically 0 .
13. Let $\mathfrak{g}$ be a complex Lie algebra of complex matrices, and suppose that $\mathfrak{g}$ is simple over $\mathbb{C}$. Let $C(X, Y)=\operatorname{Tr}(X Y)$ for $X$ and $Y$ in $\mathfrak{g}$. Prove that $C$ is a multiple of the Killing form.
14. For $k=\mathbb{R}$, prove that $\mathfrak{s u}(2)$ and $\mathfrak{s l}(2, \mathbb{R})$ are not isomorphic.
15. Prove that $\mathfrak{s o}(2,1)$ is isomorphic with $\mathfrak{s l}(2, \mathbb{R})$.
16. For $\mathfrak{u}(n)$, we have an isomorphism $\mathfrak{u}(n) \cong \mathfrak{s u}(n) \oplus \mathbb{R}$, where $\mathbb{R}$ is the center. Let $Z$ be the analytic subgroup of $U(n)$ with Lie algebra the center. Is $U(n)$ isomorphic with the direct sum of $S U(n)$ and $Z$ ? Why or why not?
17. Let $V_{n}$ be the complex vector space of all polynomials in two complex variables $z_{1}$ and $z_{2}$ homogeneous of degree $n$. Define a representation of $S L(2, \mathbb{C})$ by

$$
\Phi_{n}\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) P\binom{z_{1}}{z_{2}}=P\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)^{-1}\binom{z_{1}}{z_{2}}\right)
$$

Then $\operatorname{dim} V_{n}=n+1, \Phi$ is a homomorphism, and $\Phi$ is holomorphic. Let $\varphi$ be the differential of $\Phi$ at 1 . Prove that $\varphi$ is isomorphic with the irreducible complex-linear representation of $\mathfrak{s l}(2, \mathbb{C})$ of dimension $n+1$ given in Theorem 1.66.
18. Let $\mathfrak{g}$ be the Heisenberg Lie algebra over $\mathbb{R}$ as in Example 12a of $\S 1$. Verify that $\mathfrak{g}$ is isomorphic with

$$
\left\{\left.\left(\begin{array}{ccc}
0 & 0 & 0 \\
z & 0 & 0 \\
i t & \bar{z} & 0
\end{array}\right) \right\rvert\, z \in \mathbb{C}, t \in \mathbb{R}\right\} .
$$

19. The real Lie algebra

$$
\mathfrak{g}=\left\{\left.\left(\begin{array}{ccc}
i \theta & 0 & 0 \\
z & -2 i \theta & 0 \\
i t & \bar{z} & i \theta
\end{array}\right) \right\rvert\, z \in \mathbb{C}, \theta \in \mathbb{R}, t \in \mathbb{R}\right\}
$$

is the Lie algebra of the "oscillator group." Show that $[\mathfrak{g}, \mathfrak{g}]$ is isomorphic with the Heisenberg Lie algebra over $\mathbb{R}$, defined in Example 12a of $\S 1$.
20. Let $N$ be a simply connected nilpotent analytic group with Lie algebra $\mathfrak{n}$, and let $\mathfrak{n}_{i}$ be a sequence of ideals in $\mathfrak{n}$ such that

$$
\mathfrak{n}=\mathfrak{n}_{0} \supseteq \mathfrak{n}_{1} \supseteq \cdots \supseteq \mathfrak{n}_{n-1} \supseteq \mathfrak{n}_{n}=0
$$

and $\left[\mathfrak{n}, \mathfrak{n}_{i}\right] \subseteq \mathfrak{n}_{i+1}$ for $0 \leq i<n$. Suppose that $\mathfrak{s}$ and $\mathfrak{t}$ are vector subspaces of $\mathfrak{n}$ such that $\mathfrak{n}=\mathfrak{s} \oplus \mathfrak{t}$ and $\mathfrak{n}_{i}=\left(\mathfrak{s} \cap \mathfrak{n}_{i}\right) \oplus\left(\mathfrak{t} \cap \mathfrak{n}_{i}\right)$ for all $i$. Prove that the map $\mathfrak{s} \oplus \mathfrak{t} \rightarrow N$ given by $(X, Y) \mapsto \exp X \exp Y$ is a diffeomorphism onto.
21. Find the cardinality of the centers of $S U(n), S O(n), S p(n), S L(n, \mathbb{C})$, $\operatorname{SO}(n, \mathbb{C})$, and $\operatorname{Sp}(n, \mathbb{C})$.
22. Let $G=\left\{g \in S L(2 n, \mathbb{C}) \mid g^{t} I_{n, n} g=I_{n, n}\right\}$. Prove that $G$ is isomorphic to $\operatorname{SO}(2 n, \mathbb{C})$. (See $\S 8$ for the definition of $I_{n, n}$.)
23. Show that Proposition 1.143 can be applied to $G L(n, \mathbb{R})$ if $G L(n, \mathbb{R})$ is embedded in $S L(n+1, \mathbb{R})$ in block diagonal form as

$$
g \mapsto\left(\begin{array}{cc}
g & 0 \\
0 & (\operatorname{det} g)^{-1}
\end{array}\right)
$$

Deduce that $G L(n, \mathbb{R})$ has two connected components.
24. Give an example of a closed linear group $G \subseteq S L(n, \mathbb{C})$ such that $G$ is closed under adjoints but $G$ is not homeomorphic to the product of $G \cap U(n)$ and a Euclidean space.

Problems 25-27 concern the Heisenberg Lie algebra $\mathfrak{g}$ over $\mathbb{R}$ as in Example 12a of $\S 1$. Let $V$ be the complex vector space of complex-valued functions on $\mathbb{R}$ of the form $e^{-\pi s^{2}} P(s)$, where $P$ is a polynomial, and let $\hbar$ be a positive constant.
25. Show that the linear mappings $i \frac{d}{d s}$ and "multiplication by $-i \hbar s$ " carry $V$ into itself.
26. Define $\varphi\left(\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)=i \frac{d}{d s}$ and let $\varphi\left(\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0\end{array}\right)$ be multiplication by $-i \hbar s$. How should $\varphi\left(\begin{array}{lll}0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$ be defined so that the linear extension of $\varphi$ to $\mathfrak{g}$ is a representation of $\mathfrak{g}$ on $V$ ?
27. With $\varphi$ defined as in Problem 26, prove that $\varphi$ is irreducible.

Problems 28-30 classify the solvable Lie algebras $\mathfrak{g}$ of dimension 3 over $\mathbb{R}$.
28. Prove that if $\operatorname{dim}[\mathfrak{g}, \mathfrak{g}]=1$, then $\mathfrak{g}$ is isomorphic with either the Heisenberg Lie algebra (Example 12a of §1) or the direct sum of a 1-dimensional (abelian) Lie algebra and a nonabelian 2-dimensional Lie algebra.
29. If $\operatorname{dim}[\mathfrak{g}, \mathfrak{g}]=2$, use Proposition 1.39 to show that $[\mathfrak{g}, \mathfrak{g}]$ is abelian. Let $X, Y$ be a basis of $[\mathfrak{g}, \mathfrak{g}]$, and extend to a basis $X, Y, Z$ of $\mathfrak{g}$. Define $\alpha, \beta, \gamma, \delta$ by

$$
\begin{aligned}
{[X, Z] } & =\alpha X+\beta Y \\
{[Y, Z] } & =\gamma X+\delta Y .
\end{aligned}
$$

Show that $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ is nonsingular.
30. Conclude that the only nilpotent 3-dimensional Lie algebras over $\mathbb{R}$ are the abelian one and the Heisenberg Lie algebra; conclude that the only other solvable ones of dimension 3 are those given by Problem 2 and the one that is a direct sum of a 1-dimensional abelian Lie algebra with a nonabelian 2-dimensional algebra.

Problems 31-35 show that the only simple Lie algebras $\mathfrak{g}$ of dimension 3 over $\mathbb{R}$, up to isomorphism, are the ones in Examples 12e and 12 f of $\S 1$. In view of the discussion at the end of §2, Problems 28-30 and Problems 31-35 together classify all the Lie algebras of dimension 3 over $\mathbb{R}$.
31. Show that $\operatorname{Tr}(\operatorname{ad} X)=0$ for all $X$ because $[\mathfrak{g}, \mathfrak{g}]=\mathfrak{g}$.
32. Using Engel's Theorem, choose $X_{0}$ such that ad $X_{0}$ is not nilpotent. Show that the 1-dimensional space $\mathbb{R} X_{0}$ has a complementary subspace stable under ad $X_{0}$.
33. Show by linear algebra that some real multiple $X$ of $X_{0}$ is a member of a basis $\{X, Y, Z\}$ of $\mathfrak{g}$ in which ad $X$ has matrix realization either

$$
\operatorname{ad} X=\left(\begin{array}{ccc}
X & Y & Z \\
0 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & -2
\end{array}\right) \begin{gathered}
X \\
Y \\
Z
\end{gathered} \quad \text { or } \quad \text { ad } X=\left(\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right) \begin{aligned}
& X \\
& Y \\
& Z
\end{aligned} .
$$

34. Writing $[Y, Z]$ in terms of the basis and applying the Jacobi identity, show that $Y$ can be multiplied by a constant so that the first case of Problem 33 leads to an isomorphism with $\mathfrak{s l}(2, \mathbb{R})$ and the second case of Problem 33 leads to an isomorphism with $\mathfrak{s o}(3)$.
35. Using a simplified version of the argument in Problems 29-32, show that the only 3-dimensional simple Lie algebra over $\mathbb{C}$, up to isomorphism, is $\mathfrak{s l}(2, \mathbb{C})$.

## CHAPTER II

## Complex Semisimple Lie Algebras


#### Abstract

The theme of this chapter is an investigation of complex semisimple Lie algebras by a two-step process, first by passing from such a Lie algebra to a reduced abstract root system via a choice of Cartan subalgebra and then by passing from the root system to an abstract Cartan matrix and an abstract Dynkin diagram via a choice of an ordering.

The chapter begins by making explicit a certain amount of this structure for four infinite classes of classical complex semisimple Lie algebras. Then for a general finite-dimensional complex Lie algebra, it is proved that Cartan subalgebras exist and are unique up to conjugacy.

When the given Lie algebra is semisimple, the Cartan subalgebra is abelian. The adjoint action of the Cartan subalgebra on the given semisimple Lie algebra leads to a root-space decomposition of the given Lie algebra, and the set of roots forms a reduced abstract root system.

If a suitable ordering is imposed on the underlying vector space of an abstract root system, one can define simple roots as those positive roots that are not sums of positive roots. The simple roots form a particularly nice basis of the underlying vector space, and a Cartan matrix and Dynkin diagram may be defined in terms of them. The definitions of abstract Cartan matrix and abstract Dynkin diagram are arranged so as to include the matrix and diagram obtained from a root system.

Use of the Weyl group shows that the Cartan matrix and Dynkin diagram obtained from a root system by imposing an ordering are in fact independent of the ordering. Moreover, nonisomorphic reduced abstract root systems have distinct Cartan matrices. It is possible to classify the abstract Cartan matrices and then to see by a case-by-case argument that every abstract Cartan matrix arises from a reduced abstract root system. Consequently the correspondence between reduced abstract root systems and abstract Cartan matrices is one-one onto, up to isomorphism.

The correspondence between complex semisimple Lie algebras and reduced abstract root systems lies deeper. Apart from isomorphism, the correspondence does not depend upon the choice of Cartan subalgebra, as a consequence of the conjugacy of Cartan subalgebras proved earlier in the chapter. To examine the correspondence more closely, one first finds generators and relations for any complex semisimple Lie algebra. The Isomorphism Theorem then explains how much freedom there is in lifting an isomorphism between root systems to an isomorphism between complex semisimple Lie algebras. Finally the Existence Theorem says that every reduced abstract root system arises from some complex semisimple Lie algebra. Consequently the correspondence between complex semisimple Lie algebras and reduced abstract root systems is one-one onto, up to isomorphism.


## 1. Classical Root-space Decompositions

Recall from §I. 8 that the complex Lie algebras $\mathfrak{s l}(n, \mathbb{C})$ for $n \geq 2$, $\mathfrak{s o}(n, \mathbb{C})$ for $n \geq 3$, and $\mathfrak{s p}(n, \mathbb{C})$ for $n \geq 1$ are all semisimple. As we shall see in this section, each of these Lie algebras has an abelian subalgebra $\mathfrak{h}$ such that an analysis of ad $\mathfrak{h}$ leads to a rather complete understanding of the bracket law in the full Lie algebra. We shall give the analysis of ad $\mathfrak{h}$ in each example and then, to illustrate the power of the formulas we have, identify which of these Lie algebras are simple over $\mathbb{C}$.

Example 1. The complex Lie algebra is $\mathfrak{g}=\mathfrak{s l}(n, \mathbb{C})$. Let

$$
\begin{aligned}
\mathfrak{h}_{0} & =\text { real diagonal matrices in } \mathfrak{g} \\
\mathfrak{h} & =\text { all diagonal matrices in } \mathfrak{g} .
\end{aligned}
$$

Then $\mathfrak{h}=\mathfrak{h}_{0} \oplus i \mathfrak{h}_{0}=\left(\mathfrak{h}_{0}\right)^{\text {C }}$. Define a matrix $E_{i j}$ to be 1 in the $(i, j)^{\text {th }}$ place and 0 elsewhere, and define a member $e_{j}$ of the dual space $\mathfrak{h}^{*}$ by

$$
e_{j}\left(\begin{array}{ccc}
h_{1} & & \\
& \ddots & \\
& & h_{n}
\end{array}\right)=h_{j} .
$$

For each $H \in \mathfrak{h}$, ad $H$ is diagonalized by the basis of $\mathfrak{g}$ consisting of members of $\mathfrak{h}$ and the $E_{i j}$ for $i \neq j$. We have

$$
(\operatorname{ad} H) E_{i j}=\left[H, E_{i j}\right]=\left(e_{i}(H)-e_{j}(H)\right) E_{i j} .
$$

In other words, $E_{i j}$ is a simultaneous eigenvector for all ad $H$, with eigenvalue $e_{i}(H)-e_{j}(H)$. In its dependence on $H$, the eigenvalue is linear. Thus the eigenvalue is a linear functional on $\mathfrak{h}$, namely $e_{i}-e_{j}$. The $\left(e_{i}-e_{j}\right)$ 's, for $i \neq j$, are called roots. The set of roots is denoted $\Delta$. We have

$$
\mathfrak{g}=\mathfrak{h} \oplus \bigoplus_{i \neq j} \mathbb{C} E_{i j}
$$

which we can rewrite as

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{h} \oplus \bigoplus_{i \neq j} \mathfrak{g}_{e_{i}-e_{j}}, \tag{2.1}
\end{equation*}
$$

where

$$
\mathfrak{g}_{e_{i}-e_{j}}=\left\{X \in \mathfrak{g} \mid(\operatorname{ad} H) X=\left(e_{i}-e_{j}\right)(H) X \text { for all } H \in \mathfrak{h}\right\} .
$$

The decomposition (2.1) is called a root-space decomposition. The set $\Delta$ of roots spans $\mathfrak{h}^{*}$ over $\mathbb{C}$.

The bracket relations are easy, relative to (2.1). If $\alpha$ and $\beta$ are roots, we can compute $\left[E_{i j}, E_{i^{\prime} j^{\prime}}\right]$ and see that

$$
\left[\mathfrak{g}_{\alpha}, \mathfrak{g}_{\beta}\right] \begin{cases}=\mathfrak{g}_{\alpha+\beta} & \text { if } \alpha+\beta \text { is a root }  \tag{2.2}\\ =0 & \text { if } \alpha+\beta \text { is not a root or } 0 \\ \subseteq \mathfrak{h} & \text { if } \alpha+\beta=0 .\end{cases}
$$

In the last case the exact formula is

$$
\left[E_{i j}, E_{j i}\right]=E_{i i}-E_{j j} \in \mathfrak{h} .
$$

All the roots are real on $\mathfrak{h}_{0}$ and thus, by restriction, can be considered as members of $\mathfrak{h}_{0}^{*}$. The next step is to introduce a notion of positivity within $\mathfrak{h}_{0}^{*}$ such that
(i) for any nonzero $\varphi \in \mathfrak{h}_{0}^{*}$, exactly one of $\varphi$ and $-\varphi$ is positive,
(ii) the sum of positive elements is positive, and any positive multiple of a positive element is positive.
The way in which such a notion of positivity is introduced is not important, and we shall just choose one at this stage.

To do so, we observe a canonical form for members of $\mathfrak{h}_{0}^{*}$. The linear functionals $e_{1}, \ldots, e_{n}$ span $\mathfrak{h}_{0}^{*}$, and their sum is 0 . Any member of $\mathfrak{h}_{0}^{*}$ can therefore be written nonuniquely as $\sum_{j} c_{j} e_{j}$, and $\left(\sum_{i} c_{i}\right)\left(e_{1}+\cdots+e_{n}\right)=0$. Therefore our given linear functional equals

$$
\sum_{j=1}^{n}\left(c_{j}-\frac{1}{n} \sum_{i=1}^{n} c_{i}\right) e_{j} .
$$

In this latter representation the sum of the coefficients is 0 . Thus any member of $\mathfrak{h}_{0}^{*}$ can be realized as $\sum_{j} a_{j} e_{j}$ with $\sum_{j} a_{j}=0$. No such nonzero expression can vanish on $E_{i i}-E_{n n}$ for all $i$ with $1 \leq i<n$, and thus the realization as $\sum_{j} a_{j} e_{j}$ with $\sum_{j} a_{j}=0$ is unique.

If $\varphi=\sum_{j} a_{j} e_{j}$ is given as a member of $\mathfrak{h}_{0}^{*}$ with $\sum_{j} a_{j}=0$, we say that a nonzero $\varphi$ is positive (written $\varphi>0$ ) if the first nonzero coefficient $a_{j}$ is $>0$. It is clear that this notion of positivity satisfies properties (i) and (ii) above.

We say that $\varphi>\psi$ if $\varphi-\psi$ is positive. The result is a simple ordering on $\mathfrak{h}_{0}^{*}$ that is preserved under addition and under multiplication by positive scalars.

For the roots the effect is that

$$
\begin{aligned}
e_{1}-e_{n} & >e_{1}-e_{n-1}>\cdots>e_{1}-e_{2} \\
& >e_{2}-e_{n}>e_{2}-e_{n-1}>\cdots>e_{2}-e_{3} \\
& >\cdots>e_{n-2}-e_{n}>e_{n-2}-e_{n-1}>e_{n-1}-e_{n}>0,
\end{aligned}
$$

and afterward we have the negatives. The positive roots are the $e_{i}-e_{j}$ with $i<j$.

Now let us prove that $\mathfrak{g}$ is simple over $\mathbb{C}$ for $n \geq 2$. Let $\mathfrak{a} \subseteq \mathfrak{g}$ be an ideal, and first suppose $\mathfrak{a} \subseteq \mathfrak{h}$. Let $H \neq 0$ be in $\mathfrak{a}$. Since the roots span $\mathfrak{h}^{*}$, we can find a root $\alpha$ with $\alpha(H) \neq 0$. If $X$ is in $\mathfrak{g}_{\alpha}$ and $X \neq 0$, then

$$
\alpha(H) X=[H, X] \in[\mathfrak{a}, \mathfrak{g}] \subseteq \mathfrak{a} \subseteq \mathfrak{h},
$$

and so $X$ is in $\mathfrak{h}$, contradiction. Hence $\mathfrak{a} \subseteq \mathfrak{h}$ implies $\mathfrak{a}=0$.
Next, suppose $\mathfrak{a}$ is not contained in $\mathfrak{h}$. Let $X=H+\sum X_{\alpha}$ be in $\mathfrak{a}$ with each $X_{\alpha}$ in $\mathfrak{g}_{\alpha}$ and with some $X_{\alpha} \neq 0$. For the moment assume that there is some root $\alpha<0$ with $X_{\alpha} \neq 0$, and let $\beta$ be the smallest such $\alpha$. Say $X_{\beta}=c E_{i j}$ with $i>j$ and $c \neq 0$. Form

$$
\begin{equation*}
\left[E_{1 i},\left[X, E_{j n}\right]\right] . \tag{2.3}
\end{equation*}
$$

The claim is that (2.3) is a nonzero multiple of $E_{1 n}$. In fact, we cannot have $i=1$ since $j<i$. If $i<n$, then $\left[E_{i j}, E_{j n}\right]=a E_{i n}$ with $a \neq 0$, and also $\left[E_{1 i}, E_{i n}\right]=b E_{1 n}$ with $b \neq 0$. Thus (2.3) has a nonzero component in $\mathfrak{g}_{e_{1}-e_{n}}$ in the decomposition (2.1). The other components of (2.3) must correspond to larger roots than $e_{1}-e_{n}$ if they are nonzero, but $e_{1}-e_{n}$ is the largest root. Hence the claim follows if $i<n$. If $i=n$, then (2.3) is

$$
=\left[E_{1 n},\left[c E_{n j}+\cdots, E_{j n}\right]\right]=c\left[E_{1 n}, E_{n n}-E_{j j}\right]+\cdots=c E_{1 n} .
$$

Thus the claim follows if $i=n$.
In any case we conclude that $E_{1 n}$ is in $\mathfrak{a}$. For $i \neq j$, the formula

$$
E_{k l}=c^{\prime}\left[E_{k 1},\left[E_{1 n}, E_{n l}\right]\right] \quad \text { with } c^{\prime} \neq 0
$$

(with obvious changes if $k=1$ or $l=n$ ) shows that $E_{k l}$ is in $\mathfrak{a}$, and

$$
\left[E_{k l}, E_{l k}\right]=E_{k k}-E_{l l}
$$

shows that a spanning set of $\mathfrak{h}$ is in $\mathfrak{a}$. Hence $\mathfrak{a}=\mathfrak{g}$.
Thus an ideal $\mathfrak{a}$ that is not in $\mathfrak{h}$ has to be all of $\mathfrak{g}$ if there is some $\alpha<0$ with $X_{\alpha} \neq 0$ above. Similarly if there is some $\alpha>0$ with $X_{\alpha} \neq 0$, let $\beta$ be the largest such $\alpha$, say $\alpha=e_{i}-e_{j}$ with $i<j$. Form $\left[E_{n i},\left[X, E_{j 1}\right]\right]$ and argue with $E_{n 1}$ in the same way to get $\mathfrak{a}=\mathfrak{g}$. Thus $\mathfrak{g}$ is simple over $\mathbb{C}$. This completes the first example.

We can abstract these properties. The complex Lie algebra $\mathfrak{g}$ will be simple whenever we can arrange that

1) $\mathfrak{h}$ is an abelian subalgebra of $\mathfrak{g}$ such that $\mathfrak{g}$ has a simultaneous eigenspace decomposition relative to ad $\mathfrak{h}$ and
(a) the 0 eigenspace is $\mathfrak{h}$,
(b) the other eigenspaces are 1-dimensional,
(c) with the set $\Delta$ of roots defined as before, (2.2) holds,
(d) the roots are all real on some real form $\mathfrak{h}_{0}$ of $\mathfrak{h}$.
2) the roots span $\mathfrak{h}^{*}$. If $\alpha$ is a root, so is $-\alpha$.
3) $\sum_{\alpha \in \Delta}\left[\mathfrak{g}_{\alpha}, \mathfrak{g}_{-\alpha}\right]=\mathfrak{h}$.
4) each root $\beta<0$ relative to an ordering of $\mathfrak{h}_{0}^{*}$ defined from a notion of positivity satisfying (i) and (ii) above has the following property: There exists a sequence of roots $\alpha_{1}, \ldots, \alpha_{k}$ such that each partial sum from the left of $\beta+\alpha_{1}+\cdots+\alpha_{k}$ is a root or 0 and the full sum is the largest root. If a partial sum $\beta+\cdots+\alpha_{j}$ is 0 , then the member $\left[E_{\alpha_{j}}, E_{-\alpha_{j}}\right]$ of $\mathfrak{h}$ is such that $\alpha_{j+1}\left(\left[E_{\alpha_{j}}, E_{-\alpha_{j}}\right]\right) \neq 0$.

We shall see that the other complex Lie algebras from §I.8, namely $\mathfrak{s o}(n, \mathbb{C})$ and $\mathfrak{s p}(n, \mathbb{C})$, have the same kind of structure, provided $n$ is restricted suitably.

Example 2. The complex Lie algebra is $\mathfrak{g}=\mathfrak{s o}(2 n+1, \mathbb{C})$. Here a similar analysis by means of ad $\mathfrak{h}$ for an abelian subalgebra $\mathfrak{h}$ is possible, and we shall say what the constructs are that lead to the conclusion that $\mathfrak{g}$ is simple for $n \geq 1$. We define

$$
\left.\begin{array}{c}
\mathfrak{h}=\{H \in \mathfrak{s o}(2 n+1, \mathbb{C}) \mid H=\text { matrix below }\} \\
H=\left(\begin{array}{cc}
\left(\begin{array}{cc}
0 & i h_{1} \\
-i h_{1} & 0
\end{array}\right) \\
\left(\begin{array}{cc}
0 & i h_{2} \\
-i h_{2} & 0
\end{array}\right) & \\
& \ddots \\
\\
& \\
e_{j}(\text { above } H)=h_{j}, & \\
\mathfrak{h}_{0}=\{H \in \mathfrak{h} \mid \text { entries are purely imaginary }\} \\
\Delta=\left\{ \pm e_{i} \pm e_{j} \text { with } i \neq j\right\} \cup\left\{ \pm e_{k}\right\} .
\end{array}\right. \\
\left.\begin{array}{cc}
0 & i h_{n} \\
-i h_{n} & 0
\end{array}\right) \\
0
\end{array}\right)
$$

The members of $\mathfrak{h}_{0}^{*}$ are the linear functionals $\sum_{j} a_{j} e_{j}$ with all $a_{j}$ real, and every root is of this form. A member $\varphi=\sum_{j} a_{j} e_{j}$ of $\mathfrak{h}_{0}^{*}$ is defined to be positive if $\varphi \neq 0$ and if the first nonzero $a_{j}$ is positive. In the resulting ordering the largest root is $e_{1}+e_{2}$. The root-space decomposition is

$$
\mathfrak{g}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_{\alpha} \quad \text { with } \mathfrak{g}_{\alpha}=\mathbb{C} E_{\alpha}
$$

and with $E_{\alpha}$ as defined below. To define $E_{\alpha}$, first let $i<j$ and let $\alpha=$ $\pm e_{i} \pm e_{j}$. Then $E_{\alpha}$ is 0 except in the sixteen entries corresponding to the $i^{\text {th }}$ and $j^{\text {th }}$ pairs of indices, where it is

$$
E_{\alpha}=\left(\begin{array}{cc}
i & j \\
0 & X_{\alpha} \\
-X_{\alpha}^{t} & 0
\end{array}\right) \begin{gathered}
i \\
j
\end{gathered}
$$

with

$$
\begin{aligned}
X_{e_{i}-e_{j}} & =\left(\begin{array}{rr}
1 & i \\
-i & 1
\end{array}\right), & X_{e_{i}+e_{j}}=\left(\begin{array}{rr}
1 & -i \\
-i & -1
\end{array}\right), \\
X_{-e_{i}+e_{j}} & =\left(\begin{array}{rr}
1 & -i \\
i & 1
\end{array}\right), & X_{-e_{i}-e_{j}}=\left(\begin{array}{rr}
1 & i \\
i & -1
\end{array}\right) .
\end{aligned}
$$

To define $E_{\alpha}$ for $\alpha= \pm e_{k}$, write

$$
\begin{gathered}
\text { pair } \\
k
\end{gathered} \begin{array}{cc}
\text { entry } \\
E_{\alpha}=\left(\begin{array}{cc}
0 & X_{\alpha} \\
-X_{\alpha}^{t} & 0
\end{array}\right)
\end{array}
$$

with 0 's elsewhere and with

$$
X_{e_{k}}=\binom{1}{-i} \quad \text { and } \quad X_{-e_{k}}=\binom{1}{i} .
$$

Example 3. The complex Lie algebra is $\mathfrak{g}=\mathfrak{s p}(n, \mathbb{C})$. Again an analysis by means of ad $\mathfrak{h}$ for an abelian subalgebra $\mathfrak{h}$ is possible, and we shall say what the constructs are that lead to the conclusion that $\mathfrak{g}$ is simple
for $n \geq 1$. We define

$$
\begin{aligned}
& \mathfrak{h}=\left\{H=\left(\begin{array}{lllllll}
h_{1} & & & & & \\
& \ddots & & & & \\
& & h_{n} & & & \\
& & & -h_{1} & & \\
& & & & \ddots & \\
& & & & & -h_{n}
\end{array}\right)\right\} \\
& e_{j}(\text { above } H)=h_{j}, \quad 1 \leq j \leq n \\
& \mathfrak{h}_{0}=\{H \in \mathfrak{h} \mid \text { entries are real }\} \\
& \Delta=\left\{ \pm e_{i} \pm e_{j} \text { with } i \neq j\right\} \cup\left\{ \pm 2 e_{k}\right\} \\
& E_{e_{i}-e_{j}}=E_{i, j}-E_{j+n, i+n}, \quad E_{2 e_{k}}=E_{k, k+n}, \\
& E_{e_{i}+e_{j}}=E_{i, j+n}+E_{j, i+n}, \quad E_{-2 e_{k}}=E_{k+n, k}, \\
& E_{-e_{i}-e_{j}}=E_{i+n, j}+E_{j+n, i} .
\end{aligned}
$$

Example 4. The complex Lie algebra is $\mathfrak{g}=\mathfrak{s o}(2 n, \mathbb{C})$. The analysis is similar to that for $\mathfrak{s o}(2 n+1, \mathbb{C})$. The Lie algebra $\mathfrak{s o}(2 n, \mathbb{C})$ is simple over $\mathbb{C}$ for $n \geq 3$, the constructs for this example being
$\mathfrak{h}$ as with $\mathfrak{s o}(2 n+1, \mathbb{C}) \quad$ but with the last row and column deleted

$$
\begin{aligned}
& e_{j}(H)=h_{j}, \quad 1 \leq j \leq n, \quad \text { as with } \mathfrak{s o}(2 n+1, \mathbb{C}) \\
& \mathfrak{h}_{0}=\{H \in \mathfrak{h} \mid \text { entries are purely imaginary }\} \\
& \Delta=\left\{ \pm e_{i} \pm e_{j} \text { with } i \neq j\right\} \\
& E_{\alpha} \text { as for } \mathfrak{s o}(2 n+1, \mathbb{C}) \quad \text { when } \quad \alpha= \pm e_{i} \pm e_{j} .
\end{aligned}
$$

When $n=2$, condition (4) in the list of abstracted properties fails. In fact, take $\beta=-e_{1}+e_{2}$. The only choice for $\alpha_{1}$ is $e_{1}-e_{2}$, and then $\beta+\alpha_{1}=0$. We have to choose $\alpha_{2}=e_{1}+e_{2}$, and $\alpha_{2}\left(\left[E_{\alpha_{1}}, E_{-\alpha_{1}}\right]\right)=0$. In $\S 5$ we shall see that $\mathfrak{s o}(4, \mathbb{C})$ is actually not simple.

## 2. Existence of Cartan Subalgebras

The idea is to approach a general complex semisimple Lie algebra $\mathfrak{g}$ by imposing on it the same kind of structure as in $\S 1$. We try to construct an $\mathfrak{h}$, a set of roots, a real form $\mathfrak{h}_{0}$ on which the roots are real, and an ordering on $\mathfrak{h}_{0}^{*}$. Properties (1) through (3) in $\S 1$ turn out actually to be equivalent
with $\mathfrak{g}$ semisimple. In the presence of the first three properties, property (4) will be equivalent with $\mathfrak{g}$ simple. But we shall obtain better formulations of property (4) later, and that property should be disregarded, at least for the time being.

The hypothesis of semisimplicity of $\mathfrak{g}$ enters the construction only by forcing special features of $\mathfrak{h}$ and the roots. Accordingly we work with a general finite-dimensional complex Lie algebra $\mathfrak{g}$ until near the end of this section.

Let $\mathfrak{h}$ be a finite-dimensional Lie algebra over $\mathbb{C}$. Recall from $\S$ I. 5 that a representation $\pi$ of $\mathfrak{h}$ on a complex vector space $V$ is a complex-linear Lie algebra homomorphism of $\mathfrak{h}$ into $\operatorname{End}_{\mathbb{C}}(V)$. For such $\pi$ and $V$, whenever $\alpha$ is in the dual $\mathfrak{h}^{*}$, we let $V_{\alpha}$ be defined as
$\left\{v \in V \mid(\pi(H)-\alpha(H) 1)^{n} v=0\right.$ for all $H \in \mathfrak{h}$ and some $\left.n=n(H, v)\right\}$.
If $V_{\alpha} \neq 0, V_{\alpha}$ is called a generalized weight space and $\alpha$ is a weight. Members of $V_{\alpha}$ are called generalized weight vectors.

For now, we shall be interested only in the case that $V$ is finite dimensional. In this case $\pi(H)-\alpha(H) 1$ has 0 as its only generalized eigenvalue on $V_{\alpha}$ and is nilpotent on this space, as a consequence of the theory of Jordan normal form. Therefore $n(H, v)$ can be taken to be $\operatorname{dim} V$.

Proposition 2.4. Suppose that $\mathfrak{h}$ is a nilpotent Lie algebra over $\mathbb{C}$ and that $\pi$ is a representation of $\mathfrak{h}$ on a finite-dimensional complex vector space $V$. Then there are finitely many generalized weights, each generalized weight space is stable under $\pi(\mathfrak{h})$, and $V$ is the direct sum of all the generalized weight spaces.

REMARKS.

1) The direct-sum decomposition of $V$ as the sum of the generalized weight spaces is called a weight-space decomposition of $V$.
2) The weights need not be linearly independent. For example, they are dependent in our root-space decompositions in the previous section.
3) Since $\mathfrak{h}$ is nilpotent, it is solvable, and Lie's Theorem (Corollary 1.29) applies to it. In a suitable basis of $V, \pi(\mathfrak{h})$ is therefore simultaneously triangular. The generalized weights will be the distinct diagonal entries, as functions on $\mathfrak{h}$. To get the direct sum decomposition, however, is subtler; we need to make more serious use of the fact that $\mathfrak{h}$ is nilpotent.

Proof. First we check that $V_{\alpha}$ is invariant under $\pi(\mathfrak{h})$. Fix $H \in \mathfrak{h}$ and let

$$
V_{\alpha, H}=\left\{v \in V \mid(\pi(H)-\alpha(H) 1)^{n} v=0 \text { for some } n=n(v)\right\}
$$

so that $V_{\alpha}=\cap_{H \in \mathfrak{h}} V_{\alpha, H}$. It is enough to prove that $V_{\alpha, H}$ is invariant under $\pi(\mathfrak{h})$ if $H \neq 0$. Since $\mathfrak{h}$ is nilpotent, ad $H$ is nilpotent. Let

$$
\mathfrak{h}_{(m)}=\left\{Y \in \mathfrak{h} \mid(\operatorname{ad} H)^{m} Y=0\right\},
$$

so that $\mathfrak{h}=\cup_{m=0}^{d} \mathfrak{h}_{(m)}$ with $d=\operatorname{dim} \mathfrak{h}$. We prove that $\pi(Y) V_{\alpha, H} \subseteq V_{\alpha, H}$ for $Y \in \mathfrak{h}_{(m)}$ by induction on $m$.

For $m=0$, we have $\mathfrak{h}_{(0)}=0$ since $(\operatorname{ad} H)^{0}=1$. So $\pi(Y)=\pi(0)=0$, and $\pi(Y) V_{\alpha, H} \subseteq V_{\alpha, H}$ trivially.

We now address general $m$ under the assumption that our assertion is true for all $Z \in \mathfrak{h}_{(m-1)}$. Let $Y$ be in $\mathfrak{h}_{(m)}$. Then $[H, Y]$ is in $\mathfrak{h}_{(m-1)}$, and we have

$$
\begin{aligned}
(\pi(H)-\alpha(H) 1) \pi(Y) & =\pi([H, Y])+\pi(Y) \pi(H)-\alpha(H) \pi(Y) \\
& =\pi(Y)(\pi(H)-\alpha(H) 1)+\pi([H, Y])
\end{aligned}
$$

and

$$
\begin{aligned}
& (\pi(H)-\alpha(H) 1)^{2} \pi(Y) \\
& =(\pi(H)-\alpha(H) 1) \pi(Y)(\pi(H)-\alpha(H) 1)+(\pi(H)-\alpha(H) 1) \pi([H, Y]) \\
& =\pi(Y)(\pi(H)-\alpha(H) 1)^{2}+\pi([H, Y])(\pi(H)-\alpha(H) 1) \\
& \quad+(\pi(H)-\alpha(H) 1) \pi([H, Y]) .
\end{aligned}
$$

Iterating, we obtain

$$
\begin{aligned}
(\pi(H)- & \alpha(H) 1)^{l} \pi(Y) \\
= & \pi(Y)(\pi(H)-\alpha(H) 1)^{l} \\
& +\sum_{s=0}^{l-1}(\pi(H)-\alpha(H) 1)^{l-1-s} \pi([H, Y])(\pi(H)-\alpha(H) 1)^{s} .
\end{aligned}
$$

For $v \in V_{\alpha, H}$, we have $(\pi(H)-\alpha(H) 1)^{N} v=0$ if $N \geq \operatorname{dim} V$. Take $l=2 N$. When the above expression is applied to $v$, the only terms in the sum on the right side that can survive are those with $s<N$. For these we have $l-1-s \geq N$. Then $(\pi(H)-\alpha(H) 1)^{s} v$ is in $V_{\alpha, H}, \pi([H, Y])$ leaves $V_{\alpha, H}$ stable since $[H, Y]$ is in $\mathfrak{h}_{(m-1)}$, and

$$
(\pi(H)-\alpha(H) 1)^{l-1-s} \pi([H, Y])(\pi(H)-\alpha(H) 1)^{s} v=0 .
$$

Hence $(\pi(H)-\alpha(H) 1)^{l} \pi(Y) v=0$, and $V_{\alpha, H}$ is stable under $\pi(Y)$. This completes the induction and the proof that $V_{\alpha}$ is invariant under $\pi(\mathfrak{h})$.

Now we can obtain the decomposition $V=\bigoplus_{\alpha} V_{\alpha}$. Let $H_{1}, \ldots, H_{r}$ be a basis for $\mathfrak{h}$. The Jordan decomposition of $\pi\left(H_{1}\right)$ gives us a generalized eigenspace decomposition that we can write as

$$
V=\bigoplus_{\lambda} V_{\lambda, H_{1}} .
$$

Here we can regard the complex number $\lambda$ as running over all distinct values of $\alpha\left(H_{1}\right)$ for $\alpha$ arbitrary in $\mathfrak{h}^{*}$. Thus we can rewrite the Jordan decomposition as

$$
V=\bigoplus_{\substack{\text { values of } \\ \alpha\left(H_{1}\right)}} V_{\alpha\left(H_{1}\right), H_{1}} .
$$

For fixed $\alpha \in \mathfrak{h}^{*}, V_{\alpha\left(H_{1}\right), H_{1}}$ is nothing more than the space $V_{\alpha, H_{1}}$ defined at the start of the proof. From what we have already shown, the space $V_{\alpha\left(H_{1}\right), H_{1}}=V_{\alpha, H_{1}}$ is stable under $\pi(\mathfrak{h})$. Thus we can decompose it under $\pi\left(H_{2}\right)$ as

$$
V=\bigoplus_{\alpha\left(H_{1}\right)} \bigoplus_{\alpha\left(H_{2}\right)}\left(V_{\alpha\left(H_{1}\right), H_{1}} \cap V_{\alpha\left(H_{2}\right), H_{2}}\right),
$$

and we can iterate to obtain

$$
V=\bigoplus_{\alpha\left(H_{1}\right), \ldots, \alpha\left(H_{r}\right)}\left(\bigcap_{j=1}^{r} V_{\alpha\left(H_{j}\right), H_{j}}\right)
$$

with each of the spaces invariant under $\pi(\mathfrak{h})$. By Lie's Theorem (Corollary 1.29), we can regard all $\pi\left(H_{i}\right)$ as acting simultaneously by triangular matrices on $\bigcap_{j=1}^{r} V_{\alpha\left(H_{j}\right), H_{j}}$, evidently with all diagonal entries $\alpha\left(H_{i}\right)$. Then $\pi\left(\sum c_{i} H_{i}\right)$ must act as a triangular matrix with all diagonal entries $\sum c_{i} \alpha\left(H_{i}\right)$. Thus if we define a linear functional $\alpha$ by $\alpha\left(\sum c_{i} H_{i}\right)=$ $\sum c_{i} \alpha\left(H_{i}\right)$, we see that $\bigcap_{j=1}^{r} V_{\alpha\left(H_{j}\right), H_{j}}$ is exactly $V_{\alpha}$. Thus $V=\bigoplus_{\alpha} V_{\alpha}$, and in particular there are only finitely many weights.

Proposition 2.5. If $\mathfrak{g}$ is any finite-dimensional Lie algebra over $\mathbb{C}$ and if $\mathfrak{h}$ is a nilpotent Lie subalgebra, then the generalized weight spaces of $\mathfrak{g}$ relative to $\operatorname{ad}_{\mathfrak{g}} \mathfrak{h}$ satisfy
(a) $\mathfrak{g}=\bigoplus \mathfrak{g}_{\alpha}$, where $\mathfrak{g}_{\alpha}$ is defined as
$\left\{X \in \mathfrak{g} \mid(\operatorname{ad} H-\alpha(H) 1)^{n} X=0\right.$ for all $H \in \mathfrak{h}$ and some $\left.n=n(H, X)\right\}$,
(b) $\mathfrak{h} \subseteq \mathfrak{g}_{0}$,
(c) $\left[\mathfrak{g}_{\alpha}, \mathfrak{g}_{\beta}\right] \subseteq \mathfrak{g}_{\alpha+\beta}$ (with $\mathfrak{g}_{\alpha+\beta}$ understood to be 0 if $\alpha+\beta$ is not a generalized weight).

Proof.
(a) This is by Proposition 2.4.
(b) Since $\mathfrak{h}$ is nilpotent, ad $\mathfrak{h}$ is nilpotent on $\mathfrak{h}$. Thus $\mathfrak{h} \subseteq \mathfrak{g}_{0}$.
(c) Let $X \in \mathfrak{g}_{\alpha}, Y \in \mathfrak{g}_{\beta}$, and $H \in \mathfrak{h}$. Then

$$
\begin{aligned}
(\operatorname{ad} H-(\alpha(H) & +\beta(H)) 1)[X, Y] \\
& =[H,[X, Y]]-\alpha(H)[X, Y]-\beta(H)[X, Y] \\
& =[(\operatorname{ad} H-\alpha(H) 1) X, Y]+[X,(\operatorname{ad} H-\beta(H) 1) Y]
\end{aligned}
$$

and we can readily set up an induction to see that

$$
\begin{aligned}
(\operatorname{ad} H-(\alpha(H) & +\beta(H)) 1)^{n}[X, Y] \\
& =\sum_{k=0}^{n}\binom{n}{k}\left[(\operatorname{ad} H-\alpha(H) 1)^{k} X,(\operatorname{ad} H-\beta(H) 1)^{n-k} Y\right]
\end{aligned}
$$

If $n \geq 2 \operatorname{dim} \mathfrak{g}$, either $k$ or $n-k$ is $\geq \operatorname{dim} \mathfrak{g}$, and hence every term on the right side is 0 .

Corollary 2.6. $\mathfrak{g}_{0}$ is a subalgebra.
Proof. This follows from Proposition 2.5c.
To match the behavior of our examples in the previous section, we make the following definition. A nilpotent Lie subalgebra $\mathfrak{h}$ of a finitedimensional complex Lie algebra $\mathfrak{g}$ is a Cartan subalgebra if $\mathfrak{h}=\mathfrak{g}_{0}$. The inclusion $\mathfrak{h} \subseteq \mathfrak{g}_{0}$ is always guaranteed by Proposition 2.5 b.

Proposition 2.7. A nilpotent Lie subalgebra $\mathfrak{h}$ of a finite-dimensional complex Lie algebra $\mathfrak{g}$ is a Cartan subalgebra if and only if $\mathfrak{h}$ equals the normalizer $N_{\mathfrak{g}}(\mathfrak{h})=\{X \in \mathfrak{g} \mid[X, \mathfrak{h}] \subseteq \mathfrak{h}\}$.

Proof. We always have

$$
\begin{equation*}
\mathfrak{h} \subseteq N_{\mathfrak{g}}(\mathfrak{h}) \subseteq \mathfrak{g}_{0} \tag{2.8}
\end{equation*}
$$

The first of these inclusions holds because $\mathfrak{h}$ is a Lie subalgebra. The second holds because $(\operatorname{ad} H)^{n} X=(\operatorname{ad} H)^{n-1}[H, X]$ and ad $H$ is nilpotent on $\mathfrak{h}$.

Now assume that $\mathfrak{h}$ is a Cartan subalgebra. Then $\mathfrak{g}_{0}=\mathfrak{h}$ by definition. By $(2.8), \mathfrak{h}=N_{\mathfrak{g}}(\mathfrak{h})=\mathfrak{g}_{0}$. Conversely assume that $\mathfrak{h}$ is not a Cartan subalgebra, i.e., that $\mathfrak{g}_{0} \neq \mathfrak{h}$. Form ad $\mathfrak{h}: \mathfrak{g}_{0} / \mathfrak{h} \rightarrow \mathfrak{g}_{0} / \mathfrak{h}$ as a Lie algebra of
transformations of the nonzero vector space $\mathfrak{g}_{0} / \mathfrak{h}$. Since $\mathfrak{h}$ is solvable, this Lie algebra of transformations is solvable. By Lie's Theorem (Theorem 1.25 ) there exists an $X+\mathfrak{h}$ in $\mathfrak{g}_{0} / \mathfrak{h}$ with $X \notin \mathfrak{h}$ that is a simultaneous eigenvector for ad $\mathfrak{h}$, and we know that its simultaneous eigenvalue has to be 0 . This means that $(\operatorname{ad} H)(X+\mathfrak{h}) \subseteq \mathfrak{h}$, i.e., $[H, X]$ is in $\mathfrak{h}$. Hence $X$ is not in $\mathfrak{h}$ but $X$ is in $N_{\mathfrak{g}}(\mathfrak{h})$. Thus $\mathfrak{h} \neq N_{\mathfrak{g}}(\mathfrak{h})$.

Theorem 2.9. Any finite-dimensional complex Lie algebra $\mathfrak{g}$ has a Cartan subalgebra.

Before coming to the proof, we introduce "regular" elements of $\mathfrak{g}$. In $\mathfrak{s l}(n, \mathbb{C})$ the regular elements will be the matrices with distinct eigenvalues. Let us consider matters more generally.

If $\pi$ is a representation of $\mathfrak{g}$ on a finite-dimensional vector space $V$, we can regard each $X \in \mathfrak{g}$ as generating a 1-dimensional abelian subalgebra, and we can then form $V_{0, X}$, the generalized eigenspace for eigenvalue 0 under $\pi(X)$. Let

$$
\begin{aligned}
l_{\mathfrak{g}}(V) & =\min _{X \in \mathfrak{g}} \operatorname{dim} V_{0, X} \\
R_{\mathfrak{g}}(V) & =\left\{X \in \mathfrak{g} \mid \operatorname{dim} V_{0, X}=l_{\mathfrak{g}}(V)\right\} .
\end{aligned}
$$

To understand $l_{\mathfrak{g}}(V)$ and $R_{\mathfrak{g}}(V)$ better, form the characteristic polynomial

$$
\operatorname{det}(\lambda 1-\pi(X))=\lambda^{n}+\sum_{j=0}^{n-1} d_{j}(X) \lambda^{j}
$$

In any basis of $\mathfrak{g}$, the $d_{j}(X)$ are polynomial functions on $\mathfrak{g}$, as we see by expanding $\operatorname{det}\left(\lambda 1-\sum \mu_{i} \pi\left(X_{i}\right)\right)$. For given $X$, if $j$ is the smallest value for which $d_{j}(X) \neq 0$, then $j=\operatorname{dim} V_{0, X}$, since the degree of the last term in the characteristic polynomial is the multiplicity of 0 as a generalized eigenvalue of $\pi(X)$. Thus $l_{\mathfrak{g}}(V)$ is the minimum $j$ such that $d_{j}(X) \not \equiv 0$, and

$$
R_{\mathfrak{g}}(V)=\left\{X \in \mathfrak{g} \mid d_{l_{\mathfrak{g}}(V)}(X) \neq 0\right\} .
$$

Let us apply these considerations to the adjoint representation of $\mathfrak{g}$ on $\mathfrak{g}$. The elements of $R_{\mathfrak{g}}(\mathfrak{g})$, relative to the adjoint representation, are the regular elements of $\mathfrak{g}$. For any $X$ in $\mathfrak{g}, \mathfrak{g}_{0, X}$ is a Lie subalgebra of $\mathfrak{g}$ by the corollary of Proposition 2.5 , with $\mathfrak{h}=\mathbb{C} X$.

Theorem 2.9'. If $X$ is a regular element of the finite-dimensional complex Lie algebra $\mathfrak{g}$, then the Lie algebra $\mathfrak{g}_{0, X}$ is a Cartan subalgebra of $\mathfrak{g}$.

Proof. First we show that $\mathfrak{g}_{0, X}$ is nilpotent. Assuming the contrary, we construct two sets:
(i) the set of $Z \in \mathfrak{g}_{0, X}$ such that $\left(\left.(\operatorname{ad} Z)\right|_{\mathfrak{g}_{0, X}}\right)^{\operatorname{dim} \mathfrak{g}_{0, X}} \neq 0$, which is nonempty by Engel's Theorem (Corollary 1.38) and is open,
(ii) the set of $W \in \mathfrak{g}_{0, X}$ such that ad $\left.W\right|_{\mathfrak{g} / \mathfrak{g}_{0, X}}$ is nonsingular, which is nonempty since $X$ is in it (regularity is not used here) and is the set where some polynomial is nonvanishing, hence is dense (because if a polynomial vanishes on a nonempty open set, it vanishes identically).
These two sets must have nonempty intersection, and so we can find $Z$ in $\mathfrak{g}_{0, X}$ such that
$\left(\left.(\operatorname{ad} Z)\right|_{\mathfrak{g}_{0, x}}\right)^{\operatorname{dim} \mathfrak{g}_{0, X}} \neq 0 \quad$ and $\left.\quad \operatorname{ad} Z\right|_{\mathfrak{g} / \mathfrak{g}_{0, x}}$ is nonsingular.
Then the generalized multiplicity of the eigenvalue 0 for ad $Z$ is less than $\operatorname{dim} \mathfrak{g}_{0, X}$, and hence $\operatorname{dim} \mathfrak{g}_{0, Z}<\operatorname{dim} \mathfrak{g}_{0, X}$, in contradiction with the regularity of $X$. We conclude that $\mathfrak{g}_{0, X}$ is nilpotent.

Since $\mathfrak{g}_{0, X}$ is nilpotent, we can use $\mathfrak{g}_{0, X}$ to decompose $\mathfrak{g}$ as in Proposition 2.4. Let $\mathfrak{g}_{0}$ be the 0 generalized weight space. Then we have

$$
\mathfrak{g}_{0, X} \subseteq \mathfrak{g}_{0}=\bigcap_{Y \in \mathfrak{g}_{0}, X} \mathfrak{g}_{0, Y} \subseteq \mathfrak{g}_{0, X}
$$

So $\mathfrak{g}_{0, X}=\mathfrak{g}_{0}$, and $\mathfrak{g}_{0, X}$ is a Cartan subalgebra.
In this book we shall be interested in Cartan subalgebras $\mathfrak{h}$ only when $\mathfrak{g}$ is semisimple. In this case $\mathfrak{h}$ has special properties, as follows.

Proposition 2.10. If $\mathfrak{g}$ is a complex semisimple Lie algebra and $\mathfrak{h}$ is a Cartan subalgebra, then $\mathfrak{h}$ is abelian.

Proof. Since $\mathfrak{h}$ is nilpotent and therefore solvable, ad $\mathfrak{h}$ is solvable as a Lie algebra of transformations of $\mathfrak{g}$. By Lie's Theorem (Corollary 1.29) it is simultaneously triangular in some basis. For any three triangular matrices $A, B, C$, we have $\operatorname{Tr}(A B C)=\operatorname{Tr}(B A C)$. Therefore

$$
\begin{equation*}
\operatorname{Tr}\left(\operatorname{ad}\left[H_{1}, H_{2}\right] \operatorname{ad} H\right)=0 \quad \text { for } H_{1}, H_{2}, H \in \mathfrak{h} \tag{2.11}
\end{equation*}
$$

Next let $\alpha$ be any nonzero generalized weight, let $X$ be in $\mathfrak{g}_{\alpha}$, and let $H$ be in $\mathfrak{h}$. By Proposition 2.5 c , ad $H$ ad $X$ carries $\mathfrak{g}_{\beta}$ to $\mathfrak{g}_{\alpha+\beta}$. Thus Proposition 2.5a shows that

$$
\begin{equation*}
\operatorname{Tr}(\operatorname{ad} H \operatorname{ad} X)=0 . \tag{2.12}
\end{equation*}
$$

Specializing (2.12) to $H=\left[H_{1}, H_{2}\right]$ and using (2.11) and Proposition 2.5a, we see that the Killing form $B$ of $\mathfrak{g}$ satisfies

$$
B\left(\left[H_{1}, H_{2}\right], X\right)=0 \quad \text { for all } X \in \mathfrak{g} .
$$

By Cartan's Criterion for Semisimplicity (Theorem 1.45), $B$ is nondegenerate. Therefore $\left[H_{1}, H_{2}\right]=0$, and $\mathfrak{h}$ is abelian.

Proposition 2.13. In a complex semisimple Lie algebra $\mathfrak{g}$, a Lie subalgebra is a Cartan subalgebra if it is maximal among the abelian subalgebras $\mathfrak{h}$ such that $\operatorname{ad}_{\mathfrak{g}} \mathfrak{h}$ is simultaneously diagonable.

Remarks.

1) It is immediate from this corollary that the subalgebras $\mathfrak{h}$ in the examples of $\S 1$ are Cartan subalgebras.
2) Proposition 2.13 implies the existence of Cartan subalgebras, but only in the semisimple case. A uniqueness theorem, Theorem 2.15 below, will say that any two Cartan subalgebras are conjugate, and hence every Cartan subalgebra in the semisimple case must satisfy the properties in the proposition.
3) The properties in the proposition can also be seen directly without using the uniqueness theorem. Proposition 2.10 shows that any Cartan subalgebra $\mathfrak{h}$ in the semisimple case is abelian, and it is maximal abelian since $\mathfrak{h}=\mathfrak{g}_{0}$. Corollary 2.23 will show for a Cartan subalgebra $\mathfrak{h}$ in the semisimple case that $\operatorname{ad}_{\mathfrak{g}} \mathfrak{h}$ is simultaneously diagonable.

Proof. Let $\mathfrak{h}$ be maximal among the abelian subalgebras such that $\operatorname{ad}_{\mathfrak{g}} \mathfrak{h}$ is simultaneously diagonable. Since $\mathfrak{h}$ is abelian and hence nilpotent, Proposition 2.4 shows that $\mathfrak{g}$ has a weight-space decomposition $\mathfrak{g}=$ $\mathfrak{g}_{0} \oplus \bigoplus_{\beta \neq \mathfrak{g}} \mathfrak{g}_{\beta}$ under $\operatorname{ad}_{\mathfrak{g}} \mathfrak{h}$. Since $\operatorname{ad}_{\mathfrak{g}} \mathfrak{h}$ is simultaneously diagonable, $\mathfrak{g}_{0}=\mathfrak{h} \oplus \mathfrak{r}$ with $[\mathfrak{h}, \mathfrak{r}]=0$. In view of Proposition 2.7, we are to prove that $\mathfrak{h}=N_{\mathfrak{g}}(\mathfrak{h})$. Here $\mathfrak{h} \subseteq N_{\mathfrak{g}}(\mathfrak{h}) \subseteq \mathfrak{g}_{0}$ by (2.8), and it is enough to show that $\mathfrak{r}=0$. Arguing by contradiction, suppose that $X \neq 0$ is in $\mathfrak{r}$. Then $\mathfrak{h} \oplus \mathbb{C} X$ is an abelian subalgebra properly containing $\mathfrak{h}$, and the hypothesis of maximality says that ad $X$ must not be diagonable. We apply Proposition 2.4 again, this time using $\operatorname{ad}_{\mathfrak{g}}(\mathfrak{h} \oplus \mathbb{C} X)$ and obtaining $\mathfrak{g}=\bigoplus_{\beta} \bigoplus_{\left.\beta^{\prime}\right|_{\emptyset}=\beta} \mathfrak{g}_{\beta^{\prime}}$. By Theorem 1.48 we can write ad $X=s+n$ with $s$ diagonable, $n$ nilpotent, $s n=n s$, and $s=p(\operatorname{ad} X)$ for some polynomial $p$ without constant term. Since ad $X$ carries each $\mathfrak{g}_{\beta^{\prime}}$ to itself, so does $s$. The transformation $s$ must then act by the scalar $\beta^{\prime}(X)$ on $\mathfrak{g}_{\beta^{\prime}}$. Since [ $\left.\mathfrak{g}_{\beta^{\prime}}, \mathfrak{g}_{\gamma^{\prime}}\right] \subseteq \mathfrak{g}_{\beta^{\prime}+\gamma^{\prime}}$ by Proposition 2.5 c, it follows for $Y \in \mathfrak{g}_{\beta^{\prime}}$ and $Z \in \mathfrak{g}_{\gamma^{\prime}}$
that $s[Y, Z]=\left(\beta^{\prime}(X)+\gamma^{\prime}(X)\right)[Y, Z]=[s(Y), Z]+[Y, s(Z)]$. In other words, $s$ is a derivation of $\mathfrak{g}$. By Proposition 1.121, $s=\operatorname{ad} S$ for some $S$ in $\mathfrak{g}$. Since $s=p(\operatorname{ad} X)$ and $[\mathfrak{h}, X]=0$, we find that $[\mathfrak{h}, S]=0$. By the hypothesis of maximality, $S$ is in $\mathfrak{h}$. From ad $X=\operatorname{ad} S+n$, we conclude that $n=\operatorname{ad} N$ for some $N$ in $\mathfrak{h} \oplus \mathbb{C} X$. In other words we could have assumed that ad $X$ is nilpotent from the outset. Since ad $X$ is nilpotent on $\mathfrak{g}$ and since $\mathfrak{g}_{0}=\mathfrak{h} \oplus \mathfrak{r}$ is a subalgebra (Corollary 2.6), ad $X$ is nilpotent on $\mathfrak{g}_{0}$. Thus every member of $\operatorname{ad}(\mathfrak{h} \oplus \mathbb{C} X)$ is nilpotent on $\mathfrak{g}_{0}$. But $X$ is arbitrary in $\mathfrak{r}$, and thus every member of ad $\mathfrak{g}_{0}$ is nilpotent on $\mathfrak{g}_{0}$. By Engel's Theorem (Corollary 1.38), $\mathfrak{g}_{0}$ is a nilpotent Lie algebra. Consequently we can use $\mathrm{ad}_{\mathfrak{g}} \mathfrak{g}_{0}$ to decompose $\mathfrak{g}$ according to Proposition 2.4 , and the 0 weight space can be no bigger than it was when we used $\mathrm{ad}_{\mathfrak{g}} \mathfrak{h}$ at the start. Thus the 0 weight space has to be $\mathfrak{g}_{0}$, and $\mathfrak{g}_{0}$ is a Cartan subalgebra. If we write the decomposition according to $\operatorname{ad}_{\mathfrak{g}} \mathfrak{g}_{0}$ as $\mathfrak{g}=\mathfrak{g}_{0} \oplus \bigoplus_{\alpha \neq 0} \mathfrak{g}_{\alpha}$, then we have $B\left(X, X_{0}\right)=\sum\left(\operatorname{dim} \mathfrak{g}_{\alpha}\right) \alpha(X) \alpha\left(X_{0}\right)$ when $X$ is the element above and $X_{0}$ is in $\mathfrak{g}_{0}$. This sum is 0 since the nilpotence of ad $X$ makes $\alpha(X)=0$ for all $\alpha$. As in (2.12), $B\left(X, X_{\alpha}\right)=0$ for $X_{\alpha} \in \mathfrak{g}_{\alpha}$ with $\alpha \neq 0$. Thus $B(X, \mathfrak{g})=0$. Since $B$ is nondegenerate, it follows that $X=0$, and we have arrived at a contradiction.

## 3. Uniqueness of Cartan Subalgebras

We turn to the question of uniqueness of Cartan subalgebras. We begin with a lemma about polynomial mappings.

Lemma 2.14. Let $P: \mathbb{C}^{m} \rightarrow \mathbb{C}^{n}$ be a holomorphic polynomial function not identically 0 . Then the set of vectors $z$ in $\mathbb{C}^{m}$ for which $P(z)$ is not the 0 vector is connected in $\mathbb{C}^{m}$.

Proof. Suppose that $z_{0}$ and $w_{0}$ in $\mathbb{C}^{m}$ have $P\left(z_{0}\right) \neq 0$ and $P\left(w_{0}\right) \neq 0$. As a function of $z \in \mathbb{C}, P\left(z_{0}+z\left(w_{0}-z_{0}\right)\right)$ is a vector-valued holomorphic polynomial nonvanishing at $z=0$ and $z=1$. The subset of $z \in \mathbb{C}$ where it vanishes is finite, and the complement in $\mathbb{C}$ is connected. Thus $z_{0}$ and $w_{0}$ lie in a connected set in $\mathbb{C}^{m}$ where $P$ is nonvanishing. Taking the union of these connected sets with $z_{0}$ fixed and $w_{0}$ varying, we see that the set where $P\left(w_{0}\right) \neq 0$ is connected.

Theorem 2.15. If $\mathfrak{h}_{1}$ and $\mathfrak{h}_{2}$ are Cartan subalgebras of a finitedimensional complex Lie algebra $\mathfrak{g}$, then there exists $a \in \operatorname{Int} \mathfrak{g}$ with $a\left(\mathfrak{h}_{1}\right)=\mathfrak{h}_{2}$.

Remarks.

1) In particular any two Cartan subalgebras are conjugate by an automorphism of $\mathfrak{g}$. As was explained after the introduction of Int $\mathfrak{g}$ in §I.11, Int $\mathfrak{g}=\operatorname{Int} \mathfrak{g}^{\mathbb{R}}$ is a universal version of $\operatorname{Ad}(G)$ for analytic groups $G$ with Lie algebra $\mathfrak{g}^{\mathbb{R}}$. Thus if $G$ is some analytic group with Lie algebra $\mathfrak{g}^{\mathbb{R}}$, the theorem asserts that the conjugacy can be achieved by some automorphism $\operatorname{Ad}(g)$ with $g \in G$.
2) By the theorem all Cartan subalgebras of $\mathfrak{g}$ have the same dimension. The common value of this dimension is called the rank of $\mathfrak{g}$.

Proof. Let $\mathfrak{h}$ be a Cartan subalgebra of $\mathfrak{g}$. Under the definitions in $\S 2$,

$$
R_{\mathfrak{h}}(\mathfrak{g})=\left\{Y \in \mathfrak{h} \mid \operatorname{dim} \mathfrak{g}_{0, Y} \text { is a minimum for elements of } \mathfrak{h}\right\} .
$$

We shall show that
(a) two alternative formulas for $R_{\mathfrak{h}}(\mathfrak{g})$ are

$$
\begin{aligned}
R_{\mathfrak{h}}(\mathfrak{g}) & =\{Y \in \mathfrak{h} \mid \alpha(Y) \neq 0 \text { for all generalized weights } \alpha \neq 0\} \\
& =\left\{Y \in \mathfrak{h} \mid \mathfrak{g}_{0, Y}=\mathfrak{h}\right\},
\end{aligned}
$$

(b) $Y \in R_{\mathfrak{h}}(\mathfrak{g})$ implies ad $Y$ is nonsingular on $\bigoplus_{\alpha \neq 0} \mathfrak{g}_{\alpha}$,
(c) the image of the map

$$
\sigma: \operatorname{Int} \mathfrak{g} \times R_{\mathfrak{h}}(\mathfrak{g}) \rightarrow \mathfrak{g}
$$

given by $\sigma(a, Y)=a(Y)$ is open in $\mathfrak{g}$ and is contained in $R_{\mathfrak{g}}(\mathfrak{g})$,
(d) if $\mathfrak{h}_{1}$ and $\mathfrak{h}_{2}$ are Cartan subalgebras that are not conjugate by Int $\mathfrak{g}$, then the corresponding images of the maps in (c) are disjoint,
(e) every member of $R_{\mathfrak{g}}(\mathfrak{g})$ is in the image of the map in (c) for some Cartan subalgebra $\mathfrak{h}$,
(f) $R_{\mathfrak{g}}(\mathfrak{g})$ is connected.

These six statements prove the theorem. In fact, (c) through (e) exhibit $R_{\mathfrak{g}}(\mathfrak{g})$ as a nontrivial disjoint union of open sets if we have nonconjugacy. But (f) says that such a nontrivial disjoint union is impossible. Thus let us prove the six statements.
(a) Since $\mathfrak{h}$ is a Cartan subalgebra, $\mathfrak{g}=\mathfrak{h} \oplus \bigoplus_{\alpha \neq 0} \mathfrak{g}_{\alpha}$. If $Y$ is in $\mathfrak{h}$, then $\mathfrak{g}_{0, Y}=\left\{X \in \mathfrak{g} \mid(\operatorname{ad} Y)^{n} X=0\right\}$, where $n=\operatorname{dim} \mathfrak{g}$. Thus elements $X$ in $\mathfrak{g}_{0, Y}$ are characterized by being in the generalized eigenspace for ad $Y$ with eigenvalue 0 . So $\mathfrak{g}_{0, Y}=\mathfrak{h} \oplus \bigoplus_{\alpha \neq 0, \alpha(Y)=0} \mathfrak{g}_{\alpha}$. Since finitely many hyperplanes in $\mathfrak{h}$ cannot have union $\mathfrak{h}$ ( $\mathbb{C}$ being an infinite field), we can
find $Y$ with $\alpha(Y) \neq 0$ for all $\alpha \neq 0$. Then we see that $\mathfrak{g}_{0, Y}$ is smallest when it is $\mathfrak{h}$, and (a) follows.
(b) The linear map ad $Y$ acts on $\mathfrak{g}_{\alpha}$ with generalized eigenvalue $\alpha(Y) \neq 0$, by (a). Hence ad $Y$ is nonsingular on each $\mathfrak{g}_{\alpha}$.
(c) Since Int $\mathfrak{g}$ is a group, it is enough to show that $Y \in R_{\mathfrak{h}}(\mathfrak{g})$ implies that $($ Int $\mathfrak{g})\left(R_{\mathfrak{h}}(\mathfrak{g})\right)$ contains a neighborhood of $Y$ in $\mathfrak{g}$. Form the differential $d \sigma$ at the point $(1, Y)$. Since $R_{\mathfrak{h}}(\mathfrak{g})$ is open in $\mathfrak{h}$, the tangent space at $Y$ may be regarded as $\mathfrak{h}$ (with $c_{H}(t)=Y+t H$ being a curve with derivative $H \in \mathfrak{h})$. Similarly the tangent space at the point $\sigma(1, Y)$ of $\mathfrak{g}$ may be identified with $\mathfrak{g}$. Finally the tangent space at the point 1 of $\operatorname{Int} \mathfrak{g}$ is the Lie algebra ad $\mathfrak{g}$. Hence $d \sigma$ is a map

$$
d \sigma: \operatorname{ad} \mathfrak{g} \times \mathfrak{h} \rightarrow \mathfrak{g} .
$$

Now

$$
\begin{aligned}
d \sigma(\operatorname{ad} X, 0) & =\left.\frac{d}{d t} \sigma\left(e^{t \operatorname{ad} X}, Y\right)\right|_{t=0} \\
& =\left.\frac{d}{d t}\left(e^{t \operatorname{ad} X}\right) Y\right|_{t=0}=(\operatorname{ad} X) Y=[X, Y]
\end{aligned}
$$

and

$$
d \sigma(0, H)=\left.\frac{d}{d t} \sigma(1, Y+t H)\right|_{t=0}=\left.\frac{d}{d t}(Y+t H)\right|_{t=0}=H .
$$

Thus image $(d \sigma)=[Y, \mathfrak{g}]+\mathfrak{h}$. By (b), $d \sigma$ is onto $\mathfrak{g}$. Hence the image of $\sigma$ includes a neighborhood of $\sigma(1, Y)$ in $\mathfrak{g}$. Therefore image $(\sigma)$ is open. But $R_{\mathfrak{g}}(\mathfrak{g})$ is dense. So image $(\sigma)$ contains a member $X$ of $R_{\mathfrak{g}}(\mathfrak{g})$. Then $a(Y)=X$ for some $a \in \operatorname{Int} \mathfrak{g}$ and $Y \in \mathfrak{h}$. From $a(Y)=X$ we easily check that $a\left(\mathfrak{g}_{0, Y}\right)=\mathfrak{g}_{0, X}$. Hence $\operatorname{dim} \mathfrak{g}_{0, Y}=\operatorname{dim} \mathfrak{g}_{0, X}$. Since $\operatorname{dim} \mathfrak{g}_{0, Y}=l_{\mathfrak{h}}(\mathfrak{g})$ and $\operatorname{dim} \mathfrak{g}_{0, X}=l_{\mathfrak{g}}(\mathfrak{g})$, we obtain $l_{\mathfrak{h}}(\mathfrak{g})=l_{\mathfrak{g}}(\mathfrak{g})$. Thus $R_{\mathfrak{h}}(\mathfrak{g}) \subseteq R_{\mathfrak{g}}(\mathfrak{g})$. Now $R_{\mathfrak{g}}(\mathfrak{g})$ is stable under Aut $\mathfrak{C}$, and so image $(\sigma) \subseteq R_{\mathfrak{g}}(\mathfrak{g})$.
(d) Let $a_{1}\left(Y_{1}\right)=a_{2}\left(Y_{2}\right)$ with $Y_{1} \in R_{\mathfrak{h}_{1}}(\mathfrak{g})$ and $Y_{2} \in R_{\mathfrak{h}_{2}}(\mathfrak{g})$. Then $a=$ $a_{2}^{-1} a_{1}$ has $a\left(Y_{1}\right)=Y_{2}$. As in the previous step, we obtain $a\left(\mathfrak{g}_{0, Y_{1}}\right)=\mathfrak{g}_{0, Y_{2}}$. By (a), $\mathfrak{g}_{0, Y_{1}}=\mathfrak{h}_{1}$ and $\mathfrak{g}_{0, Y_{2}}=\mathfrak{h}_{2}$. Hence $a\left(\mathfrak{h}_{1}\right)=\mathfrak{h}_{2}$.
(e) If $X$ is in $R_{\mathfrak{g}}(\mathfrak{g})$, let $\mathfrak{h}=\mathfrak{g}_{0, X}$. This is a Cartan subalgebra, by Theorem $2.9^{\prime}$, and (a) says that $X$ is in $R_{\mathfrak{h}}(\mathfrak{g})$ for this $\mathfrak{h}$. Then $\sigma(1, X)=X$ shows that $X$ is in the image of the $\sigma$ defined relative to this $\mathfrak{h}$.
(f) We have seen that $R_{\mathfrak{g}}(\mathfrak{g})$ is the complement of the set where a nonzero polynomial vanishes. By Lemma 2.14 this set is connected.

## 4. Roots

Throughout this section, $\mathfrak{g}$ denotes a complex semisimple Lie algebra, $B$ is its Killing form, and $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{g}$. We saw in Proposition 2.10 that $\mathfrak{h}$ is abelian. The nonzero generalized weights of ad $\mathfrak{h}$ on $\mathfrak{g}$ are called the roots of $\mathfrak{g}$ with respect to $\mathfrak{h}$. We denote the set of roots by $\Delta$ or $\Delta(\mathfrak{g}, \mathfrak{h})$. Then we can rewrite the weight-space decomposition of Proposition 2.5a as

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_{\alpha} . \tag{2.16}
\end{equation*}
$$

This decomposition is called the root-space decomposition of $\mathfrak{g}$ with respect to $\mathfrak{h}$. Members of $\mathfrak{g}_{\alpha}$ are called root vectors for the root $\alpha$.

## Proposition 2.17.

(a) If $\alpha$ and $\beta$ are in $\Delta \cup\{0\}$ and $\alpha+\beta \neq 0$, then $B\left(\mathfrak{g}_{\alpha}, \mathfrak{g}_{\beta}\right)=0$.
(b) If $\alpha$ is in $\Delta \cup\{0\}$, then $B$ is nonsingular on $\mathfrak{g}_{\alpha} \times \mathfrak{g}_{-\alpha}$.
(c) If $\alpha$ is in $\Delta$, then so is $-\alpha$.
(d) $\left.B\right|_{\mathfrak{h} \times \mathfrak{h}}$ is nondegenerate; consequently to each root $\alpha$ corresponds $H_{\alpha}$ in $\mathfrak{h}$ with $\alpha(H)=B\left(H, H_{\alpha}\right)$ for all $H \in \mathfrak{h}$.
(e) $\Delta$ spans $\mathfrak{h}^{*}$.

Proof.
(a) By Proposition 2.5 c , ad $\mathfrak{g}_{\alpha}$ ad $\mathfrak{g}_{\beta}$ carries $\mathfrak{g}_{\lambda}$ into $\mathfrak{g}_{\lambda+\alpha+\beta}$ and consequently, when written as a matrix in terms of a basis of $\mathfrak{g}$ compatible with (2.16), has zero in every diagonal entry. Therefore its trace is 0 .
(b) Since $B$ is nondegenerate (Theorem 1.45), $B(X, \mathfrak{g}) \neq 0$ for each $X \in \mathfrak{g}_{\alpha}$. Since (a) shows that $B\left(X, \mathfrak{g}_{\beta}\right)=0$ for every $\beta$ other than $-\alpha$, we must have $B\left(X, \mathfrak{g}_{-\alpha}\right) \neq 0$.
(c, d) These are immediate from (b).
(e) Suppose $H \in \mathfrak{h}$ has $\alpha(H)=0$ for all $\alpha \in \Delta$. By (2.16), ad $H$ is nilpotent. Since $\mathfrak{h}$ is abelian, ad $H$ ad $H^{\prime}$ is nilpotent for all $H^{\prime} \in \mathfrak{h}$. Therefore $B(H, \mathfrak{h})=0$. By $(\mathrm{d}), H=0$. Consequently $\Delta$ spans $\mathfrak{h}^{*}$.

For each root $\alpha$, choose and fix, by Lie's Theorem (Theorem 1.25) applied to the action of $\mathfrak{h}$ on $\mathfrak{g}_{\alpha}$, a vector $E_{\alpha} \neq 0$ in $\mathfrak{g}_{\alpha}$ with $\left[H, E_{\alpha}\right]=$ $\alpha(H) E_{\alpha}$ for all $H \in \mathfrak{h}$.

## Lemma 2.18.

(a) If $\alpha$ is a root and $X$ is in $\mathfrak{g}_{-\alpha}$, then $\left[E_{\alpha}, X\right]=B\left(E_{\alpha}, X\right) H_{\alpha}$.
(b) If $\alpha$ and $\beta$ are in $\Delta$, then $\beta\left(H_{\alpha}\right)$ is a rational multiple of $\alpha\left(H_{\alpha}\right)$.
(c) If $\alpha$ is in $\Delta$, then $\alpha\left(H_{\alpha}\right) \neq 0$.

Proof.
(a) Since $\left[\mathfrak{g}_{\alpha}, \mathfrak{g}_{-\alpha}\right] \subseteq \mathfrak{g}_{0}$ by Proposition $2.5 \mathrm{c},\left[E_{\alpha}, X\right]$ is in $\mathfrak{h}$. For $H$ in $\mathfrak{h}$, we have

$$
\begin{aligned}
B\left(\left[E_{\alpha}, X\right], H\right) & =-B\left(X,\left[E_{\alpha}, H\right]\right)=B\left(X,\left[H, E_{\alpha}\right]\right) \\
& =\alpha(H) B\left(X, E_{\alpha}\right)=B\left(H_{\alpha}, H\right) B\left(E_{\alpha}, X\right) \\
& =B\left(B\left(E_{\alpha}, X\right) H_{\alpha}, H\right) .
\end{aligned}
$$

Then the conclusion follows from Proposition 2.17d.
(b) By Proposition 2.17b, we can choose $X_{-\alpha}$ in $\mathfrak{g}_{-\alpha}$ such that $B\left(E_{\alpha}, X_{-\alpha}\right)=1$. Then (a) shows that

$$
\begin{equation*}
\left[E_{\alpha}, X_{-\alpha}\right]=H_{\alpha} . \tag{2.19}
\end{equation*}
$$

With $\beta$ fixed in $\Delta$, let $\mathfrak{g}^{\prime}=\bigoplus_{n \in \mathbb{Z}} \mathfrak{g}_{\beta+n \alpha}$. This subspace is invariant under ad $H_{\alpha}$, and we shall compute the trace of ad $H_{\alpha}$ on this subspace in two ways. Noting that ad $H_{\alpha}$ acts on $\mathfrak{g}_{\beta+n \alpha}$ with the single generalized eigenvalue $(\beta+n \alpha)\left(H_{\alpha}\right)$ and adding the contribution to the trace over all values of $n$, we obtain

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}}\left(\beta\left(H_{\alpha}\right)+n \alpha\left(H_{\alpha}\right)\right) \operatorname{dim} \mathfrak{g}_{\beta+n \alpha} \tag{2.20}
\end{equation*}
$$

as the trace. On the other hand, Proposition 2.5 c shows that $\mathfrak{g}^{\prime}$ is invariant under ad $E_{\alpha}$ and ad $X_{-\alpha}$. By (2.19) the trace is

$$
=\operatorname{Tr} \operatorname{ad} H_{\alpha}=\operatorname{Tr}\left(\operatorname{ad} E_{\alpha} \operatorname{ad} X_{-\alpha}-\operatorname{ad} X_{-\alpha} \operatorname{ad} E_{\alpha}\right)=0 .
$$

Thus (2.20) equals 0 , and the conclusion follows.
(c) Suppose $\alpha\left(H_{\alpha}\right)=0$. By (b), $\beta\left(H_{\alpha}\right)=0$ for all $\beta \in \Delta$. By Proposition 2.17e every member of $\mathfrak{h}^{*}$ vanishes on $H_{\alpha}$. Thus $H_{\alpha}=0$. But this conclusion contradicts Proposition 2.17d, since $\alpha$ is assumed to be nonzero.

Proposition 2.21. If $\alpha$ is in $\Delta$, then $\operatorname{dim} \mathfrak{g}_{\alpha}=1$. Also $n \alpha$ is not in $\Delta$ for any integer $n \geq 2$.

Remark. Thus we no longer need to use the cumbersome condition (ad $H-\alpha(H) 1)^{k} X=0$ for $X \in \mathfrak{g}_{\alpha}$ but can work with $k=1$. Briefly

$$
\begin{equation*}
\mathfrak{g}_{\alpha}=\{X \in \mathfrak{g} \mid(\operatorname{ad} H) X=\alpha(H) X\} . \tag{2.22}
\end{equation*}
$$

Proof. As in the proof of Lemma 2.18b, we can choose $X_{-\alpha}$ in $\mathfrak{g}_{-\alpha}$ with $B\left(E_{\alpha}, X_{-\alpha}\right)=1$ and obtain the bracket relation (2.19). Put $\mathfrak{g}^{\prime \prime}=$ $\mathbb{C} E_{\alpha} \oplus \mathbb{C} H_{\alpha} \oplus \bigoplus_{n<0} \mathfrak{g}_{n \alpha}$. This subspace is invariant under ad $H_{\alpha}$ and ad $E_{\alpha}$, by Proposition 2.5c, and it is invariant under ad $X_{-\alpha}$ by Proposition 2.5c and Lemma 2.18a. By (2.19), ad $H_{\alpha}$ has trace 0 in its action on $\mathfrak{g}^{\prime \prime}$. But ad $H_{\alpha}$ acts on each summand with a single generalized eigenvalue, and thus the trace is

$$
=\alpha\left(H_{\alpha}\right)+0+\sum_{n<0} n \alpha\left(H_{\alpha}\right) \operatorname{dim} \mathfrak{g}_{n \alpha}=0 .
$$

Using Lemma 2.18c, we see that

$$
\sum_{n=1}^{\infty} n \operatorname{dim} \mathfrak{g}_{-n \alpha}=1 .
$$

Consequently $\operatorname{dim} \mathfrak{g}_{-\alpha}=1$ and $\operatorname{dim} \mathfrak{g}_{-n \alpha}=0$ for $n \geq 2$. Proposition 2.17c shows that we may replace $\alpha$ by $-\alpha$ everywhere in the above argument, and then we obtain the conclusion of the proposition.

Corollary 2.23. The action of ad $\mathfrak{h}$ on $\mathfrak{g}$ is simultaneously diagonable.
REMARK. This corollary completes the promised converse to Proposition 2.13.

Proof. This follows by combining (2.16), Proposition 2.10, and Proposition 2.21.

Corollary 2.24. On $\mathfrak{h} \times \mathfrak{h}$, the Killing form is given by

$$
B\left(H, H^{\prime}\right)=\sum_{\alpha \in \Delta} \alpha(H) \alpha\left(H^{\prime}\right) .
$$

REMARK. This formula is a special property of the Killing form. By contrast the previous results of this section remain valid if $B$ is replaced by any nondegenerate symmetric invariant bilinear form. We shall examine the role of special properties of $B$ further when we come to Corollary 2.38.

Proof. Let $\left\{H_{i}\right\}$ be a basis of $\mathfrak{h}$. By Proposition 2.21 and Corollary 2.23, $\left\{H_{i}\right\} \cup\left\{E_{\alpha}\right\}$ is a basis of $\mathfrak{g}$, and each ad $H$ acts diagonally. Then ad $H$ ad $H^{\prime}$ acts diagonally, and the respective eigenvalues are 0 and $\left\{\alpha(H) \alpha\left(H^{\prime}\right)\right\}$. Hence

$$
B\left(H, H^{\prime}\right)=\operatorname{Tr}\left(\operatorname{ad} H \text { ad } H^{\prime}\right)=\sum_{\alpha \in \Delta} \alpha(H) \alpha\left(H^{\prime}\right) .
$$

Corollary 2.25. The pair of vectors $\left\{E_{\alpha}, E_{-\alpha}\right\}$ selected before Lemma 2.18 may be normalized so that $B\left(E_{\alpha}, E_{-\alpha}\right)=1$.

Proof. By Proposition 2.17b, $\mathfrak{g}_{\alpha}$ and $\mathfrak{g}_{-\alpha}$ are nonsingularly paired. Since Proposition 2.21 shows each of these spaces to be 1 -dimensional, the result follows.

The above results may be interpreted as saying that $\mathfrak{g}$ is built out of copies of $\mathfrak{s l}(2, \mathbb{C})$ in a certain way. To see this, let $E_{\alpha}$ and $E_{-\alpha}$ be normalized as in Corollary 2.25. Then Lemma 2.18a gives us the bracket relations

$$
\begin{aligned}
{\left[H_{\alpha}, E_{\alpha}\right] } & =\alpha\left(H_{\alpha}\right) E_{\alpha} \\
{\left[H_{\alpha}, E_{-\alpha}\right] } & =-\alpha\left(H_{\alpha}\right) E_{-\alpha} \\
{\left[E_{\alpha}, E_{-\alpha}\right] } & =H_{\alpha} .
\end{aligned}
$$

We normalize these vectors suitably, for instance by

$$
\begin{equation*}
H_{\alpha}^{\prime}=\frac{2}{\alpha\left(H_{\alpha}\right)} H_{\alpha}, \quad E_{\alpha}^{\prime}=\frac{2}{\alpha\left(H_{\alpha}\right)} E_{\alpha}, \quad E_{-\alpha}^{\prime}=E_{-\alpha} . \tag{2.26}
\end{equation*}
$$

Then

$$
\begin{aligned}
{\left[H_{\alpha}^{\prime}, E_{\alpha}^{\prime}\right] } & =2 E_{\alpha}^{\prime} \\
{\left[H_{\alpha}^{\prime}, E_{-\alpha}^{\prime}\right] } & =-2 E_{-\alpha}^{\prime} \\
{\left[E_{\alpha}^{\prime}, E_{-\alpha}^{\prime}\right] } & =H_{\alpha}^{\prime} .
\end{aligned}
$$

As in (1.5) let us define elements of $\mathfrak{s l}(2, \mathbb{C})$ by

$$
h=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad e=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \quad f=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) .
$$

These satisfy

$$
\begin{aligned}
{[h, e] } & =2 e \\
{[h, f] } & =-2 f \\
{[e, f] } & =h .
\end{aligned}
$$

Consequently

$$
\begin{equation*}
H_{\alpha}^{\prime} \mapsto h, \quad E_{\alpha}^{\prime} \mapsto e, \quad E_{-\alpha}^{\prime} \mapsto f \tag{2.27}
\end{equation*}
$$

extends linearly to an isomorphism of $\operatorname{span}\left\{H_{\alpha}, E_{\alpha}, E_{-\alpha}\right\}$ onto $\mathfrak{s l}(2, \mathbb{C})$. Thus $\mathfrak{g}$ is spanned by embedded copies of $\mathfrak{s l}(2, \mathbb{C})$. The detailed structure of $\mathfrak{g}$ comes by understanding how these copies of $\mathfrak{s l}(2, \mathbb{C})$ fit together. To investigate this question, we study the action of such an $\mathfrak{s l}(2, \mathbb{C})$ subalgebra on all of $\mathfrak{g}$, i.e., we study a complex-linear representation of $\mathfrak{s l}(2, \mathbb{C})$ on $\mathfrak{g}$. We already know some invariant subspaces for this representation, and we study these one at a time.

Thus the representation to study is the one in the proof of Lemma 2.18b, with the version of $\mathfrak{s l}(2, \mathbb{C})$ built from a root $\alpha$ acting on the vector space $\mathfrak{g}^{\prime}=\bigoplus_{n \in \mathbb{Z}} \mathfrak{g}_{\beta+n \alpha}$ by ad. Correspondingly we make the following definition of root string. Let $\alpha$ be in $\Delta$, and let $\beta$ be in $\Delta \cup\{0\}$. The $\alpha$ string containing $\beta$ is the set of all members of $\Delta \cup\{0\}$ of the form $\beta+n \alpha$ for $n \in \mathbb{Z}$. Two examples of root strings appear in Figure 2.1.
(a)

(b)


Figure 2.1. Root strings: (a) $e_{2}-e_{3}$ string containing $e_{1}-e_{2}$ for $\mathfrak{s l}(3, \mathbb{C}), \quad$ (b) $e_{1}-e_{2}$ string through $2 e_{1}$ for $\mathfrak{s p}(2, \mathbb{C})$

Also we transfer the restriction to $\mathfrak{h}$ of the Killing form to a bilinear form on the dual $\mathfrak{h}^{*}$ by the definition

$$
\begin{equation*}
\langle\varphi, \psi\rangle=B\left(H_{\varphi}, H_{\psi}\right)=\varphi\left(H_{\psi}\right)=\psi\left(H_{\varphi}\right) \tag{2.28}
\end{equation*}
$$

for $\varphi$ and $\psi$ in $\mathfrak{h}^{*}$. Here $H_{\varphi}$ and $H_{\psi}$ are defined as in Proposition 2.17d.
Proposition 2.29. Let $\alpha$ be in $\Delta$, and let $\beta$ be in $\Delta \cup\{0\}$.
(a) The $\alpha$ string containing $\beta$ has the form $\beta+n \alpha$ for $-p \leq n \leq q$ with $p \geq 0$ and $q \geq 0$. There are no gaps. Furthermore

$$
p-q=\frac{2\langle\beta, \alpha\rangle}{\langle\alpha, \alpha\rangle},
$$

and $\frac{2\langle\beta, \alpha\rangle}{\langle\alpha, \alpha\rangle}$ is in $\mathbb{Z}$.
(b) If $\beta+n \alpha$ is never 0 , define $\mathfrak{s l}_{\alpha}$ to be the isomorphic copy of $\mathfrak{s l}(2, \mathbb{C})$ spanned by $H_{\alpha}^{\prime}, E_{\alpha}^{\prime}$, and $E_{-\alpha}^{\prime}$ as in (2.26), and let $\mathfrak{g}^{\prime}=\bigoplus_{n \in \mathbb{Z}} \mathfrak{g}_{\beta+n \alpha}$. Then the representation of $\mathfrak{s l}_{\alpha}$ on $\mathfrak{g}^{\prime}$ by ad is irreducible.

Proof. If $\beta+n \alpha=0$ for some $n$, then conclusion (a) follows from Proposition 2.21, and there is nothing to prove for (b). Thus we may assume that $\beta+n \alpha$ is never 0 , and we shall prove (a) and (b) together.

By Proposition 2.21 the transformation ad $H_{\alpha}^{\prime}$ is diagonable on $\mathfrak{g}^{\prime}$ with distinct eigenvalues, and these eigenvalues are

$$
\begin{align*}
(\beta+n \alpha)\left(H_{\alpha}^{\prime}\right) & =\frac{2}{\langle\alpha, \alpha\rangle}(\beta+n \alpha)\left(H_{\alpha}\right) \\
& =\frac{2}{\langle\alpha, \alpha\rangle}(\langle\beta, \alpha\rangle+n\langle\alpha, \alpha\rangle) \\
& =\frac{2\langle\beta, \alpha\rangle}{\langle\alpha, \alpha\rangle}+2 n . \tag{2.30}
\end{align*}
$$

Thus any ad $H_{\alpha}^{\prime}$ invariant subspace of $\mathfrak{g}^{\prime}$ is a sum of certain $\mathfrak{g}_{\beta+n \alpha}$ 's. Hence the same thing is true of any $\operatorname{ad}\left(\mathfrak{s l}_{\alpha}\right)$ invariant subspace.

Let $V$ be an irreducible such subspace, and let $-p$ and $q$ be the smallest and largest $n$ 's appearing for $V$. Theorem 1.66 shows that the eigenvalues of ad $h=\operatorname{ad} H_{\alpha}^{\prime}$ in $V$ are $N-2 i$ with $0 \leq i \leq N$, where $N=\operatorname{dim} V-1$. Since these eigenvalues jump by 2's, (2.30) shows that all $n$ 's between $-p$ and $q$ are present. Also (2.30) gives
and

$$
\begin{aligned}
N & =\frac{2\langle\beta, \alpha\rangle}{\langle\alpha, \alpha\rangle}+2 q \\
-N & =\frac{2\langle\beta, \alpha\rangle}{\langle\alpha, \alpha\rangle}-2 p .
\end{aligned}
$$

Adding, we obtain

$$
\begin{equation*}
p-q=\frac{2\langle\beta, \alpha\rangle}{\langle\alpha, \alpha\rangle} . \tag{2.31}
\end{equation*}
$$

Theorem 1.67 shows that $\mathfrak{g}^{\prime}$ is the direct sum of irreducible subspaces under $\mathfrak{s l}_{\alpha}$. If $V^{\prime}$ is another irreducible subspace, let $-p^{\prime}$ and $q^{\prime}$ be the smallest and largest $n$ 's appearing for $V^{\prime}$. Then (2.31), applied to $V^{\prime}$, gives

$$
p^{\prime}-q^{\prime}=\frac{2\langle\beta, \alpha\rangle}{\langle\alpha, \alpha\rangle},
$$

so that

$$
\begin{equation*}
p^{\prime}-q^{\prime}=p-q . \tag{2.32}
\end{equation*}
$$

On the other hand, all the $n$ 's from $-p$ to $q$ are accounted for by $V$, and we must therefore have either $-p^{\prime}>q$ or $q^{\prime}<-p$. By symmetry we may assume that $-p^{\prime}>q$. This inequality implies that

$$
\begin{equation*}
p^{\prime}<-q \tag{2.33}
\end{equation*}
$$

and that $q^{\prime} \geq-p^{\prime}>q \geq-p$. From the latter inequality we obtain

$$
\begin{equation*}
-q^{\prime}<p \tag{2.34}
\end{equation*}
$$

Adding (2.33) and (2.34), we obtain a contradiction with (2.32), and the proposition follows.

Corollary 2.35. If $\alpha$ and $\beta$ are in $\Delta \cup\{0\}$ and $\alpha+\beta \neq 0$, then $\left[\mathfrak{g}_{\alpha}, \mathfrak{g}_{\beta}\right]=\mathfrak{g}_{\alpha+\beta}$.

Proof. Without loss of generality, let $\alpha \neq 0$. Proposition 2.5 c shows that

$$
\begin{equation*}
\left[\mathfrak{g}_{\alpha}, \mathfrak{g}_{\beta}\right] \subseteq \mathfrak{g}_{\alpha+\beta} \tag{2.36}
\end{equation*}
$$

We are to prove that equality holds in (2.36) We consider cases.
If $\beta$ is an integral multiple of $\alpha$ and is not equal to $-\alpha$, then Proposition 2.21 shows that $\beta$ must be $\alpha$ or 0 . If $\beta=\alpha$, then $\mathfrak{g}_{\alpha+\beta}=0$ by Proposition 2.21 , and hence equality must hold in (2.36). If $\beta=0$, then the equality $\left[\mathfrak{h}, \mathfrak{g}_{\alpha}\right]=\mathfrak{g}_{\alpha}$ says that equality holds in (2.36).

If $\beta$ is not an integral multiple of $\alpha$, then Proposition 2.29 b is applicable and shows that $\mathfrak{s l}_{\alpha}$ acts irreducibly on $\mathfrak{g}^{\prime}=\bigoplus_{n \in \mathbb{Z}} \mathfrak{g}_{\beta+n \alpha}$. Making the identification (2.27) and matching data with Theorem 1.66, we see that the root vectors $E_{\beta+n \alpha}$, except for constant factors, are the vectors $v_{i}$ of Theorem 1.66. The only $i$ for which $e=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$ maps $v_{i}$ to 0 is $i=0$, and $v_{0}$ corresponds to $E_{\beta+q \alpha}$. Thus $\left[\mathfrak{g}_{\alpha}, \mathfrak{g}_{\beta}\right]=0$ forces $q=0$ and says that $\beta+\alpha$ is not a root. In this case, $\mathfrak{g}_{\alpha+\beta}=0$, and equality must hold in (2.36).

Corollary 2.37. Let $\alpha$ and $\beta$ be roots such that $\beta+n \alpha$ is never 0 for $n \in \mathbb{Z}$. Let $E_{\alpha}, E_{-\alpha}$, and $E_{\beta}$ be any root vectors for $\alpha,-\alpha$, and $\beta$, respectively, and let $p$ and $q$ be the integers in Proposition 2.29a. Then

$$
\left[E_{-\alpha},\left[E_{\alpha}, E_{\beta}\right]\right]=\frac{q(1+p)}{2} \alpha\left(H_{\alpha}\right) B\left(E_{\alpha}, E_{-\alpha}\right) E_{\beta} .
$$

Proof. Both sides are linear in $E_{\alpha}$ and $E_{-\alpha}$, and we may therefore normalize them as in Corollary 2.25 so that $B\left(E_{\alpha}, E_{-\alpha}\right)=1$. If we then make the identification (2.27) of the span of $\left\{H_{\alpha}, E_{\alpha}, E_{-\alpha}\right\}$ with $\mathfrak{s l}(2, \mathbb{C})$, we can reinterpret the desired formula as

$$
\frac{\langle\alpha, \alpha\rangle}{2}\left[f,\left[e, E_{\beta}\right] \stackrel{?}{=} \frac{q(1+p)}{2} \alpha\left(H_{\alpha}\right) E_{\beta},\right.
$$

i.e., as

$$
\left[f,\left[e, E_{\beta}\right]\right] \stackrel{?}{=} q(1+p) E_{\beta} .
$$

From Proposition 2.29b, the action of the span of $\{h, e, f\}$ on $\mathfrak{g}^{\prime}$ is irreducible. The vector $E_{\beta+q \alpha}$ corresponds to a multiple of the vector $v_{0}$ in Theorem 1.66. Since $E_{\beta}$ is a multiple of $(\operatorname{ad} f)^{q} E_{\beta+q \alpha}, E_{\beta}$ corresponds to a multiple of $v_{q}$. By (d) and then (c) in Theorem 1.66, we obtain

$$
(\operatorname{ad} f)(\operatorname{ad} e) E_{\beta}=q(N-q+1) E_{\beta},
$$

where $N=\operatorname{dim} \mathfrak{g}^{\prime}-1=(q+p+1)-1$. Then $q(N-q+1)=q(1+p)$, and the result follows.

Corollary 2.38. Let $V$ be the $\mathbb{R}$ linear span of $\Delta$ in $\mathfrak{h}^{*}$. Then $V$ is a real form of the vector space $\mathfrak{h}^{*}$, and the restriction of the bilinear form $\langle\cdot, \cdot\rangle$ to $V \times V$ is a positive-definite inner product. Moreover, if $\mathfrak{h}_{0}$ denotes the $\mathbb{R}$ linear span of all $H_{\alpha}$ for $\alpha \in \Delta$, then $\mathfrak{h}_{0}$ is a real form of the vector space $\mathfrak{h}$, the members of $V$ are exactly those linear functionals that are real on $\mathfrak{h}_{0}$, and restriction of the operation of those linear functionals from $\mathfrak{h}$ to $\mathfrak{h}_{0}$ is an $\mathbb{R}$ isomorphism of $V$ onto $\mathfrak{h}_{0}^{*}$.

REMARK. The proof will make use of Corollary 2.24, which was the only result so far that used any properties of the Killing form other than that $B$ is a nondegenerate symmetric invariant bilinear form. The present corollary will show that $B$ is positive definite on $\mathfrak{h}_{0}$, and then Corollary 2.24 will no longer be needed. The remaining theory for complex semisimple Lie algebras in this chapter goes through if $B$ is replaced by any nondegenerate symmetric invariant bilinear form that is positive definite on $\mathfrak{h}_{0}$. Because of Theorem 2.15, once such a form $B$ is positive definite on the real form $\mathfrak{h}_{0}$ of the Cartan subalgebra $\mathfrak{h}$, it is positive definite on the corresponding real form of any other Cartan subalgebra.

Proof. Combining Corollary 2.24 with the definition (2.28), we obtain

$$
\begin{equation*}
\langle\varphi, \psi\rangle=B\left(H_{\varphi}, H_{\psi}\right)=\sum_{\beta \in \Delta} \beta\left(H_{\varphi}\right) \beta\left(H_{\psi}\right)=\sum_{\beta \in \Delta}\langle\beta, \varphi\rangle\langle\beta, \psi\rangle \tag{2.39}
\end{equation*}
$$

for all $\varphi$ and $\psi$ in $\mathfrak{h}^{*}$. Let $\alpha$ be a root, and let $p_{\beta}$ and $q_{\beta}$ be the integers $p$ and $q$ associated to the $\alpha$ string containing $\beta$ in Proposition 2.29a. Specializing (2.39) to $\varphi=\psi=\alpha$ gives

$$
\langle\alpha, \alpha\rangle=\sum_{\beta \in \Delta}\langle\beta, \alpha\rangle^{2}=\sum_{\beta \in \Delta}\left[\left(p_{\beta}-q_{\beta}\right)_{2}^{\frac{1}{2}}\langle\alpha, \alpha\rangle\right]^{2} .
$$

Since $\langle\alpha, \alpha\rangle \neq 0$ according to Lemma 2.18c, we obtain

$$
\langle\alpha, \alpha\rangle=\frac{4}{\sum_{\beta \in \Delta}\left(p_{\beta}-q_{\beta}\right)^{2}},
$$

and therefore $\langle\alpha, \alpha\rangle$ is rational. By Lemma 2.18b,

$$
\begin{equation*}
\beta\left(H_{\alpha}\right) \text { is rational for all } \alpha \text { and } \beta \text { in } \Delta \text {. } \tag{2.40}
\end{equation*}
$$

Let $\operatorname{dim}_{\mathbb{C}} \mathfrak{h}=l$. By Proposition 2.17e we can choose $l$ roots $\alpha_{1}, \ldots, \alpha_{l}$ such that $H_{\alpha_{1}}, \ldots, H_{\alpha_{l}}$ is a basis of $\mathfrak{h}$ over $\mathbb{C}$. Let $\omega_{1}, \ldots, \omega_{l}$ be the dual basis of $\mathfrak{h}^{*}$ satisfying $\omega_{i}\left(H_{\alpha_{j}}\right)=\delta_{i j}$, and let $V$ be the real vector space of all members of $\mathfrak{h}^{*}$ that are real on all of $H_{\alpha_{1}}, \ldots, H_{\alpha_{l}}$. Then $V=\bigoplus_{j=1}^{l} \mathbb{R} \omega_{j}$, and it follows that $V$ is a real form of the vector space $\mathfrak{h}^{*}$. By (2.40) all roots are in $V$. Since $\alpha_{1}, \ldots, \alpha_{l}$ are already linearly independent over $\mathbb{R}$, we conclude that $V$ is the $\mathbb{R}$ linear span of the roots.

If $\varphi$ is in $V$, then $\varphi\left(H_{\beta}\right)$ is real for each root $\beta$. Since (2.39) gives

$$
\langle\varphi, \varphi\rangle=\sum_{\beta \in \Delta}\langle\beta, \varphi\rangle^{2}=\sum_{\beta \in \Delta} \varphi\left(H_{\beta}\right)^{2},
$$

we see that the restriction of $\langle\cdot, \cdot\rangle$ to $V \times V$ is a positive-definite inner product.

Now let $\mathfrak{h}_{0}$ denote the $\mathbb{R}$ linear span of all $H_{\alpha}$ for $\alpha \in \Delta$. Since $\varphi \mapsto H_{\varphi}$ is an isomorphism of $\mathfrak{h}^{*}$ with $\mathfrak{h}$ carrying $V$ to $\mathfrak{h}_{0}$, it follows that $\mathfrak{h}_{0}$ is a real form of $\mathfrak{h}$. We know that the real linear span of the roots (namely $V$ ) has real dimension $l$, and consequently the real linear span of all $H_{\alpha}$ for $\alpha \in \Delta$ has real dimension $l$. Since $H_{\alpha_{1}}, \ldots, H_{\alpha_{l}}$ is linearly independent over $\mathbb{R}$, it is a basis of $\mathfrak{h}_{0}$ over $\mathbb{R}$. Hence $V$ is the set of members of $\mathfrak{h}^{*}$ that are real on all of $\mathfrak{h}_{0}$. Therefore restriction from $\mathfrak{h}$ to $\mathfrak{h}_{0}$ is a vector-space isomorphism of $V$ onto $\mathfrak{h}_{0}^{*}$.

Let $|\cdot|^{2}$ denote the norm squared associated to the inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{h}_{0}^{*} \times \mathfrak{h}_{0}^{*}$. Let $\alpha$ be a root. Relative to the inner product, we introduce the root reflection

$$
s_{\alpha}(\varphi)=\varphi-\frac{2\langle\varphi, \alpha\rangle}{|\alpha|^{2}} \alpha \quad \text { for } \varphi \in \mathfrak{h}_{0}^{*} .
$$

This is an orthogonal transformation on $\mathfrak{h}_{0}^{*}$, is -1 on $\mathbb{R} \alpha$, and is +1 on the orthogonal complement of $\alpha$.

Proposition 2.41. For any root $\alpha$, the root reflection $s_{\alpha}$ carries $\Delta$ into itself.

Proof. Let $\beta$ be in $\Delta$, and let $p$ and $q$ be as in Proposition 2.29a. Then

$$
s_{\alpha} \beta=\beta-\frac{2\langle\beta, \alpha\rangle}{|\alpha|^{2}} \alpha=\beta-(p-q) \alpha=\beta+(q-p) \alpha
$$

Since $-p \leq q-p \leq q, \beta+(q-p) \alpha$ is in the $\alpha$ string containing $\beta$. Hence $s_{\alpha} \beta$ is a root or is 0 . Since $s_{\alpha}$ is an orthogonal transformation on $\mathfrak{h}_{0}^{*}$, $s_{\alpha} \beta$ is not 0 . Thus $s_{\alpha}$ carries $\Delta$ into $\Delta$.

## 5. Abstract Root Systems

To examine roots further, it is convenient to abstract the results we have obtained so far. This approach will allow us to work more easily toward a classification of complex semisimple Lie algebras and also to apply the theory of roots in a different situation that will arise in Chapter VI.

An abstract root system in a finite-dimensional real inner product space $V$ with inner product $\langle\cdot, \cdot\rangle$ and norm squared $|\cdot|^{2}$ is a finite set $\Delta$ of nonzero elements of $V$ such that
(i) $\Delta$ spans $V$,
(ii) the orthogonal transformations $s_{\alpha}(\varphi)=\varphi-\frac{2\langle\varphi, \alpha\rangle}{|\alpha|^{2}} \alpha$, for $\alpha \in \Delta$, carry $\Delta$ to itself,
(iii) $\frac{2\langle\beta, \alpha\rangle}{|\alpha|^{2}}$ is an integer whenever $\alpha$ and $\beta$ are in $\Delta$.

An abstract root system is said to be reduced if $\alpha \in \Delta$ implies $2 \alpha \notin \Delta$. Much of what we saw in $\S 4$ can be summarized in the following theorem.

Theorem 2.42. The root system of a complex semisimple Lie algebra $\mathfrak{g}$ with respect to a Cartan subalgebra $\mathfrak{h}$ forms a reduced abstract root system in $\mathfrak{h}_{0}^{*}$.

Proof. With $V=\mathfrak{h}_{0}^{*}, V$ is an inner product space spanned by $\Delta$ as a consequence of Corollary 2.38. Property (ii) follows from Proposition 2.41, and property (iii) follows from Proposition 2.29a. According to Proposition 2.21, the abstract root system $\Delta$ is reduced.

As a consequence of the theorem, the examples of $\S 1$ give us many examples of reduced abstract root systems. We recall them here and tell what names we shall use for them:

|  | Vector Space | Root System | $\mathfrak{g}$ |
| :---: | :---: | :---: | :---: |
| $A_{n}$ | $V=\left\{\begin{array}{l} \sum_{i=1}^{n+1} a_{i} e_{i} \\ \text { with } \\ \sum a_{i} e_{i}=0 \end{array}\right\}$ | $\Delta=\left\{e_{i}-e_{j} \mid i \neq j\right\}$ | $\mathfrak{s l}(n+1, \mathbb{C})$ |
| $B_{n}$ | $V=\left\{\sum_{i=1}^{n} a_{i} e_{i}\right\}$ | $\begin{aligned} \Delta= & \left\{ \pm e_{i} \pm e_{j} \mid i \neq j\right\} \\ & \cup\left\{ \pm e_{i}\right\} \end{aligned}$ | $\mathfrak{s o}(2 n+1, \mathbb{C})$ |
| $C_{n}$ | $V=\left\{\sum_{i=1}^{n} a_{i} e_{i}\right\}$ | $\begin{aligned} \Delta= & \left\{ \pm e_{i} \pm e_{j} \mid i \neq j\right\} \\ & \cup\left\{ \pm 2 e_{i}\right\} \end{aligned}$ | $\mathfrak{s p}(n, \mathbb{C})$ |
| $D_{n}$ | $V=\left\{\sum_{i=1}^{n} a_{i} e_{i}\right\}$ | $\Delta=\left\{ \pm e_{i} \pm e_{j} \mid i \neq j\right\}$ | $\mathfrak{s o}(2 n, \mathbb{C})$ |

Some 2-dimensional examples of abstract root systems are given in Figure 2.2. All but $(B C)_{2}$ are reduced. The system $A_{1} \oplus A_{1}$ arises as the root system for $\mathfrak{s l}(2, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C})$.

We say that two abstract root systems $\Delta$ in $V$ and $\Delta^{\prime}$ in $V^{\prime}$ are isomorphic if there is a vector-space isomorphism of $V$ onto $V^{\prime}$ carrying $\Delta$ onto $\Delta^{\prime}$ and preserving the integers $2\langle\beta, \alpha\rangle /|\alpha|^{2}$ for $\alpha$ and $\beta$ in $\Delta$. The systems $B_{2}$ and $C_{2}$ in Figure 2.2 are isomorphic.

An abstract root system $\Delta$ is said to be reducible if $\Delta$ admits a nontrivial disjoint decomposition $\Delta=\Delta^{\prime} \cup \Delta^{\prime \prime}$ with every member of $\Delta^{\prime}$ orthogonal to every member of $\Delta^{\prime \prime}$. We say that $\Delta$ is irreducible if it admits no such nontrivial decomposition. In Figure 2.2 all the abstract root systems are irreducible except $A_{1} \oplus A_{1}$. The fact that this root system comes from a complex semisimple Lie algebra that is not simple generalizes as in Proposition 2.44 below.

Proposition 2.44. The root system $\Delta$ of a complex semisimple Lie algebra $\mathfrak{g}$ with respect to a Cartan subalgebra $\mathfrak{h}$ is irreducible as an abstract reduced root system if and only if $\mathfrak{g}$ is simple.

Proof that $\Delta$ IRreducible implies $\mathfrak{g}$ SIMPLE. Suppose that $\mathfrak{g}$ is a nontrivial direct sum of ideals $\mathfrak{g}=\mathfrak{g}^{\prime} \oplus \mathfrak{g}^{\prime \prime}$. Let $\alpha$ be a root, and decompose the corresponding root vector $E_{\alpha}$ accordingly as $E_{\alpha}=E_{\alpha}^{\prime}+E_{\alpha}^{\prime \prime}$. For $H$ in $\mathfrak{h}$, we have
$0=\left[H, E_{\alpha}\right]-\alpha(H) E_{\alpha}=\left(\left[H, E_{\alpha}^{\prime}\right]-\alpha(H) E_{\alpha}^{\prime}\right)+\left(\left[H, E_{\alpha}^{\prime \prime}\right]-\alpha(H) E_{\alpha}^{\prime \prime}\right)$.

Since $\mathfrak{g}^{\prime}$ and $\mathfrak{g}^{\prime \prime}$ are ideals and have 0 intersection, the two terms on the right are separately 0 . Thus $E_{\alpha}^{\prime}$ and $E_{\alpha}^{\prime \prime}$ are both in the root space $\mathfrak{g}_{\alpha}$. Since $\operatorname{dim} \mathfrak{g}_{\alpha}=1, E_{\alpha}^{\prime}=0$ or $E_{\alpha}^{\prime \prime}=0$. Thus $\mathfrak{g}_{\alpha} \subseteq \mathfrak{g}^{\prime}$ or $\mathfrak{g}_{\alpha} \subseteq \mathfrak{g}^{\prime \prime}$. Define

$$
\begin{align*}
\Delta^{\prime} & =\left\{\alpha \in \Delta \mid \mathfrak{g}_{\alpha} \subseteq \mathfrak{g}^{\prime}\right\} \\
\Delta^{\prime \prime} & =\left\{\alpha \in \Delta \mid \mathfrak{g}_{\alpha} \subseteq \mathfrak{g}^{\prime \prime}\right\} . \tag{2.45}
\end{align*}
$$

What we have just shown about (2.45) is that $\Delta=\Delta^{\prime} \cup \Delta^{\prime \prime}$ disjointly. Now with obvious notation we have

$$
\alpha^{\prime}\left(H_{\alpha^{\prime \prime}}\right) E_{\alpha^{\prime}}=\left[H_{\alpha^{\prime \prime}}, E_{\alpha^{\prime}}\right] \subseteq\left[H_{\alpha^{\prime \prime}}, \mathfrak{g}^{\prime}\right]=\left[\left[E_{\alpha^{\prime \prime}}, E_{-\alpha^{\prime \prime}}\right], \mathfrak{g}^{\prime}\right] \subseteq\left[\mathfrak{g}^{\prime \prime}, \mathfrak{g}^{\prime}\right]=0,
$$

and thus $\alpha^{\prime}\left(H_{\alpha^{\prime \prime}}\right)=0$. Hence $\Delta^{\prime}$ and $\Delta^{\prime \prime}$ are mutually orthogonal.


Figure 2.2. Abstract root systems with $V=\mathbb{R}^{2}$

PROOF THAT $\mathfrak{g}$ SIMPLE IMPLIES $\Delta$ IRREDUCIBLE. Suppose that $\Delta=$ $\Delta^{\prime} \cup \Delta^{\prime \prime}$ exhibits $\Delta$ as reducible. Define

$$
\begin{aligned}
\mathfrak{g}^{\prime} & =\sum_{\alpha \in \Delta^{\prime}}\left\{\mathbb{C} H_{\alpha}+\mathfrak{g}_{\alpha}+\mathfrak{g}_{-\alpha}\right\} \\
\mathfrak{g}^{\prime \prime} & =\sum_{\alpha \in \Delta^{\prime \prime}}\left\{\mathbb{C} H_{\alpha}+\mathfrak{g}_{\alpha}+\mathfrak{g}_{-\alpha}\right\}
\end{aligned}
$$

Then $\mathfrak{g}^{\prime}$ and $\mathfrak{g}^{\prime \prime}$ are vector subspaces of $\mathfrak{g}$, and $\mathfrak{g}=\mathfrak{g}^{\prime} \oplus \mathfrak{g}^{\prime \prime}$ as vector spaces. To complete the proof, it is enough to show that $\mathfrak{g}^{\prime}$ and $\mathfrak{g}^{\prime \prime}$ are ideals in $\mathfrak{g}$. It is clear that they are Lie subalgebras. For $\alpha^{\prime}$ in $\Delta^{\prime}$ and $\alpha^{\prime \prime}$ in $\Delta^{\prime \prime}$, we have

$$
\begin{equation*}
\left[H_{\alpha^{\prime}}, E_{\alpha^{\prime \prime}}\right]=\alpha^{\prime \prime}\left(H_{\alpha^{\prime}}\right) E_{\alpha^{\prime \prime}}=0 \tag{2.46}
\end{equation*}
$$

by the assumed orthogonality. Also if $\left[\mathfrak{g}_{\alpha^{\prime}}, \mathfrak{g}_{\alpha^{\prime \prime}}\right] \neq 0$, then $\alpha^{\prime}+\alpha^{\prime \prime}$ is a root that is not orthogonal to every member of $\Delta^{\prime}$ ( $\alpha^{\prime}$ for instance) and is not orthogonal to every member of $\Delta^{\prime \prime}$ ( $\alpha^{\prime \prime}$ for instance), in contradiction with the given orthogonal decomposition of $\Delta$. We conclude that

$$
\begin{equation*}
\left[\mathfrak{g}_{\alpha^{\prime}}, \mathfrak{g}_{\alpha^{\prime \prime}}\right]=0 \tag{2.47}
\end{equation*}
$$

Combining (2.46) and (2.47), we see that $\left[\mathfrak{g}^{\prime}, \mathfrak{g}_{\alpha^{\prime \prime}}\right]=0$. Since $\left[\mathfrak{g}^{\prime}, \mathfrak{h}\right] \subseteq \mathfrak{g}^{\prime}$ and since $\mathfrak{g}^{\prime}$ is a subalgebra, $\mathfrak{g}^{\prime}$ is an ideal in $\mathfrak{g}$. Similarly $\mathfrak{g}^{\prime \prime}$ is an ideal. This completes the proof.

EXAMPLE. Let $\mathfrak{g}=\mathfrak{s o}(4, \mathbb{C})$ with notation as in $\S 1$. The root system is $\Delta=\left\{ \pm e_{1} \pm e_{2}\right\}$. If we put $\Delta^{\prime}=\left\{ \pm\left(e_{1}-e_{2}\right)\right\}$ and $\Delta^{\prime \prime}=\left\{ \pm\left(e_{1}+e_{2}\right)\right\}$, then $\Delta=\Delta^{\prime} \cup \Delta^{\prime \prime}$ exhibits $\Delta$ as reducible. By Proposition $2.44, \mathfrak{s o}(4, \mathbb{C})$ is not simple. The root system is isomorphic to $A_{1} \oplus A_{1}$.

We extend our earlier definition of root string to the context of an abstract root system $\Delta$. For $\alpha \in \Delta$ and $\beta \in \Delta \cup\{0\}$, the $\alpha$ string containing $\beta$ is the set of all members of $\Delta \cup\{0\}$ of the form $\beta+n \alpha$ with $n \in \mathbb{Z}$. Figure 2.1 in $\S 4$ showed examples of root strings. In the system $G_{2}$ as pictured in Figure 2.2, there are root strings containing four roots.

If $\alpha$ is a root and $\frac{1}{2} \alpha$ is not a root, we say that $\alpha$ is reduced.
Proposition 2.48. Let $\Delta$ be an abstract root system in the inner product space $V$.
(a) If $\alpha$ is in $\Delta$, then $-\alpha$ is in $\Delta$.
(b) If $\alpha$ is in $\Delta$ and is reduced, then the only members of $\Delta \cup\{0\}$ proportional to $\alpha$ are $\pm \alpha, \pm 2 \alpha$, and 0 , and $\pm 2 \alpha$ cannot occur if $\Delta$ is reduced.
(c) If $\alpha$ is in $\Delta$ and $\beta$ is in $\Delta \cup\{0\}$, then

$$
\frac{2\langle\beta, \alpha\rangle}{|\alpha|^{2}}=0, \pm 1, \pm 2, \pm 3, \text { or } \pm 4
$$

and $\pm 4$ occurs only in a nonreduced system with $\beta= \pm 2 \alpha$.
(d) If $\alpha$ and $\beta$ are nonproportional members of $\Delta$ such that $|\alpha| \leq|\beta|$, then $\frac{2\langle\beta, \alpha\rangle}{|\beta|^{2}}$ equals 0 or +1 or -1 .
(e) If $\alpha$ and $\beta$ are in $\Delta$ with $\langle\alpha, \beta\rangle>0$, then $\alpha-\beta$ is a root or 0 . If $\alpha$ and $\beta$ are in $\Delta$ with $\langle\alpha, \beta\rangle<0$, then $\alpha+\beta$ is a root or 0 .
(f) If $\alpha$ and $\beta$ are in $\Delta$ and neither $\alpha+\beta$ nor $\alpha-\beta$ is in $\Delta \cup\{0\}$, then $\langle\alpha, \beta\rangle=0$.
(g) If $\alpha$ is in $\Delta$ and $\beta$ is in $\Delta \cup\{0\}$, then the $\alpha$ string containing $\beta$ has the form $\beta+n \alpha$ for $-p \leq n \leq q$ with $p \geq 0$ and $q \geq 0$. There are no gaps. Furthermore $p-q=\frac{2\langle\beta, \alpha\rangle}{|\alpha|^{2}}$. The $\alpha$ string containing $\beta$ contains at most four roots.

Proof.
(a) This follows since $s_{\alpha}(\alpha)=-\alpha$.
(b) Let $\alpha$ be in $\Delta$, and let $c \alpha$ be in $\Delta \cup\{0\}$. We may assume that $c \neq 0$. Then $2\langle c \alpha, \alpha\rangle /|\alpha|^{2}$ and $2\langle\alpha, c \alpha\rangle /|c \alpha|^{2}$ are both integers, from which it follows that $2 c$ and $2 / c$ are integers. Since $c \neq \pm \frac{1}{2}$, the only possibilities are $c= \pm 1$ and $c= \pm 2$, as asserted. If $\Delta$ is reduced, $c= \pm 2$ cannot occur.
(c) We may assume that $\beta \neq 0$. From the Schwarz inequality we have

$$
\left|\frac{2\langle\alpha, \beta\rangle}{|\alpha|^{2}} \frac{2\langle\alpha, \beta\rangle}{|\beta|^{2}}\right| \leq 4
$$

with equality only if $\beta=c \alpha$. The case of equality is handled by (b). If strict equality holds, then $\frac{2\langle\alpha, \beta\rangle}{|\alpha|^{2}}$ and $\frac{2\langle\alpha, \beta\rangle}{|\beta|^{2}}$ are two integers whose product is $\leq 3$ in absolute value. The result follows in either case.
(d) We have an inequality of integers

$$
\left|\frac{2\langle\alpha, \beta\rangle}{|\alpha|^{2}}\right| \geq\left|\frac{2\langle\alpha, \beta\rangle}{|\beta|^{2}}\right|,
$$

and the proof of (c) shows that the product of the two sides is $\leq 3$. Therefore the smaller side is 0 or 1 .
(e) We may assume that $\alpha$ and $\beta$ are not proportional. For the first statement, assume that $|\alpha| \leq|\beta|$. Then $s_{\beta}(\alpha)=\alpha-\frac{2\langle\alpha, \beta\rangle}{|\beta|^{2}} \beta$ must be $\alpha-\beta$, by (d). So $\alpha-\beta$ is in $\Delta$. If $|\beta| \leq|\alpha|$ instead, we find that $s_{\alpha}(\beta)=\beta-\alpha$ is in $\Delta$, and then $\alpha-\beta$ is in $\Delta$ as a consequence of (a). For the second statement we apply the first statement to $-\alpha$.
(f) This is immediate from (e).
(g) Let $-p$ and $q$ be the smallest and largest values of $n$ such that $\beta+n \alpha$ is in $\Delta \cup\{0\}$. If the string has a gap, we can find $r$ and $s$ with $r<s-1$ such that $\beta+r \alpha$ is in $\Delta \cup\{0\}, \beta+(r+1) \alpha$ and $\beta+(s-1) \alpha$ are not in $\Delta \cup\{0\}$, and $\beta+s \alpha$ is in $\Delta \cup\{0\}$. By (e),

$$
\langle\beta+r \alpha, \alpha\rangle \geq 0 \quad \text { and } \quad\langle\beta+s \alpha, \alpha\rangle \leq 0 .
$$

Subtracting these inequalities, we obtain $(r-s)|\alpha|^{2} \geq 0$, and thus $r \geq s$, contradiction. We conclude that there are no gaps. Next

$$
s_{\alpha}(\beta+n \alpha)=\beta+n \alpha-\frac{2\langle\beta+n \alpha, \alpha\rangle}{|\alpha|^{2}} \alpha=\beta-\left(n+\frac{2\langle\beta, \alpha\rangle}{|\alpha|^{2}}\right) \alpha,
$$

and thus $-p \leq n \leq q$ implies $-q \leq n+\frac{2\langle\beta, \alpha\rangle}{|\alpha|^{2}} \leq p$. Taking $n=q$ and then $n=-p$, we obtain in turn

$$
\frac{2\langle\beta, \alpha\rangle}{|\alpha|^{2}} \leq p-q \quad \text { and then } \quad p-q \leq \frac{2\langle\beta, \alpha\rangle}{|\alpha|^{2}} .
$$

Thus $2\langle\beta, \alpha\rangle /|\alpha|^{2}=p-q$. Finally, to investigate the length of the string, we may assume $q=0$. The length of the string is then $p+1$, with $p=2\langle\beta, \alpha\rangle /|\alpha|^{2}$. The conclusion that the string has at most four roots then follows from (c) and (b).

We now introduce a notion of positivity in $V$ that extends the notion in the examples in $\S 1$. The intention is to single out a subset of nonzero elements of $V$ as positive, writing $\varphi>0$ if $\varphi$ is a positive element. The only properties of positivity that we need are that
(i) for any nonzero $\varphi \in V$, exactly one of $\varphi$ and $-\varphi$ is positive,
(ii) the sum of positive elements is positive, and any positive multiple of a positive element is positive.

The way in which such a notion of positivity is introduced is not important, and we shall give a sample construction shortly.

We say that $\varphi>\psi$ or $\psi<\varphi$ if $\varphi-\psi$ is positive. Then $>$ defines a simple ordering on $V$ that is preserved under addition and under multiplication by positive scalars.

One way to define positivity is by means of a lexicographic ordering. Fix a spanning set $\varphi_{1}, \ldots, \varphi_{m}$ of $V$, and define positivity as follows: We say that $\varphi>0$ if there exists an index $k$ such that $\left\langle\varphi, \varphi_{i}\right\rangle=0$ for $1 \leq i \leq k-1$ and $\left\langle\varphi, \varphi_{k}\right\rangle>0$.

A lexicographic ordering sometimes arises disguised in a kind of dual setting. To use notation consistent with applications, think of $V$ as the vector space dual of a space $\mathfrak{h}_{0}$, and fix a spanning set $H_{1}, \ldots, H_{m}$ for $\mathfrak{h}_{0}$. Then we say that $\varphi>0$ if there exists an index $k$ such that $\varphi\left(H_{i}\right)=0$ for $1 \leq i \leq k-1$ and $\varphi\left(H_{k}\right)>0$.

Anyway, we fix a notion of positivity and the resulting ordering for $V$. We say that a root $\alpha$ is simple if $\alpha>0$ and if $\alpha$ does not decompose as $\alpha=\beta_{1}+\beta_{2}$ with $\beta_{1}$ and $\beta_{2}$ both positive roots. A simple root is necessarily reduced.

Proposition 2.49. With $l=\operatorname{dim} V$, there are $l$ simple roots $\alpha_{1}, \ldots, \alpha_{l}$, and they are linearly independent. If $\beta$ is a root and is written as $\beta=$ $x_{1} \alpha_{1}+\cdots+x_{l} \alpha_{l}$, then all the $x_{j}$ have the same sign (if 0 is allowed to be positive or negative), and all the $x_{j}$ are integers.

REMARKS. Once this proposition has been proved, any positive root $\alpha$ can be written as $\alpha=\sum_{i=1}^{l} n_{i} \alpha_{i}$ with each $n_{i}$ an integer $\geq 0$. The integer $\sum_{i=1}^{l} n_{i}$ is called the level of $\alpha$ relative to $\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ and is sometimes used in inductive proofs. The first example of such a proof will be with Proposition 2.54 below.
(2.50)

|  | Positive Roots | Simple Roots |
| :---: | :---: | :---: |
| $A_{n}$ | $e_{i}-e_{j}, i<j$ | $e_{1}-e_{2}, e_{2}-e_{3}, \ldots, e_{n}-e_{n+1}$ |
| $B_{n}$ | $e_{i} \pm e_{j}$ with $i<j$ | $e_{1}-e_{2}, e_{2}-e_{3}, \ldots, e_{n-1}-e_{n}, e_{n}$ |
|  | $e_{i}$ |  |
| $C_{n}$ | $e_{i} \pm e_{j}$ with $i<j$ | $e_{1}-e_{2}, e_{2}-e_{3}, \ldots, e_{n-1}-e_{n}, 2 e_{n}$ |
| $D_{n}$ | $e_{i} \pm e_{j}$ with $i<j$ | $e_{1}-e_{2}, \ldots, e_{n-2}-e_{n-1}, e_{n-1}-e_{n}, e_{n-1}+e_{n}$ |

Before coming to the proof, let us review the examples in (2.43), which came from the complex semisimple Lie algebras in §1. In (2.50) we recall the choice of positive roots we made in $\S 1$ for each example and tell what the corresponding simple roots are.

Lemma 2.51. If $\alpha$ and $\beta$ are distinct simple roots, then $\alpha-\beta$ is not a root. Hence $\langle\alpha, \beta\rangle \leq 0$.

Proof. Assuming the contrary, suppose that $\alpha-\beta$ is a root. If $\alpha-\beta$ is positive, then $\alpha=(\alpha-\beta)+\beta$ exhibits $\alpha$ as a nontrivial sum of positive roots. If $\alpha-\beta$ is negative, then $\beta=(\beta-\alpha)+\alpha$ exhibits $\beta$ as a nontrivial sum of positive roots. In either case we have a contradiction. Thus $\alpha-\beta$ is not a root, and Proposition 2.48e shows that $\langle\alpha, \beta\rangle \leq 0$.

Proof of Proposition 2.49. Let $\beta>0$ be in $\Delta$. If $\beta$ is not simple, write $\beta=\beta_{1}+\beta_{2}$ with $\beta_{1}$ and $\beta_{2}$ both positive in $\Delta$. Then decompose $\beta_{1}$ and/or $\beta_{2}$, and then decompose each of their components if possible. Continue in this way. We can list the decompositions as tuples ( $\beta, \beta_{1}$, component of $\beta_{1}$, etc.) with each entry a component of the previous entry. The claim is that no tuple has more entries than there are positive roots, and therefore the decomposition process must stop. In fact, otherwise some tuple would have the same $\gamma>0$ in it at least twice, and we would have $\gamma=\gamma+\alpha$ with $\alpha$ a nonempty sum of positive roots, contradicting the properties of an ordering. Thus $\beta$ is exhibited as $\beta=x_{1} \alpha_{1}+\cdots+x_{m} \alpha_{m}$ with all $x_{j}$ positive integers or 0 and with all $\alpha_{j}$ simple. Thus the simple roots span in the fashion asserted.

Finally we prove linear independence. Renumbering the $\alpha_{j}$ 's, suppose that

$$
x_{1} \alpha_{1}+\cdots+x_{s} \alpha_{s}-x_{s+1} \alpha_{s+1}-\cdots-x_{m} \alpha_{m}=0
$$

with all $x_{j} \geq 0$ in $\mathbb{R}$. Put $\beta=x_{1} \alpha_{1}+\cdots+x_{s} \alpha_{s}$. Then

$$
0 \leq\langle\beta, \beta\rangle=\left\langle\sum_{j=1}^{s} x_{j} \alpha_{j}, \sum_{k=s+1}^{m} x_{k} \alpha_{k}\right\rangle=\sum_{j, k} x_{j} x_{k}\left\langle\alpha_{j}, \alpha_{k}\right\rangle \leq 0 .
$$

the last inequality holding by Lemma 2.51 . We conclude that $\langle\beta, \beta\rangle=0$, $\beta=0$, and all the $x_{j}$ 's equal 0 since a positive combination of positive roots cannot be 0 .

For the remainder of this section, we fix an abstract root system $\Delta$, and we assume that $\Delta$ is reduced. Fix also an ordering coming from a notion of
positivity as above, and let $\Pi$ be the set of simple roots. We shall associate a "Cartan matrix" to the system $\Pi$ and note some of the properties of this matrix. An "abstract Cartan matrix" will be any square matrix with this list of properties. Working with an abstract Cartan matrix is made easier by associating to the matrix a kind of graph known as an "abstract Dynkin diagram."

Enumerate $\Pi$ as $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$, where $l=\operatorname{dim} V$. The $l$-by- $l$ matrix $A=\left(A_{i j}\right)$ given by

$$
A_{i j}=\frac{2\left\langle\alpha_{i}, \alpha_{j}\right\rangle}{\left|\alpha_{i}\right|^{2}}
$$

is called the Cartan matrix of $\Delta$ and $\Pi$. The Cartan matrix depends on the enumeration of $\Pi$, and distinct enumerations evidently lead to Cartan matrices that are conjugate to one another by a permutation matrix.

For the examples in Figure 2.2 with $\operatorname{dim} V=2$, the Cartan matrices are of course 2-by-2 matrices. For all the examples except $G_{2}$, an enumeration of the simple roots is given in (2.50). For $G_{2}$ let us agree to list the short simple root first. Then the Cartan matrices are as follows:

$$
\begin{array}{cl}
A_{1} \oplus A_{1} & \left(\begin{array}{rr}
2 & 0 \\
0 & 2
\end{array}\right) \\
A_{2} & \left(\begin{array}{rr}
2 & -1 \\
-1 & 2
\end{array}\right) \\
B_{2} & \left(\begin{array}{rr}
2 & -1 \\
-2 & 2
\end{array}\right) \\
C_{2} & \left(\begin{array}{rr}
2 & -2 \\
-1 & 2
\end{array}\right) \\
G_{2} & \left(\begin{array}{rr}
2 & -3 \\
-1 & 2
\end{array}\right)
\end{array}
$$

Proposition 2.52. The Cartan matrix $A=\left(A_{i j}\right)$ of $\Delta$ relative to the set $\Pi$ of simple roots has the following properties:
(a) $A_{i j}$ is in $\mathbb{Z}$ for all $i$ and $j$,
(b) $A_{i i}=2$ for all $i$,
(c) $A_{i j} \leq 0$ for $i \neq j$,
(d) $A_{i j}=0$ if and only if $A_{j i}=0$,
(e) there exists a diagonal matrix $D$ with positive diagonal entries such that $D A D^{-1}$ is symmetric positive definite.

Proof. Properties (a), (b), and (d) are trivial, and (c) follows from Lemma 2.51. Let us prove (e). Put

$$
\begin{equation*}
D=\operatorname{diag}\left(\left|\alpha_{1}\right|, \ldots,\left|\alpha_{l}\right|\right), \tag{2.53}
\end{equation*}
$$

so that $D A D^{-1}=\left(2\left\langle\frac{\alpha_{i}}{\left|\alpha_{i}\right|}, \frac{\alpha_{j}}{\left|\alpha_{j}\right|}\right\rangle\right)$. This is symmetric, and we can discard the 2 in checking positivity. But $\left(\left\langle\varphi_{i}, \varphi_{j}\right\rangle\right)$ is positive definite whenever $\left\{\varphi_{i}\right\}$ is a basis, since

$$
\left(\begin{array}{lll}
c_{1} & \cdots & c_{l}
\end{array}\right)\left(\left\langle\varphi_{i}, \varphi_{j}\right\rangle\right)\left(\begin{array}{c}
c_{1} \\
\vdots \\
c_{l}
\end{array}\right)=\left|\sum_{i} c_{i} \varphi_{i}\right|^{2}
$$

The normalized simple roots may be taken as the basis $\varphi_{i}$ of $V$, according to Proposition 2.49, and the result follows.

A square matrix $A$ satisfying properties (a) through (e) in Proposition 2.52 will be called an abstract Cartan matrix. Two abstract Cartan matrices are isomorphic if one is conjugate to the other by a permutation matrix.

Proposition 2.54. The abstract reduced root system $\Delta$ is reducible if and only if, for some enumeration of the indices, the Cartan matrix is block diagonal with more than one block.

Proof. Suppose that $\Delta=\Delta^{\prime} \cup \Delta^{\prime \prime}$ disjointly with every member of $\Delta^{\prime}$ orthogonal to every member of $\Delta^{\prime \prime}$. We enumerate the simple roots by listing all those in $\Delta^{\prime}$ before all those in $\Delta^{\prime \prime}$, and then the Cartan matrix is block diagonal.

Conversely suppose that the Cartan matrix is block diagonal, with the simple roots $\alpha_{1}, \ldots, \alpha_{s}$ leading to one block and the simple roots $\alpha_{s+1}, \ldots, \alpha_{l}$ leading to another block. Let $\Delta^{\prime}$ be the set of all roots whose expansion in terms of the basis $\alpha_{1}, \ldots, \alpha_{l}$ involves only $\alpha_{1}, \ldots, \alpha_{s}$, and let $\Delta^{\prime \prime}$ be the set of all roots whose expansion involves only $\alpha_{s+1}, \ldots, \alpha_{l}$. Then $\Delta^{\prime}$ and $\Delta^{\prime \prime}$ are nonempty and are orthogonal to each other, and it is enough to show that their union is $\Delta$. Let $\alpha \in \Delta$ be given, and write $\alpha=\sum_{i=1}^{l} n_{i} \alpha_{i}$. We are to show that either $n_{i}=0$ for $i>s$ or $n_{i}=0$ for $i \leq s$. Proposition 2.49 says that all the $n_{i}$ are integers and they have the same sign. Without loss of generality we may assume that $\alpha$ is positive, so that all $n_{i}$ are $\geq 0$.

We proceed by induction on the level $\sum_{i=1}^{l} n_{i}$. If the sum is 1 , then $\alpha=\alpha_{j}$ for some $j$. Certainly either $n_{i}=0$ for $i>s$ or $n_{i}=0$ for $i \leq s$. Assume the result for level $n-1$, and let the level be $n>1$ for $\alpha$. We have

$$
0<|\alpha|^{2}=\sum_{i=1}^{l} n_{i}\left\langle\alpha, \alpha_{i}\right\rangle,
$$

and therefore $\left\langle\alpha, \alpha_{j}\right\rangle>0$ for some $j$. To fix the notation, let us say that $1 \leq j \leq s$. By Proposition 2.48e, $\alpha-\alpha_{j}$ is a root, evidently of level $n-1$. By inductive hypothesis, $\alpha-\alpha_{j}$ is in $\Delta^{\prime}$ or $\Delta^{\prime \prime}$. If $\alpha-\alpha_{j}$ is in $\Delta^{\prime}$, then $\alpha$ is in $\Delta^{\prime}$, and the induction is complete. So we may assume that $\alpha-\alpha_{j}$ is in $\Delta^{\prime \prime}$. Then $\left\langle\alpha-\alpha_{j}, \alpha_{j}\right\rangle=0$. By Proposition 2.48 g , the $\alpha_{j}$ string containing $\alpha-\alpha_{j}$ has $p=q$, and this number must be $\geq 1$ since $\alpha$ is a root. Hence $\alpha-2 \alpha_{j}$ is in $\Delta \cup\{0\}$. We cannot have $\alpha-2 \alpha_{j}=0$ since $\Delta$ is reduced, and we conclude that the coefficient of $\alpha_{j}$ in $\alpha-\alpha_{j}$ is $>0$, in contradiction with the assumption that $\alpha-\alpha_{j}$ is in $\Delta^{\prime \prime}$. Thus $\alpha-\alpha_{j}$ could not have been in $\Delta^{\prime \prime}$, and the induction is complete.

Motivated by Proposition 2.54, we say that an abstract Cartan matrix is reducible if, for some enumeration of the indices, the matrix is block diagonal with more than one block. Otherwise the abstract Cartan matrix is said to be irreducible.

If we have several abstract Cartan matrices, we can arrange them as the blocks of a block-diagonal matrix, and the result is a new abstract Cartan matrix. The converse direction is addressed by the following proposition.

Proposition 2.55. After a suitable enumeration of the indices, any abstract Cartan matrix may be written in block-diagonal form with each block an irreducible abstract Cartan matrix.

Proof. Call two indices $i$ and $j$ equivalent if there exists a sequence of integers $i=k_{0}, k_{1}, \ldots, k_{r-1}, k_{r}=j$ such that $A_{k_{s-1} k_{s}} \neq 0$ for $1 \leq s \leq r$. Enumerate the indices so that the members of each equivalence class appear together, and then the abstract Cartan matrix will be in block-diagonal form with each block irreducible.

To our set $\Pi$ of simple roots for the reduced abstract root system $\Delta$, let us associate a kind of graph known as a "Dynkin diagram." We associate to each simple root $\alpha_{i}$ a vertex of a graph, and we attach to that vertex a weight proportional to $\left|\alpha_{i}\right|^{2}$. The vertices of the graph are connected by edges as follows. If two vertices are given, say corresponding to distinct simple
roots $\alpha_{i}$ and $\alpha_{j}$, we connect those vertices by $A_{i j} A_{j i}$ edges. The resulting graph is called the Dynkin diagram of $\Pi$. It follows from Proposition 2.54 that $\Delta$ is irreducible if and only if the Dynkin diagram is connected. Figure 2.3 gives the Dynkin diagrams for the root systems $A_{n}, B_{n}, C_{n}$, and $D_{n}$ when the simple roots are chosen as in (2.50). Figure 2.3 shows also the Dynkin diagram for the root system $G_{2}$ of Figure 2.1 when the two simple roots are chosen so that $\left|\alpha_{1}\right|<\left|\alpha_{2}\right|$.

Let us indicate how we can determine the Dynkin diagram almost completely from the Cartan matrix. The key is the following lemma.

Lemma 2.56. Let $A$ be an abstract Cartan matrix in block-diagonal form with each block an irreducible abstract Cartan matrix. Then the associated diagonal matrix $D$ given in the defining property (e) of an abstract Cartan matrix is unique up to a multiplicative scalar on each block.

Proof. Suppose that $D$ and $D^{\prime}$ are two diagonal matrices with positive diagonal entries such that $P=D A D^{-1}$ and $P^{\prime}=D^{\prime} A D^{\prime-1}$ are symmetric positive definite. Then $P$ and $P^{\prime}=\left(D^{\prime} D^{-1}\right) P\left(D^{\prime} D^{-1}\right)^{-1}$ are both symmetric. Write $D^{\prime} D^{-1}=\operatorname{diag}\left(b_{1}, \ldots, b_{l}\right)$. For any $i$ and $j$, we have

$$
b_{i} P_{i j} b_{j}^{-1}=P_{i j}^{\prime}=P_{j i}^{\prime}=b_{j} P_{j i} b_{i}^{-1}=b_{j} P_{i j} b_{i}^{-1} .
$$

Thus either $P_{i j}=0$ or $b_{i}=b_{j}$, i.e.,

$$
\begin{equation*}
A_{i j}=0 \quad \text { or } \quad b_{i}=b_{j} . \tag{2.57}
\end{equation*}
$$

If $i$ and $j$ are in the same block of $A$, then there exists a sequence of integers $i=k_{0}, k_{1}, \ldots, k_{r-1}, k_{r}=j$ such that $A_{k_{s-1} k_{s}} \neq 0$ for $1 \leq s \leq r$. From (2.57) we obtain

$$
b_{i}=b_{k_{0}}=b_{k_{1}}=\cdots=b_{k_{r-1}}=b_{k_{r}}=b_{j} .
$$

Thus the diagonal entries of $D^{\prime}$ are proportional to the diagonal entries of $D$ within each block for $A$.

Returning to a Cartan matrix arising from the abstract reduced root system $\Delta$ and the set $\Pi$ of simple roots, we note that the numbers $A_{i j} A_{j i}$ available from the Cartan matrix determine the numbers of edges between vertices in the Dynkin diagram. But the Cartan matrix also almost completely determines the weights in the Dynkin diagram. In fact, (2.53) says that the square roots of the weights are the diagonal entries of the matrix
$D$ of Proposition 2.52 e. Lemma 2.56 says that $D$ is determined by the properties of $A$ up to a multiplicative scalar on each irreducible block, and irreducible blocks correspond to connected components of the Dynkin diagram. Thus by using $A$, we can determine the weights in the Dynkin diagram up to a proportionality constant on each connected component. These proportionality constants are the only ambiguity in obtaining the Dynkin diagram from the Cartan matrix.


Figure 2.3. Dynkin diagrams for $A_{n}, B_{n}, C_{n}, D_{n}, G_{2}$

The same considerations allow us to associate an "abstract Dynkin diagram" to an abstract Cartan matrix $A$. If $A$ has size $l$-by- $l$, the abstract Dynkin diagram is a graph with $l$ vertices, the $i^{\text {th }}$ and $j^{\text {th }}$ vertices being connected by $A_{i j} A_{j i}$ edges. If $D$ is the matrix given in defining property (e) of an abstract Cartan matrix in Proposition 2.52, then we assign a weight to the vertex $i$ equal to the square of the $i^{\text {th }}$ diagonal entry of $D$. Then $A$ by itself determines the abstract Dynkin diagram up to a proportionality constant for the weights on each connected component.

Finally let us observe that we can recover an abstract Cartan matrix $A$ from its abstract Dynkin diagram. Let the system of weights be $\left\{w_{i}\right\}$. First suppose there are no edges from the $i^{\text {th }}$ vertex to the $j^{\text {th }}$ vertex. Then $A_{i j} A_{j i}=0$. Since $A_{i j}=0$ if and only if $A_{j i}=0$, we obtain $A_{i j}=A_{j i}=0$. Next suppose there exist edges between the $i^{\text {th }}$ vertex and the $j^{\text {th }}$ vertex. Then the number of edges tells us $A_{i j} A_{j i}$, while the symmetry of $D A D^{-1}$ says that

$$
w_{i}^{1 / 2} A_{i j} w_{j}^{-1 / 2}=w_{j}^{1 / 2} A_{j i} w_{i}^{-1 / 2},
$$

i.e., that

$$
\frac{A_{i j}}{A_{j i}}=\frac{w_{j}}{w_{i}} .
$$

Since $A_{i j}$ and $A_{j i}$ are $<0$, the number of edges and the ratio of weights together determine $A_{i j}$ and $A_{j i}$.

## 6. Weyl Group

Schematically we can summarize our work so far in this chapter as constructing a two-step passage


Each step of the passage relies on a certain choice, and that choice is listed as part of the arrow. For this two-step passage to be especially useful, we should show that each step is independent of its choice, at least up to isomorphism. Then we will have a well defined way of passing from a
complex semisimple Lie algebra first to an abstract reduced root system and then to an abstract Cartan matrix.

We can ask for even more. Once (2.58) is shown to be well defined independently of the choices, we can try to show that each step is one-one, up to isomorphism. In other words, two complex semisimple Lie algebras with isomorphic abstract reduced root systems are to be isomorphic, and two abstract reduced root systems leading to isomorphic abstract Cartan matrices are to be isomorphic. Then we can detect isomorphisms of complex semisimple Lie algebras by using Dynkin diagrams.

Finally we can ask that each step of the two-step passage be onto. In other words, every abstract reduced root system, up to isomorphism, is to come from a complex semisimple Lie algebra, and every abstract Cartan matrix is to come from an abstract reduced root system. Then a classification of abstract Cartan matrices will achieve a classification of complex semisimple Lie algebras.

We begin these steps in this section, starting by showing that each step in (2.58) is well defined, independently of the choices, up to isomorphism. For the first step, from the complex semisimple Lie algebra to the abstract reduced root system, the tool is Theorem 2.15, which says that any two Cartan subalgebras of our complex semisimple Lie algebra $\mathfrak{g}$ are conjugate via Int $\mathfrak{g}$. It is clear that we can follow the effect of this conjugating automorphism through to its effect on roots and obtain an isomorphism of the associated root systems.

For the second step, from the abstract reduced root system to the abstract Cartan matrix up to isomorphism (or equivalently to the set $\Pi$ of simple roots), the tool is the "Weyl group," which we study in this section.

Thus let $\Delta$ be an abstract root system in a finite-dimensional inner product space $V$. It will not be necessary to assume that $\Delta$ is reduced. We let $W=W(\Delta)$ be the subgroup of the orthogonal group on $V$ generated by the reflections $s_{\alpha}$ for $\alpha \in \Delta$. This is the Weyl group of $\Delta$. In the special case that $\Delta$ is the root system of a complex semisimple Lie algebra $\mathfrak{g}$ with respect to a Cartan subalgebra $\mathfrak{h}$, we sometimes write $W(\mathfrak{g}, \mathfrak{h})$ for the Weyl group.

We immediately see that $W$ is a finite group of orthogonal transformations of $V$. In fact, any $w$ in $W$ maps the finite set $\Delta$ to itself. If $w$ fixes each element of $\Delta$, then $w$ fixes a spanning set of $V$ and hence fixes $V$. The assertion follows.

In addition, we have the formula

$$
\begin{equation*}
s_{r \alpha}=r s_{\alpha} r^{-1} \tag{2.59}
\end{equation*}
$$

for any orthogonal transformation $r$ of $V$. In fact,

$$
s_{r \alpha}(r \varphi)=r \varphi-\frac{2\langle r \varphi, r \alpha\rangle}{|r \alpha|^{2}} r \alpha=r \varphi-\frac{2\langle\varphi, \alpha\rangle}{|\alpha|^{2}} r \alpha=r\left(s_{\alpha} \varphi\right)
$$

As a consequence of (2.59), if $r$ is in $W$ and $r \alpha=\beta$, then

$$
\begin{equation*}
s_{\beta}=r s_{\alpha} r^{-1} . \tag{2.60}
\end{equation*}
$$

Examples.

1) The root systems of types $A_{n}, B_{n}, C_{n}$, and $D_{n}$ are described in (2.43). For $A_{n}, W(\Delta)$ consists of all permutations of $e_{1}, \ldots, e_{n+1}$. For $B_{n}$ and $C_{n}, W(\Delta)$ is generated by all permutations of $e_{1}, \ldots, e_{n}$ and all sign changes (of the coefficients of $e_{1}, \ldots, e_{n}$ ). For $D_{n}, W(\Delta)$ is generated by all permutations of $e_{1}, \ldots, e_{n}$ and all even sign changes.
2) The nonreduced abstract root system $(B C)_{2}$ is pictured in Figure 2.2. For it, $W(\Delta)$ has order 8 and is the same group as for $B_{2}$ and $C_{2}$. The group contains the 4 rotations through multiples of angles $\pi / 2$, together with the 4 reflections defined by sending a root to its negative and leaving the orthogonal complement fixed.
3) The reduced abstract root system $G_{2}$ is pictured in Figure 2.2. For it, $W(\Delta)$ has order 12 and consists of the 6 rotations through multiples of angles $\pi / 3$, together with the 6 reflections defined by sending a root to its negative and leaving the orthogonal complement fixed.

Introduce a notion of positivity within $V$, such as from a lexicographic ordering, and let $\Delta^{+}$be the set of positive roots. The set $\Delta^{+}$determines a set $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ of simple roots, and in turn $\Pi$ can be used to pick out the members of $\Delta^{+}$from $\Delta$, since Proposition 2.49 says that the positive roots are those of the form $\alpha=\sum_{i} n_{i} \alpha_{i}$ with all $n_{i} \geq 0$.

Now suppose that $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ is any set of $l$ independent reduced elements $\alpha_{i}$ such that every expression of a member $\alpha$ of $\Delta$ as $\sum_{i} c_{i} \alpha_{i}$ has all nonzero $c_{i}$ of the same sign. We call $\Pi$ a simple system. Given a simple system $\Pi$, we can define $\Delta^{+}$to be all roots of the form $\sum_{i} c_{i} \alpha_{i}$ with all $c_{i} \geq 0$. The claim is that $\Delta^{+}$is the set of positive roots in some lexicographic ordering. In fact, we can use the dual basis to $\left\{\alpha_{i}\right\}$ to get such an ordering. In more detail if $\left\langle\alpha_{i}, \omega_{j}\right\rangle=\delta_{i j}$ and if $j$ is the first index with $\left\langle\alpha, \omega_{j}\right\rangle$ nonzero, then the fact that $\left\langle\alpha, \omega_{j}\right\rangle=c_{j}$ is positive implies that $\alpha$ is positive.

Thus we have an abstract characterization of the possible $\Pi$ 's that can arise as sets of simple roots: they are all possible simple systems.

Lemma 2.61. Let $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ be a simple system, and let $\alpha>0$ be in $\Delta$. Then

$$
s_{\alpha_{i}}(\alpha) \text { is } \begin{cases}=-\alpha & \text { if } \alpha=\alpha_{i} \text { or } \alpha=2 \alpha_{i} \\ >0 & \text { otherwise }\end{cases}
$$

PROOF. If $\alpha=\sum c_{j} \alpha_{j}$, then

$$
s_{\alpha_{i}}(\alpha)=\sum_{j=1}^{l} c_{j} \alpha_{j}-\frac{2\left\langle\alpha, \alpha_{i}\right\rangle}{\left|\alpha_{i}\right|^{2}} \alpha_{i}
$$

If at least one $c_{j}$ is $>0$ for $j \neq i$, then $s_{\alpha_{i}}(\alpha)$ has the same coefficient for $\alpha_{j}$ that $\alpha$ does, and $s_{\alpha_{i}}(\alpha)$ must be positive. The only remaining case is that $\alpha$ is a multiple of $\alpha_{i}$, and then $\alpha$ must be $\alpha_{i}$ or $2 \alpha_{i}$, by Proposition 2.48b.

Proposition 2.62. Let $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ be a simple system. Then $W(\Delta)$ is generated by the root reflections $s_{\alpha_{i}}$ for $\alpha_{i}$ in $\Pi$. If $\alpha$ is any reduced root, then there exist $\alpha_{j} \in \Pi$ and $s \in W(\Delta)$ such that $s \alpha_{j}=\alpha$.

Proof. We begin by proving a seemingly sharper form of the second assertion. Let $W^{\prime} \subseteq W$ be the group generated by the $s_{\alpha_{i}}$ for $\alpha_{i} \in \Pi$. We prove that any reduced root $\alpha>0$ is of the form $s \alpha_{j}$ with $s \in W^{\prime}$. Writing $\alpha=\sum n_{j} \alpha_{j}$, we proceed by induction on level $(\alpha)=\sum n_{j}$. The case of level one is the case of $\alpha=\alpha_{i}$ in $\Pi$, and we can take $s=1$. Assume the assertion for level $<\operatorname{level}(\alpha)$, let level $(\alpha)$ be $>1$, and write $\alpha=\sum n_{j} \alpha_{j}$. Since

$$
0<|\alpha|^{2}=\sum n_{j}\left\langle\alpha, \alpha_{j}\right\rangle,
$$

we must have $\left\langle\alpha, \alpha_{i}\right\rangle>0$ for some $i=i_{0}$. By our assumptions, $\alpha$ is neither $\alpha_{i_{0}}$ nor $2 \alpha_{i_{0}}$. Then $\beta=s_{\alpha_{i_{0}}}(\alpha)$ is $>0$ by Lemma 2.61 and has

$$
\beta=\sum_{j \neq i_{0}} n_{j} \alpha_{j}+\left(c_{i_{0}}-\frac{2\left\langle\alpha, \alpha_{i_{0}}\right\rangle}{\left|\alpha_{i_{0}}\right|^{2}}\right) \alpha_{i_{0}} .
$$

Since $\left\langle\alpha, \alpha_{i_{0}}\right\rangle>0$, level $(\beta)<\operatorname{level}(\alpha)$. By inductive hypothesis, $\beta=s^{\prime} \alpha_{j}$ for some $s^{\prime} \in W^{\prime}$ and some index $j$. Then $\alpha=s_{\alpha_{i 0}} \beta=s_{\alpha_{i 0}} s^{\prime} \alpha_{j}$ with $s_{\alpha_{i 0}} s^{\prime}$ in $W^{\prime}$. This completes the induction.

If $\alpha<0$, then we can write $-\alpha=s \alpha_{j}$, and it follows that $\alpha=s s_{\alpha_{j}} \alpha_{j}$. Thus each reduced member $\alpha$ of $\Delta$ is of the form $s^{\prime} \alpha_{j}$ for some $s^{\prime} \in W^{\prime}$ and some $\alpha_{j} \in \Pi$.

To complete the proof, we show that each $s_{\alpha}$, for $\alpha \in \Delta$, is in $W^{\prime}$. There is no loss of generality in assuming that $\alpha$ is reduced. Write $\alpha=s \alpha_{j}$ with $s \in W^{\prime}$. Then (2.60) shows that $s_{\alpha}=s s_{\alpha_{j}} s^{-1}$, which is in $W^{\prime}$. Since $W$ is generated by the reflections $s_{\alpha}$ for $\alpha \in \Delta, W \subseteq W^{\prime}$ and $W=W^{\prime}$.

Theorem 2.63. If $\Pi$ and $\Pi^{\prime}$ are two simple systems for $\Delta$, then there exists one and only one element $s \in W$ such that $s \Pi=\Pi^{\prime}$.

Proof of existence. Let $\Delta^{+}$and $\Delta^{+\prime}$ be the sets of positive roots in question. We have $\left|\Delta^{+}\right|=\left|\Delta^{+\prime}\right|=\frac{1}{2}|\Delta|$, which we write as $q$. Also $\Delta^{+}=\Delta^{+\prime}$ if and only if $\Pi=\Pi^{\prime}$, and $\Delta^{+} \neq \Delta^{+\prime}$ implies $\Pi \nsubseteq \Delta^{+\prime}$ and $\Pi^{\prime} \nsubseteq \Delta^{+}$. Let $r=\left|\Delta^{+} \cap \Delta^{+\prime}\right|$. We induct downward on $r$, the case $r=q$ being handled by using $s=1$. Let $r<q$. Choose $\alpha_{i} \in \Pi$ with $\alpha_{i} \notin \Delta^{+\prime}$, so that $-\alpha_{i} \in \Delta^{+\prime}$. If $\beta$ is in $\Delta^{+} \cap \Delta^{+\prime}$, then $s_{\alpha_{i}} \beta$ is in $\Delta^{+}$by Lemma 2.61. Thus $s_{\alpha_{i}} \beta$ is in $\Delta^{+} \cap s_{\alpha_{i}} \Delta^{+\prime}$. Also $\alpha_{i}=s_{\alpha_{i}}\left(-\alpha_{i}\right)$ is in $\Delta^{+} \cap s_{\alpha_{i}} \Delta^{+\prime}$. Hence $\left|\Delta^{+} \cap s_{\alpha_{i}} \Delta^{+\prime}\right| \geq r+1$. Now $s_{\alpha_{i}} \Delta^{+\prime}$ corresponds to the simple system $s_{\alpha_{i}} \Pi^{\prime}$, and by inductive hypothesis we can find $t \in W$ with $t \Pi=s_{\alpha_{i}} \Pi^{\prime}$. Then $s_{\alpha_{i}} t \Pi=\Pi^{\prime}$, and the induction is complete.

Proof of uniQueness. We may assume that $s \Pi=\Pi$, and we are to prove that $s=1$. Write $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$, and abbreviate $s_{\alpha_{j}}$ as $s_{j}$. For $s=s_{i_{m}} \cdots s_{i_{1}}$, we prove by induction on $m$ that $s \Pi=\Pi$ implies $s=1$. If $m=1$, then $s=s_{i_{1}}$ and $s \alpha_{i_{1}}<0$. If $m=2$, we obtain $s_{i_{2}} \Pi=s_{i_{1}} \Pi$, whence $-\alpha_{i_{2}}$ is in $s_{i_{1}} \Pi$ and so $-\alpha_{i_{2}}=-\alpha_{i_{1}}$, by Lemma 2.61; hence $s=1$. Thus assume inductively that

$$
\begin{equation*}
t \Pi=\Pi \text { with } t=s_{j_{r}} \cdots s_{j_{1}} \text { and } r<m \quad \text { implies } \quad t=1 \tag{2.64}
\end{equation*}
$$

and let $s=s_{i_{m}} \cdots s_{i_{1}}$ satisfy $s \Pi=\Pi$ with $m>2$.
Put $s^{\prime}=s_{i_{m-1}} \cdots s_{i_{1}}$, so that $s=s_{i_{m}} s^{\prime}$. Then $s^{\prime} \neq 1$ by (2.64) for $t=s_{i_{m}}$. Also $s^{\prime} \alpha_{j}<0$ for some $j$ by (2.64) applied to $t=s^{\prime}$. The latter fact, together with

$$
s_{i_{m}} s^{\prime} \alpha_{j}=s \alpha_{j}>0
$$

says that $-\alpha_{i_{m}}=s^{\prime} \alpha_{j}$, by Lemma 2.61. Also if $\beta>0$ and $s^{\prime} \beta<0$, then $s^{\prime} \beta=-c \alpha_{i_{m}}=s^{\prime}\left(c \alpha_{j}\right)$, so that $\beta=c \alpha_{j}$ with $c=1$ or 2 . Thus $s^{\prime}$ satisfies
(i) $s^{\prime} \alpha_{j}=-\alpha_{i_{m}}$,
(ii) $s^{\prime} \beta>0$ for every positive $\beta \in \Delta$ other than $\alpha_{j}$ and $2 \alpha_{j}$.

Now $s_{i_{m-1}} \cdots s_{i_{1}} \alpha_{j}=-\alpha_{i_{m}}<0$ by (i). Choose $k$ so that $t=s_{i_{k-1}} \cdots s_{i_{1}}$ satisfies $t \alpha_{j}>0$ and $s_{i_{k}} t \alpha_{j}<0$. Then $t \alpha_{j}=\alpha_{i_{k}}$. By (2.60), $t s_{j} t^{-1}=s_{i_{k}}$. Hence $t s_{j}=s_{i_{k}} t$.

Put $t^{\prime}=s_{i_{m-1}} \cdots s_{i_{k+1}}$, so that $s^{\prime}=t^{\prime} s_{i_{k}} t=t^{\prime} t s_{j}$. Then $t^{\prime} t=s^{\prime} s_{j}$. Now $\alpha>0$ and $\alpha \neq c \alpha_{j}$ imply $s_{j} \alpha=\beta>0$ with $\beta \neq c \alpha_{j}$. Thus

$$
t^{\prime} t \alpha=s^{\prime} s_{j} \alpha=s^{\prime} \beta>0 \quad \text { by (ii) }
$$

and

$$
t^{\prime} t \alpha_{j}=s^{\prime}\left(-\alpha_{j}\right)=\alpha_{i_{m}}>0 \quad \text { by }(\mathrm{i}) .
$$

Hence $t^{\prime} t \Pi=\Pi$. Now $t^{\prime} t$ is a product of $m-2 s_{j}$ 's. By inductive hypothesis, $t^{\prime} t=1$. Then $s^{\prime} s_{j}=1, s^{\prime}=s_{j}$, and $s=s_{i_{m}} s^{\prime}=s_{i_{m}} s_{j}$. Since (2.64) has been proved for $r=2$, we conclude that $s=1$. This completes the proof.

Corollary 2.65. In the second step of the two-step passage (2.58), the resulting Cartan matrix is independent of the choice of positive system, up to permutation of indices.

Proof. Let $\Pi$ and $\Pi^{\prime}$ be the simple systems that result from two different positive systems. By Theorem 2.63, $\Pi^{\prime}=s \Pi$ for some $s \in W(\Delta)$. Then we can choose enumerations $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ and $\Pi^{\prime}=\left\{\beta_{1}, \ldots, \beta_{l}\right\}$ so that $\beta_{j}=s \alpha_{j}$, and we have

$$
\frac{2\left\langle\beta_{i}, \beta_{j}\right\rangle}{\left|\beta_{i}\right|^{2}}=\frac{2\left\langle s \alpha_{i}, s \alpha_{j}\right\rangle}{\left|s \alpha_{i}\right|^{2}}=\frac{2\left\langle\alpha_{i}, \alpha_{j}\right\rangle}{\left|\alpha_{i}\right|^{2}}
$$

since $s$ is orthogonal. Hence the resulting Cartan matrices match.
Consequently our use of the root-system names $A_{n}, B_{n}$, etc., with the Dynkin diagrams in Figure 2.3 was legitimate. The Dynkin diagram is not changed by changing the positive system (except that the names of roots attached to vertices change).

This completes our discussion of the fact that the steps in the passages (2.58) are well defined independently of the choices.

Let us take a first look at the uniqueness questions associated with (2.58). We want to see that each step in (2.58) is one-one, up to isomorphism. The following proposition handles the second step.

Proposition 2.66. The second step in the passage (2.58) is one-one, up to isomorphism. That is, the Cartan matrix determines the reduced root system up to isomorphism.

Proof. First let us see that the Cartan matrix determines the set of simple roots, up to a linear transformation of $V$ that is a scalar multiple of an orthogonal transformation on each irreducible component. In fact, we may assume that $\Delta$ is already irreducible, and we let $\alpha_{1}, \ldots, \alpha_{l}$ be the simple roots. Lemma 2.56 and (2.53) show that the Cartan matrix determines $\left|\alpha_{1}\right|, \ldots,\left|\alpha_{l}\right|$ up to a single proportionality constant. Suppose $\beta_{1}, \ldots, \beta_{l}$ is another simple system for the same Cartan matrix. Normalizing, we may assume that $\left|\alpha_{j}\right|=\left|\beta_{j}\right|$ for all $j$. From the Cartan matrix we obtain
$\frac{2\left\langle\alpha_{i}, \alpha_{j}\right\rangle}{\left|\alpha_{i}\right|^{2}}=\frac{2\left\langle\beta_{i}, \beta_{j}\right\rangle}{\left|\beta_{i}\right|^{2}}$ for all $i$ and $j$ and hence $\left\langle\alpha_{i}, \alpha_{j}\right\rangle=\left\langle\beta_{i}, \beta_{j}\right\rangle$ for all $i$ and $j$. In other words the linear transformation $L$ defined by $L \alpha_{i}=\beta_{i}$ preserves inner products on a basis; it is therefore orthogonal.

To complete the proof, we want to see that the set $\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ of simple roots determines the set of roots. Let $W^{\prime}$ be the group generated by the root reflections in the simple roots, and let $\Delta^{\prime}=\bigcup_{j=1}^{l} W^{\prime} \alpha_{j}$. Proposition 2.62 shows that $\Delta^{\prime}=\Delta$ and that $W^{\prime}=W(\Delta)$. The result follows.

Before leaving the subject of Weyl groups, we prove some further handy results. For the first result let us fix a system $\Delta^{+}$of positive roots and the corresponding simple system $\Pi$. We say that a member $\lambda$ of $V$ is dominant if $\langle\lambda, \alpha\rangle \geq 0$ for all $\alpha \in \Delta^{+}$. It is enough that $\left\langle\lambda, \alpha_{i}\right\rangle \geq 0$ for all $\alpha_{i} \in \Pi$.

Proposition 2.67. If $\lambda$ is in $V$, then there exists a simple system $\Pi$ for which $\lambda$ is dominant.

Proof. We may assume $\lambda \neq 0$. Put $\varphi_{1}=\lambda$ and extend to an orthogonal basis $\varphi_{1}, \ldots, \varphi_{l}$ of $V$. Use this basis to define a lexicographic ordering and thereby to determine a simple system $\Pi$. Then $\lambda$ is dominant relative to $\Pi$.

Corollary 2.68. If $\lambda$ is in $V$ and if a positive system $\Delta^{+}$is specified, then there is some element $w$ of the Weyl group such that $w \lambda$ is dominant.

Proof. This follows from Proposition 2.67 and Theorem 2.63.
For the remaining results we assume that $\Delta$ is reduced. Fix a positive system $\Delta^{+}$, and let $\delta$ be half the sum of the members of $\Delta^{+}$.

Proposition 2.69. Fix a positive system $\Delta^{+}$for the reduced abstract root system $\Delta$. If $\alpha$ is a simple root, then $s_{\alpha}(\delta)=\delta-\alpha$ and $2\langle\delta, \alpha\rangle /|\alpha|^{2}=1$.

Proof. By Lemma 2.61, $s_{\alpha}$ permutes the positive roots other than $\alpha$ and sends $\alpha$ to $-\alpha$. Therefore

$$
s_{\alpha}(2 \delta)=s_{\alpha}(2 \delta-\alpha)+s_{\alpha}(\alpha)=(2 \delta-\alpha)-\alpha=2(\delta-\alpha),
$$

and $s_{\alpha}(\delta)=\delta-\alpha$. Using the definition of $s_{\alpha}$, we then see that

$$
2\langle\delta, \alpha\rangle /|\alpha|^{2}=1 .
$$

For $w$ in $W(\Delta)$, let $l(w)$ be the number of roots $\alpha>0$ such that $w \alpha<0$; $l(w)$ is called the length of the Weyl group element $w$ relative to $\Pi$. In terms of a simple system $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ and its associated positive system $\Delta^{+}$, let us abbreviate $s_{\alpha_{j}}$ as $s_{j}$.

Proposition 2.70. Fix a simple system $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ for the reduced abstract root system $\Delta$. Then $l(w)$ is the smallest integer $k$ such that $w$ can be written as a product $w=s_{i_{k}} \cdots s_{i_{1}}$ of $k$ reflections in simple roots.

REMARKS. Proposition 2.62 tells us that $w$ has at least one expansion as a product of reflections in simple roots. Therefore the smallest integer $k$ cited in the proposition exists. We prove Proposition 2.70 after first giving a lemma.

Lemma 2.71. Fix a simple system $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ for the reduced abstract root system $\Delta$. If $\gamma$ is a simple root and $w$ is in $W(\Delta)$, then

$$
l\left(w s_{\gamma}\right)= \begin{cases}l(w)-1 & \text { if } w \gamma<0 \\ l(w)+1 & \text { if } w \gamma>0\end{cases}
$$

Proof. If $\alpha$ is a positive root other than $\gamma$, then Lemma 2.61 shows that $s_{\gamma} \alpha>0$, and hence the correspondence $s_{\gamma} \alpha \leftrightarrow \alpha$ gives

$$
\#\left\{\beta>0 \mid \beta \neq \gamma \text { and } w s_{\gamma} \beta<0\right\}=\#\{\alpha>0 \mid \alpha \neq \gamma \text { and } w \alpha<0\} .
$$

To obtain $l\left(w s_{\gamma}\right)$, we add 1 to the left side if $w \gamma>0$ and leave the left side alone if $w \gamma<0$. To obtain $l(w)$, we add 1 to the right side if $w \gamma<0$ and leave the right side alone if $w \gamma>0$. The lemma follows.

Proof of Proposition 2.70. Write $w=s_{i_{k}} \cdots s_{i_{1}}$ as a product of $k$ reflections in simple roots. Then Lemma 2.71 implies that $l(w) \leq k$.

To get the equality asserted by the proposition, we need to show that if $w$ sends exactly $k$ positive roots into negative roots, then $w$ can be expressed as a product of $k$ factors $w=s_{i_{k}} \cdots s_{i_{1}}$. We do so by induction on $k$. For $k=0$, this follows from the uniqueness in Theorem 2.63. Inductively assume the result for $k-1$. If $k>0$ and $l(w)=k$, then $w$ must send some simple root $\alpha_{j}$ into a negative root. Set $w^{\prime}=w s_{j}$. By Lemma 2.71, $l\left(w^{\prime}\right)=k-1$. By inductive hypothesis, $w^{\prime}$ has an expansion $w^{\prime}=s_{i_{k-1}} \cdots s_{i_{1}}$. Then $w=s_{i_{k-1}} \cdots s_{i_{1}} s_{j}$, and the induction is complete.

Proposition 2.72 (Chevalley's Lemma). Let the abstract root system $\Delta$ be reduced. Fix $v$ in $V$, and let $W_{0}=\{w \in W \mid w v=v\}$. Then $W_{0}$ is generated by the root reflections $s_{\alpha}$ such that $\langle v, \alpha\rangle=0$.

Proof. Choose an ordering with $v$ first, so that $\langle\beta, v\rangle>0$ implies $\beta>0$. Arguing by contradiction, choose $w \in W_{0}$ with $l(w)$ as small as possible so that $w$ is not a product of elements $s_{\alpha}$ with $\langle v, \alpha\rangle=0$. Then
$l(w)>0$ by the uniqueness in Theorem 2.63. Let $\gamma>0$ be a simple root such that $w \gamma<0$. If $\langle v, \gamma\rangle>0$, then

$$
\langle v, w \gamma\rangle=\langle w v, w \gamma\rangle=\langle v, \gamma\rangle>0,
$$

in contradiction with the condition $w \gamma<0$. Hence $\langle v, \gamma\rangle=0$. That is, $s_{\gamma}$ is in $W_{0}$. But then $w s_{\gamma}$ is in $W_{0}$ with $l\left(w s_{\gamma}\right)<l(w)$, by Lemma 2.71. By assumption $w s_{\gamma}$ is a product of the required root reflections, and therefore so is $w$.

Corollary 2.73. Let the abstract root system $\Delta$ be reduced. Fix $v$ in $V$, and suppose that some element $w \neq 1$ of $W(\Delta)$ fixes $v$. Then some root is orthogonal to $v$.

Proof. By Proposition 2.72, $w$ is the product of root reflections $s_{\alpha}$ such that $\langle v, \alpha\rangle=0$. Since $w \neq 1$, there must be such a root reflection.

## 7. Classification of Abstract Cartan Matrices

In this section we shall classify abstract Cartan matrices, and then we shall show that every abstract Cartan matrix arises from a reduced abstract root system. These results both contribute toward an understanding of the two-step passage (2.58), the second result showing that the second step of the passage is onto.

Recall that an abstract Cartan matrix is a square matrix satisfying properties (a) through (e) in Proposition 2.52. We continue to regard two such matrices as isomorphic if one can be obtained from the other by permuting the indices.

To each abstract Cartan matrix, we saw in $\S 5$ how to associate an abstract Dynkin diagram, the only ambiguity being a proportionality constant for the weights on each component of the diagram. We shall work simultaneously with a given abstract Cartan matrix and its associated abstract Dynkin diagram. Operations on the abstract Cartan matrix will correspond to operations on the abstract Dynkin diagram, and the diagram will thereby give us a way of visualizing what is happening. Our objective is to classify irreducible abstract Cartan matrices, since general abstract Cartan matrices can be obtaining by using irreducible such matrices as blocks. But we do not assume irreducibility yet.

We first introduce two operations on abstract Dynkin diagrams. Each operation will have a counterpart for abstract Cartan matrices, and we shall
see that the counterpart carries abstract Cartan matrices to abstract Cartan matrices. Therefore each of our operations sends abstract Dynkin diagrams to abstract Dynkin diagrams:

1) Remove the $i^{\text {th }}$ vertex from the abstract Dynkin diagram, and remove all edges attached to that vertex.
2) Suppose that the $i^{\text {th }}$ and $j^{\text {th }}$ vertices are connected by a single edge. Then the weights attached to the two vertices are equal. Collapse the two vertices to a single vertex and give it the common weight, remove the edge that joins the two vertices, and retain all other edges issuing from either vertex.

For Operation \#1, the corresponding operation on a Cartan matrix $A$ is to remove the $i^{\text {th }}$ row and column from $A$. It is clear that the new matrix satisfies the defining properties of an abstract Cartan matrix given in Proposition 2.52. This fact allows us to prove the following proposition.

Proposition 2.74. Let $A$ be an abstract Cartan matrix. If $i \neq j$, then
(a) $A_{i j} A_{j i}<4$,
(b) $A_{i j}$ is 0 or -1 or -2 or -3 .

Proof.
(a) Let the diagonal matrix $D$ of defining property (e) be given by $D=$ $\operatorname{diag}\left(d_{1}, \ldots, d_{l}\right)$. Using Operation \#1, remove all but the $i^{\text {th }}$ and $j^{\text {th }}$ rows and columns from the abstract Cartan matrix $A$. Then

$$
\left(\begin{array}{cc}
d_{i} & 0 \\
0 & d_{j}
\end{array}\right)\left(\begin{array}{cc}
2 & A_{i j} \\
A_{j i} & 2
\end{array}\right)\left(\begin{array}{cc}
d_{i}^{-1} & 0 \\
0 & d_{j}^{-1}
\end{array}\right)
$$

is positive definite. So its determinant is $>0$, and $A_{i j} A_{j i}<4$.
(b) If $A_{i j} \neq 0$, then $A_{j i} \neq 0$, by defining property (d) in Proposition 2.52. Since $A_{i j}$ and $A_{j i}$ are integers $\leq 0$, the result follows from (a).

We shall return presently to the verification that Operation \#2 is a legitimate one on abstract Dynkin diagrams. First we derive some more subtle consequences of the use of Operation \#1.

Let $A$ be an $l$-by- $l$ abstract Cartan matrix, and let $D=\operatorname{diag}\left(d_{1}, \ldots, d_{l}\right)$ be a diagonal matrix of the kind in defining condition (e) of Proposition 2.52. We shall define vectors $\alpha_{i} \in \mathbb{R}^{l}$ for $1 \leq i \leq l$ that will play the role of simple roots. Let us write $D A D^{-1}=2 Q$. Here $Q=\left(Q_{i j}\right)$ is symmetric positive definite with 1's on the diagonal. Let $Q^{1 / 2}$ be its positive-definite
square root. Define vectors $\varphi \in \mathbb{R}^{l}$ for $1 \leq i \leq l$ by $\varphi_{i}=Q^{1 / 2} e_{i}$, where $e_{i}$ is the $i^{\text {th }}$ standard basis vector of $\mathbb{R}^{l}$. Then

$$
\left\langle\varphi_{j}, \varphi_{i}\right\rangle=\left\langle Q^{1 / 2} e_{j}, Q^{1 / 2} e_{i}\right\rangle=\left\langle Q e_{j}, e_{i}\right\rangle=Q_{i j},
$$

and in particular $\varphi_{i}$ is a unit vector. Put

$$
\begin{equation*}
\alpha_{i}=d_{i} \varphi_{i} \tag{2.75}
\end{equation*}
$$

so that

$$
\begin{equation*}
d_{i}=\left|\alpha_{i}\right| . \tag{2.76}
\end{equation*}
$$

Then

$$
\begin{align*}
A_{i j} & =2\left(D^{-1} Q D\right)_{i j}=2 d_{i}^{-1} Q_{i j} d_{j} \\
& =2 d_{i}^{-1} d_{j}\left\langle\varphi_{j}, \varphi_{i}\right\rangle=2 d_{i}^{-1} d_{j}\left\langle d_{j}^{-1} \alpha_{j}, d_{i}^{-1} \alpha_{i}\right\rangle  \tag{2.77}\\
& =\frac{2\left\langle\alpha_{i}, \alpha_{j}\right\rangle}{\left|\alpha_{i}\right|^{2}} .
\end{align*}
$$

The vectors $\alpha_{i}$ are linearly independent since $\operatorname{det} A \neq 0$.
We shall find it convenient to refer to a vertex of the abstract Dynkin diagram either by its index $i$ or by the associated vector $\alpha_{i}$, depending on the context. We may write $A_{i j}$ or $A_{\alpha_{i}, \alpha_{i+1}}$ for an entry of the abstract Cartan matrix.

Proposition 2.78. The abstract Dynkin diagram associated to the $l$-by- $l$ abstract Cartan matrix $A$ has the following properties:
(a) there are at most $l$ pairs of vertices $i<j$ with at least one edge connecting them,
(b) there are no loops,
(c) at most three edges issue from any point of the diagram.

Proof.
(a) With $\alpha_{i}$ as in (2.75), put $\alpha=\sum_{i=1}^{l} \frac{\alpha_{i}}{\left|\alpha_{i}\right|}$. Then

$$
\begin{aligned}
0<|\alpha|^{2} & =\sum_{i, j}\left\langle\frac{\alpha_{i}}{\left|\alpha_{i}\right|}, \frac{\alpha_{j}}{\left|\alpha_{j}\right|}\right\rangle \\
& =\sum_{i}\left\langle\frac{\alpha_{i}}{\left|\alpha_{i}\right|}, \frac{\alpha_{i}}{\left|\alpha_{i}\right|}\right\rangle+2 \sum_{i<j}\left\langle\frac{\alpha_{i}}{\left|\alpha_{i}\right|}, \frac{\alpha_{j}}{\left|\alpha_{j}\right|}\right\rangle \\
& =l+\sum_{i<j} \frac{2\left\langle\alpha_{i}, \alpha_{j}\right\rangle}{\left|\alpha_{i}\right|\left|\alpha_{j}\right|} \\
& =l-\sum_{i<j} \sqrt{A_{i j} A_{j i}} .
\end{aligned}
$$

By Proposition 2.74, $\sqrt{A_{i j} A_{j i}}$ is 0 or 1 or $\sqrt{2}$ or $\sqrt{3}$. When nonzero, it is therefore $\geq 1$. Therefore the right side of (2.79) is

$$
\leq l-\sum_{\substack{i<j, \\ \text { connected }}} 1
$$

Hence the number of connected pairs of vertices is $<l$.
(b) If there were a loop, we could use Operation \#1 to remove all vertices except those in a loop. Then (a) would be violated for the loop.
(c) Fix $\alpha=\alpha_{i}$ as in (2.75). Consider the vertices that are connected by edges to the $i^{\text {th }}$ vertex. Write $\beta_{1}, \ldots, \beta_{r}$ for the $\alpha_{j}$ 's associated to these vertices, and let there be $l_{1}, \ldots, l_{r}$ edges to the $i^{\text {th }}$ vertex. Let $U$ be the $(r+1)$-dimensional vector subspace of $\mathbb{R}^{l}$ spanned by $\beta_{1}, \ldots, \beta_{r}, \alpha$. Then $\left\langle\beta_{i}, \beta_{j}\right\rangle=0$ for $i \neq j$ by (b), and hence $\left\{\beta_{k} /\left|\beta_{k}\right|\right\}_{k=1}^{r}$ is an orthonormal set. Adjoin $\delta \in U$ to this set to make an orthonormal basis of $U$. Then $\langle\alpha, \delta\rangle \neq 0$ since $\left\{\beta_{1}, \ldots, \beta_{r}, \alpha\right\}$ is linearly independent. By Parseval's equality,

$$
|\alpha|^{2}=\sum_{k}\left\langle\alpha, \frac{\beta_{k}}{\left|\beta_{k}\right|}\right\rangle^{2}+\langle\alpha, \delta\rangle^{2}>\sum_{k}\left\langle\alpha, \frac{\beta_{k}}{\left|\beta_{k}\right|}\right\rangle^{2}
$$

and hence

$$
1>\sum_{k} \frac{\left\langle\alpha, \beta_{k}\right\rangle^{2}}{|\alpha|^{2}\left|\beta_{k}\right|^{2}}=\frac{1}{4} \sum_{k} l_{k} .
$$

Thus $\sum_{k} l_{k}<4$. This completes the proof.
We turn to Operation \#2, which we have described in terms of abstract Dynkin diagrams. Let us describe the operation in terms of abstract Cartan matrices. We assume that $A_{i j}=A_{j i}=-1$, and we have asserted that the weights attached to the $i^{\text {th }}$ and $j^{\text {th }}$ vertices, say $w_{i}$ and $w_{j}$, are equal. The weights are given by $w_{i}=d_{i}^{2}$ and $w_{j}=d_{j}^{2}$. The symmetry of $D A D^{-1}$ implies that

$$
d_{i} A_{i j} d_{j}^{-1}=d_{j} A_{j i} d_{i}^{-1}
$$

hence that $d_{i}^{2}=d_{j}^{2}$ and $w_{i}=w_{j}$. Thus

$$
\begin{equation*}
A_{i j}=A_{j i}=-1 \quad \text { implies } \quad w_{i}=w_{j} . \tag{2.80}
\end{equation*}
$$

Under the assumption that $A_{i j}=A_{j i}=-1$, Operation $\# 2$ replaces the abstract Cartan matrix $A$ of size $l$ by a square matrix of size $l-1$, collapsing the $i^{\text {th }}$ and $j^{\text {th }}$ indices. The replacement row is the sum of the $i^{\text {th }}$ and $j^{\text {th }}$ rows of $A$ in entries $k \notin\{i, j\}$, and similarly for the replacement column. The 2-by-2 matrix from the $i^{\text {th }}$ and $j^{\text {th }}$ indices is $\left(\begin{array}{cc}2 & -1 \\ -1 & 2\end{array}\right)$ within $A$ and gets replaced by the 1 -by- 1 matrix (2).

Proposition 2.81. Operation \#2 replaces the abstract Cartan matrix $A$ by another abstract Cartan matrix.

Proof. Without loss of generality, let the indices $i$ and $j$ be $l-1$ and $l$. Define $E$ to be the $(l-1)$-by- $l$ matrix

$$
E=\left(\begin{array}{cccccc}
1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 & 0 \\
\vdots & & \ddots & & \vdots & \\
0 & 0 & \cdots & 1 & 0 & 0 \\
0 & 0 & \cdots & 0 & 1 & 1
\end{array}\right)=\left(\begin{array}{ccc}
1_{l-2} & 0 & 0 \\
0 & 1 & 1
\end{array}\right)
$$

The candidate for a new Cartan matrix is $E A E^{t}$, and we are to verify the five axioms in Proposition 2.52. The first four are clear, and we have to check (e). Let $P$ be the positive-definite matrix $P=D A D^{-1}$, and define

$$
D^{\prime}=E D E^{t} \operatorname{diag}\left(1, \ldots, 1, \frac{1}{2}\right)
$$

which is square of size $l-1$. Remembering from (2.80) that the weights $w_{i}$ satisfy $w_{i}=d_{i}^{2}$ and that $w_{l-1}=w_{l}$, we see that $d_{l-1}=d_{l}$. Write $d$ for the common value of $d_{l-1}$ and $d_{l}$. In block form, $D$ is then of the form

$$
D=\left(\begin{array}{ccc}
D_{0} & 0 & 0 \\
0 & d & 0 \\
0 & 0 & d
\end{array}\right)
$$

Therefore $D^{\prime}$ in block form is given by

$$
\begin{aligned}
D^{\prime} & =\left(\begin{array}{ccc}
1_{l-2} & 0 & 0 \\
0 & 1 & 1
\end{array}\right)\left(\begin{array}{ccc}
D_{0} & 0 & 0 \\
0 & d & 0 \\
0 & 0 & d
\end{array}\right)\left(\begin{array}{cc}
1_{l-2} & 0 \\
0 & 1 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1_{l-2} & 0 \\
0 & \frac{1}{2}
\end{array}\right) \\
& =\left(\begin{array}{cc}
D_{0} & 0 \\
0 & d
\end{array}\right) .
\end{aligned}
$$

Meanwhile

$$
\begin{aligned}
E^{t} \operatorname{diag}\left(1, \ldots, 1, \frac{1}{2}\right) E & =\left(\begin{array}{cc}
1_{l-2} & 0 \\
0 & 1 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1_{l-2} & 0 \\
0 & \frac{1}{2}
\end{array}\right)\left(\begin{array}{ccc}
1_{l-2} & 0 & 0 \\
0 & 1 & 1
\end{array}\right) \\
& =\left(\begin{array}{ccc}
1_{l-2} & 0 & 0 \\
0 & \frac{1}{2} & \frac{1}{2} \\
0 & \frac{1}{2} & \frac{1}{2}
\end{array}\right),
\end{aligned}
$$

and it follows that $E^{t} \operatorname{diag}\left(1, \ldots, 1, \frac{1}{2}\right) E$ commutes with $D$. Since

$$
E E^{t} \operatorname{diag}\left(1, \ldots, 1, \frac{1}{2}\right)=1,
$$

we therefore have

$$
D^{\prime} E=E D E^{t} \operatorname{diag}\left(1, \ldots, 1, \frac{1}{2}\right) E=E E^{t} \operatorname{diag}\left(1, \ldots, 1, \frac{1}{2}\right) E D=E D .
$$

The same computation gives also $D^{\prime-1} E=E D^{-1}$, whose transpose is $E^{t} D^{\prime-1}=D^{-1} E^{t}$. Thus

$$
D^{\prime}\left(E A E^{t}\right) D^{\prime-1}=\left(D^{\prime} E\right) A\left(E^{t} D^{\prime-1}\right)=E D A D^{-1} E^{t}=E P E^{t}
$$

and the right side is symmetric and positive semidefinite. To see that it is definite, let $\left\langle E P E^{t} v, v\right\rangle=0$. Then $\left\langle P E^{t} v, E^{t} v\right\rangle=0$. Since $P$ is positive definite, $E^{t} v=0$. But $E^{t}$ is one-one, and therefore $v=0$. We conclude that $E P E^{t}$ is definite.

Now we specialize to irreducible abstract Cartan matrices, which correspond to connected abstract Dynkin diagrams. In five steps, we can obtain the desired classification.

1) No abstract Dynkin diagram contains a configuration

or

or


In fact, otherwise Operation \#2 would allow us to collapse all the single-line part in the center to a single vertex, in violation of Proposition 2.78c.
2) The following are the only possibilities left for a connected abstract Dynkin diagram:

2a) There is a triple line. By Proposition 2.78 c the only possibility is
$\left(G_{2}\right)$


2b) There is a double line, but there is no triple line. Then Step 1 shows that the diagram is


2c) There are only single lines. Call

a triple point. If there is no triple point, then the absence of loops implies that the diagram is
(A)


If there is a triple point, then there is only one, by Step 1, and the diagram is

3) The following are the possibilities for weights:

3a) If the $i^{\text {th }}$ and $j^{\text {th }}$ vertices are connected by a single line, then $A_{i j}=$ $A_{j i}=-1$. By $(2.80)$ the weights satisfy $w_{i}=w_{j}$. Thus in the cases ( $A$ ) and $(D, E)$ of Step 2, all the weights are equal, and we may take them to be 1. In this situation we shall omit the weights from the diagram.

3b) In the case ( $B, C, F$ ) of Step 2, let $\alpha=\alpha_{p}$ and $\beta=\beta_{q}$. Also let us use $\alpha$ and $\beta$ to denote the corresponding vertices. Possibly reversing the roles of $\alpha$ and $\beta$, we may assume that $A_{\alpha \beta}=-2$ and $A_{\beta \alpha}=-1$. Then

$$
\left(\begin{array}{cc}
|\alpha| & 0 \\
0 & |\beta|
\end{array}\right)\left(\begin{array}{rr}
2 & -2 \\
-1 & 2
\end{array}\right)\left(\begin{array}{cc}
|\alpha|^{-1} & 0 \\
0 & |\beta|^{-1}
\end{array}\right)
$$

is symmetric, so that $-2|\alpha||\beta|^{-1}=-1|\beta||\alpha|^{-1}$ and $|\beta|^{2}=2|\alpha|^{2}$. Apart from a proportionality constant, we obtain the diagram


3c) In the case ( $G_{2}$ ) of Step 2, similar reasoning leads us to the diagram

4) In case ( $B, C, F$ ) of Step 2, the only possibilities are
(B)

(C)

( $F_{4}$ )


Let us prove this assertion. In the notation of Step 3b, it is enough to show that

$$
\begin{equation*}
(p-1)(q-1)<2 . \tag{2.82}
\end{equation*}
$$

This inequality will follow by applying the Schwarz inequality to

$$
\alpha=\sum_{i=1}^{p} i \alpha_{i} \quad \text { and } \quad \beta=\sum_{j=1}^{q} j \beta_{j} .
$$

Since $\left|\alpha_{1}\right|^{2}=\cdots=\left|\alpha_{p}\right|^{2}$, we have

$$
-1=A_{\alpha_{i}, \alpha_{i+1}}=\frac{2\left\langle\alpha_{i}, \alpha_{i+1}\right\rangle}{\left|\alpha_{i}\right|^{2}}=\frac{2\left\langle\alpha_{i}, \alpha_{i+1}\right\rangle}{\left|\alpha_{p}\right|^{2}}
$$

Thus

Similarly

$$
2\left\langle\alpha_{i}, \alpha_{i+1}\right\rangle=-\left|\alpha_{p}\right|^{2} .
$$

Also

$$
2\left\langle\beta_{j}, \beta_{j+1}\right\rangle=-\left|\beta_{q}\right|^{2} .
$$

$$
2=A_{\alpha_{p}, \beta_{q}} A_{\beta_{q}, \alpha_{p}}=\frac{4\left\langle\alpha_{p}, \beta_{q}\right\rangle^{2}}{\left|\alpha_{p}\right|^{2}\left|\beta_{q}\right|^{2}}
$$

and hence

$$
\left\langle\alpha_{p}, \beta_{q}\right\rangle^{2}=\frac{1}{2}\left|\alpha_{p}\right|^{2}\left|\beta_{q}\right|^{2} .
$$

Then

$$
\langle\alpha, \beta\rangle=\sum_{i, j}\left\langle i \alpha_{i}, j \beta_{j}\right\rangle=p q\left\langle\alpha_{p}, \beta_{q}\right\rangle,
$$

while

$$
\begin{aligned}
|\alpha|^{2} & =\sum_{i, j}\left\langle i \alpha_{i}, j \alpha_{j}\right\rangle=\sum_{i=1}^{p} i^{2}\left\langle\alpha_{i}, \alpha_{i}\right\rangle+2 \sum_{i=1}^{p-1} i(i+1)\left\langle\alpha_{i}, \alpha_{i+1}\right\rangle \\
& =\left|\alpha_{p}\right|^{2}\left(\sum_{i=1}^{p} i^{2}-\sum_{i=1}^{p-1} i(i+1)\right)=\left|\alpha_{p}\right|^{2}\left(p^{2}-\sum_{i=1}^{p-1} i\right) \\
& =\left|\alpha_{p}\right|^{2}\left(p^{2}-\frac{1}{2}(p-1) p\right)=\left|\alpha_{p}\right|^{2}\left(\frac{1}{2} p(p+1)\right) .
\end{aligned}
$$

Similarly

$$
|\beta|^{2}=\left|\beta_{q}\right|^{2}\left(\frac{1}{2} q(q+1)\right)
$$

Since $\alpha$ and $\beta$ are nonproportional, the Schwarz inequality gives $\langle\alpha, \beta\rangle^{2}<$ $|\alpha|^{2}|\beta|^{2}$. Thus

$$
\frac{1}{2} p^{2} q^{2}\left|\alpha_{p}\right|^{2}\left|\beta_{q}\right|^{2}=p^{2} q^{2}\left\langle\alpha_{p}, \beta_{q}\right\rangle^{2}<\left|\alpha_{p}\right|^{2}\left|\beta_{q}\right|^{2}\left(\frac{1}{4} p(p+1) q(q+1)\right) .
$$

Hence $2 p q<(p+1)(q+1)$ and $p q<p+q+1$, and (2.82) follows.
5) In case ( $D, E$ ) of Step 2 , we may take $p \geq q \geq r$, and then the only possibilities are

$$
\begin{equation*}
r=2, q=2, p \text { arbitrary } \geq 2 \tag{D}
\end{equation*}
$$

(E)

$$
r=2, q=3, p=3 \text { or } 4 \text { or } 5 .
$$

Let us prove this assertion. In the notation of Step 2c, it is enough to show that

$$
\begin{equation*}
\frac{1}{p}+\frac{1}{q}+\frac{1}{r}>1 \tag{2.83}
\end{equation*}
$$

This inequality will follow by applying Parseval's equality to

$$
\alpha=\sum_{i=1}^{p-1} i \alpha_{i}, \quad \beta=\sum_{j=1}^{q-1} j \beta_{j}, \quad \gamma=\sum_{k=1}^{r-1} k \gamma_{k}, \quad \text { and } \quad \delta .
$$

As in Step 4 (but with $p$ replaced by $p-1$ ), we have

$$
2\left\langle\alpha_{i}, \alpha_{i+1}\right\rangle=-|\delta|^{2} \quad \text { and } \quad|\alpha|^{2}=|\delta|^{2}\left(\frac{1}{2} p(p-1)\right),
$$

and similarly for $\beta$ and $\gamma$. Also

$$
\langle\alpha, \delta\rangle=\left\langle(p-1) \alpha_{p-1}, \delta\right\rangle=(p-1)\left(-\frac{1}{2}|\delta|^{2}\right)=-\frac{1}{2}(p-1)|\delta|^{2}
$$

and similarly for $\beta$ and $\gamma$. The span $U$ of $\{\alpha, \beta, \gamma, \delta\}$ is 4 -dimensional since these four vectors are linear combinations of disjoint subsets of members of a basis. Within this span the set

$$
\left\{\frac{\alpha}{|\alpha|}, \frac{\beta}{|\beta|}, \frac{\gamma}{|\gamma|}\right\}
$$

is orthonormal. Adjoin $\varepsilon$ to this set to obtain an orthonormal basis of $U$. Since $\delta$ is independent of $\{\alpha, \beta, \gamma\}$, we have $\langle\delta, \varepsilon\rangle \neq 0$. By the Bessel inequality

$$
|\delta|^{2} \geq\left\langle\delta, \frac{\alpha}{|\alpha|}\right\rangle^{2}+\left\langle\delta, \frac{\beta}{|\beta|}\right\rangle^{2}+\left\langle\delta, \frac{\gamma}{|\gamma|}\right\rangle^{2}+\langle\delta, \varepsilon\rangle^{2},
$$

with the last term $>0$. Thus

$$
\begin{aligned}
1 & >\left(\frac{\langle\alpha, \delta\rangle}{|\alpha||\delta|}\right)^{2}+\left(\frac{\langle\beta, \delta\rangle}{|\beta||\delta|}\right)^{2}+\left(\frac{\langle\gamma, \delta\rangle}{|\gamma \||\delta|}\right)^{2} \\
& =\left(\frac{p-1}{2}\right)^{2} \frac{1}{\frac{1}{2} p(p-1)}+\left(\frac{q-1}{2}\right)^{2} \frac{1}{\frac{1}{2} q(q-1)}+\left(\frac{r-1}{2}\right)^{2} \frac{1}{\frac{1}{2} r(r-1)} \\
& =\frac{1}{2} \frac{p-1}{p}+\frac{1}{2} \frac{q-1}{q}+\frac{1}{2} \frac{r-1}{r} .
\end{aligned}
$$

Thus $2>3-\left(\frac{1}{p}+\frac{1}{q}+\frac{1}{r}\right)$, and (2.83) follows.

Theorem 2.84 (classification). Up to isomorphism the connected abstract Dynkin diagrams are exactly those in Figure 2.4, specifically $A_{n}$ for $n \geq 1, B_{n}$ for $n \geq 2, C_{n}$ for $n \geq 3, D_{n}$ for $n \geq 4, E_{6}, E_{7}, E_{8}, F_{4}$, and $G_{2}$.

Remarks.

1) The subscripts refer to the numbers of vertices in the various diagrams.
2) The names $A_{n}, B_{n}, C_{n}, D_{n}$, and $G_{2}$ are names of root systems, and Corollary 2.65 shows that the associated Dynkin diagrams are independent of the ordering. As yet, the names $E_{6}, E_{7}, E_{8}$, and $F_{4}$ are attached only to abstract Dynkin diagrams. At the end of this section, we show that these diagrams come from root systems, and then we may use these names unambiguously for the root systems.

Proof. We have seen that any connected abstract Dynkin diagram has to be one of the ones in this list, up to isomorphism. Also we know that $A_{n}, B_{n}, C_{n}, D_{n}$, and $G_{2}$ come from abstract reduced root systems and are therefore legitimate Dynkin diagrams. To check that $E_{6} E_{7}, E_{8}$, and $F_{4}$ are legitimate Dynkin diagrams, we write down the candidates for abstract Cartan matrices and observe the first four defining properties of an abstract Cartan matrix by inspection. For property (e) we exhibit vectors $\left\{\alpha_{i}\right\}$ for each case such that the matrix in question has entries $A_{i j}=\frac{2\left\langle\alpha_{i}, \alpha_{j}\right\rangle}{\left|\alpha_{i}\right|^{2}}$, and then property (e) follows.

For $F_{4}$, the matrix is

$$
\left(\begin{array}{rrrr}
2 & -1 & 0 & 0  \tag{2.85a}\\
-1 & 2 & -2 & 0 \\
0 & -1 & 2 & -1 \\
0 & 0 & -1 & 2
\end{array}\right),
$$

and the vectors are the following members of $\mathbb{R}^{4}$ :

$$
\begin{align*}
& \alpha_{1}=\frac{1}{2}\left(e_{1}-e_{2}-e_{3}-e_{4}\right) \\
& \alpha_{2}=e_{4} \\
& \alpha_{3}=e_{3}-e_{4}  \tag{2.85b}\\
& \alpha_{4}=e_{2}-e_{3} .
\end{align*}
$$

For reference we note that these vectors are attached to the vertices of the Dynkin diagram as follows:


For $E_{8}$, the matrix is
(2.86a) $\quad\left(\begin{array}{rrrrrrrr}2 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 2 & 0 & -1 & 0 & 0 & 0 & 0 \\ -1 & 0 & 2 & -1 & 0 & 0 & 0 & 0 \\ 0 & -1 & -1 & 2 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 2 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & 2 & -1 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 & 2 & -1 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1 & 2\end{array}\right)$,
and the vectors are the following members of $\mathbb{R}^{8}$ :
(2.86b)

$$
\begin{aligned}
& \alpha_{1}=\frac{1}{2}\left(e_{8}-e_{7}-e_{6}-e_{5}-e_{4}-e_{3}-e_{2}+e_{1}\right) \\
& \alpha_{2}=e_{2}+e_{1} \\
& \alpha_{3}=e_{2}-e_{1} \\
& \alpha_{4}=e_{3}-e_{2} \\
& \alpha_{5}=e_{4}-e_{3} \\
& \alpha_{6}=e_{5}-e_{4} \\
& \alpha_{7}=e_{6}-e_{5} \\
& \alpha_{8}=e_{7}-e_{6} .
\end{aligned}
$$

For reference we note that these vectors are attached to the vertices of the Dynkin diagram as follows:
(2.86c)


For $E_{7}$ or $E_{6}$, the matrix is the first 7 or 6 rows and columns of (2.86a), and the vectors are the first 7 or 6 of the vectors (2.86b).

This completes the classification of abstract Cartan matrices. The corresponding Dynkin diagrams are tabulated in Figure 2.4.


Figure 2.4. Classification of Dynkin diagrams

Actually we can see without difficulty that $E_{6}, E_{7}, E_{8}$, and $F_{4}$ are not just abstract Cartan matrices but actually come from abstract reduced root systems. As we remarked in connection with Theorem 2.84, we can then use the same names for the abstract root systems as for the Cartan matrices. The fact that $E_{6}, E_{7}, E_{8}$, and $F_{4}$ come from abstract reduced root systems enables us to complete our examination of the second step of the passage (2.58) from complex semisimple Lie algebras to abstract Cartan matrices.

Proposition 2.87. The second step in the passage (2.58) is onto. That is, every abstract Cartan matrix comes from a reduced root system.

Proof. In the case of $F_{4}$, we take $V=\mathbb{R}^{4}$, and we let

$$
\Delta=\left\{\begin{array}{l} 
\pm e_{i}  \tag{2.88}\\
\pm e_{i} \pm e_{j} \\
\frac{1}{2}\left( \pm e_{1} \pm e_{2} \pm e_{3} \pm e_{4}\right)
\end{array} \quad \text { for } i \neq j\right.
$$

with all possible signs allowed. We have to check the axioms for an abstract root system. Certainly the roots span $\mathbb{R}^{4}$, and it is a simple matter to check that $2\langle\beta, \alpha\rangle /|\alpha|^{2}$ is always an integer. The problem is to check that the root reflections carry roots to roots. The case that needs attention is $s_{\alpha} \beta$ with $\alpha$ of the third kind. If $\beta$ is of the first kind, then $s_{\alpha} \beta= \pm s_{\beta} \alpha$, and there is no difficulty. If $\beta$ is of the second kind, there is no loss of generality in assuming that $\beta=e_{1}+e_{2}$. Then $s_{\alpha} \beta=\beta$ unless the coefficients of $e_{1}$ and $e_{2}$ in $\alpha$ are equal. In this case $s_{\alpha} \beta$ gives plus or minus the $e_{3}, e_{4}$ part of $\beta$, but without the factor of $\frac{1}{2}$.

Now suppose that $\alpha$ and $\beta$ are both of the third kind. We need to consider $s_{\alpha} \beta$ when one or three of the signs in $\alpha$ and $\beta$ match. In either case there is one exceptional sign, say as coefficient of $e_{i}$. Then $s_{\alpha} \beta= \pm e_{i}$, and hence the root reflections carry $\Delta$ to itself.

Therefore $\Delta$ is an abstract reduced root system. The vectors $\alpha_{i}$ in (2.85b) are the simple roots relative to the lexicographic ordering obtained from the ordered basis $e_{1}, e_{2}, e_{3}, e_{4}$, and then (2.85a) is the Cartan matrix.

In the case of $E_{8}$, we take $V=\mathbb{R}^{8}$, and we let

$$
\Delta= \begin{cases} \pm e_{i} \pm e_{j} & \text { for } i \neq j  \tag{2.89}\\ \frac{1}{2} \sum_{i=1}^{8}(-1)^{n(i)} e_{i} & \text { with } \sum_{i=1}^{8}(-1)^{n(i)} \text { even. }\end{cases}
$$

For the first kind of root, all possible signs are allowed. Again we have to check the axioms for an abstract root system, and again the problem is to check that the root reflections carry roots to roots. This time all
roots have the same length. Thus when $\alpha$ and $\beta$ are nonorthogonal and nonproportional, we have $s_{\alpha} \beta= \pm s_{\beta} \alpha$. Hence matters come down to checking the case that $\alpha$ and $\beta$ are both of the second kind.

In this case we need to consider $s_{\alpha} \beta$ when two or six of the signs in $\alpha$ and $\beta$ match. In either case there are two exceptional signs, say as coefficients of $e_{i}$ and $e_{j}$. We readily check that $s_{\alpha} \beta= \pm e_{i} \pm e_{j}$ for a suitable choice of signs, and hence the root reflections carry $\Delta$ to itself.

Therefore $\Delta$ is an abstract reduced root system. The vectors $\alpha_{i}$ in (2.86b) are the simple roots relative to the lexicographic ordering obtained from the ordered basis $e_{8}, e_{7}, e_{6}, e_{5}, e_{4}, e_{3}, e_{2}, e_{1}$, and then (2.86a) is the Cartan matrix.

In the case of $E_{7}$, we take $V$ to be the subspace of the space for $E_{8}$ orthogonal to $e_{8}+e_{7}$, and we let $\Delta$ be the set of roots for $E_{8}$ that are in this space. Since $E_{8}$ is a root system, it follows that $E_{7}$ is a root system. All the $\alpha_{i}$ for $E_{8}$ except $\alpha_{8}$ are roots for $E_{7}$, and they must remain simple. Since there are 7 such roots, we see that $\alpha_{1}, \ldots, \alpha_{7}$ must be all of the simple roots. The associated Cartan matrix is then the part of (2.86a) that excludes $\alpha_{8}$.

In the case of $E_{6}$, we take $V$ to be the subspace of the space for $E_{8}$ orthogonal to $e_{8}+e_{7}$ and $e_{8}+e_{6}$, and we let $\Delta$ be the set of roots for $E_{8}$ that are in this space. Since $E_{8}$ is a root system, it follows that $E_{6}$ is a root system. All the $\alpha_{i}$ for $E_{8}$ except $\alpha_{7}$ and $\alpha_{8}$ are roots for $E_{6}$, and they must remain simple. Since there are 6 such roots, we see that $\alpha_{1}, \ldots, \alpha_{6}$ must be all of the simple roots. The associated Cartan matrix is then the part of (2.86a) that excludes $\alpha_{7}$ and $\alpha_{8}$.

## 8. Classification of Nonreduced Abstract Root Systems

In this section we digress from considering the two-step passage (2.58) from complex semisimple Lie algebras to abstract Cartan matrices. Our topic will be nonreduced abstract root systems. Abstract root systems that are not necessarily reduced arise in the structure theory of real semisimple Lie algebras, as presented in Chapter VI; the root systems in question are the systems of "restricted roots" of the Lie algebra. In order not to attach special significance later to those real semisimple Lie algebras whose systems of restricted roots turn out to be reduced, we shall give a classification now of nonreduced abstract root systems. There is no loss of generality in assuming that such a system is irreducible.

An example arises by forming the union of the root systems $B_{n}$ and $C_{n}$
given in (2.43). The union is called $(B C)_{n}$ and is given as follows:
$(B C)_{n} \quad V=\left\{\sum_{i=1}^{n} a_{i} e_{i}\right\} \quad \Delta=\left\{ \pm e_{i} \pm e_{j} \mid i \neq j\right\} \cup\left\{ \pm e_{i}\right\} \cup\left\{ \pm 2 e_{i}\right\}$.
A diagram of all of the roots of $(B C)_{2}$ appears in Figure 2.2.
In contrast with Proposition 2.66, the simple roots of an abstract root system that is not necessarily reduced do not determine the root system. For example, if $B_{n}$ and $(B C)_{n}$ are taken to have the sets of positive roots as in (2.50), then they have the same sets of simple roots. Thus it is not helpful to associate an unadorned abstract Cartan matrix and Dynkin diagram to such a system. But we can associate the slightly more complicated diagram in Figure 2.5 to $(B C)_{n}$, and it conveys useful unambiguous information.


Figure 2.5. Substitute Dynkin diagram for $(B C)_{n}$

Now let $\Delta$ be any abstract root system in an inner product space $V$. Recall that if $\alpha$ is a root and $\frac{1}{2} \alpha$ is not a root, we say that $\alpha$ is reduced.

Lemma 2.91. The reduced roots $\alpha \in \Delta$ form a reduced abstract root system $\Delta_{s}$ in $V$. The roots $\alpha \in \Delta$ such that $2 \alpha \notin \Delta$ form a reduced abstract root system $\Delta_{l}$ in $V$. The Weyl groups of $\Delta, \Delta_{s}$, and $\Delta_{l}$ coincide.

Proof. It follows immediately from the definitions that $\Delta_{s}$ and $\Delta_{l}$ are abstract root systems. Also it is clear that $\Delta_{s}$ and $\Delta_{l}$ are reduced. The reflections for $\Delta, \Delta_{s}$, and $\Delta_{l}$ coincide, and hence the Weyl groups coincide.

Proposition 2.92. Up to isomorphism the only irreducible abstract root systems $\Delta$ that are not reduced are of the form $(B C)_{n}$ for $n \geq 1$.

Proof. We impose a lexicographic ordering, thereby fixing a system of simple roots. Also we form $\Delta_{s}$ as in Lemma 2.91. Since $\Delta$ is not reduced, there exists a root $\alpha$ such that $2 \alpha$ is a root. By Proposition 2.62, $\alpha$ is conjugate via the Weyl group to a simple root. Thus there exists a simple root $\beta$ such that $2 \beta$ is a root. Evidently $\beta$ is simple in $\Delta_{s}$, and $\Delta_{s}$
is irreducible. Let $\gamma \neq \beta$ be any simple root of $\Delta_{s}$ such that $\langle\beta, \gamma\rangle \neq 0$. Then

$$
\frac{2\langle\gamma, \beta\rangle}{|\beta|^{2}} \quad \text { and } \quad \frac{2\langle\gamma, 2 \beta\rangle}{|2 \beta|^{2}}=\frac{1}{2} \frac{2\langle\gamma, \beta\rangle}{|\beta|^{2}}
$$

are negative integers, and it follows that $2\langle\gamma, \beta\rangle /|\beta|^{2}=-2$. Referring to the classification in Theorem 2.84, we see that $\Delta_{s}$ is of type $B_{n}$, with $\beta$ as the unique short simple root. Any Weyl group conjugate $\beta^{\prime}$ of $\beta$ has $2 \beta^{\prime}$ in $\Delta$, and the roots $\beta^{\prime}$ with $2 \beta^{\prime}$ in $\Delta$ are exactly those with $\left|\beta^{\prime}\right|=|\beta|$. The result follows.

## 9. Serre Relations

We return to our investigation of the two-step passage (2.58), first from complex semisimple Lie algebras to reduced abstract root systems and then from reduced abstract root systems to abstract Cartan matrices. We have completed our investigation of the second step, showing that that step is independent of the choice of ordering up to isomorphism, is one-one up to isomorphism, and is onto. Moreover, we have classified the abstract Cartan matrices.

For the remainder of this chapter we concentrate on the first step. Theorem 2.15 enabled us to see that the passage from complex semisimple Lie algebras to reduced abstract root systems is well defined up to isomorphism, and we now want to see that it is one-one and onto, up to isomorphism. First we show that it is one-one. Specifically we shall show that an isomorphism between the root systems of two complex semisimple Lie algebras lifts to an isomorphism between the Lie algebras themselves. More than one such isomorphism of Lie algebras exists, and we shall impose additional conditions so that the isomorphism exists and is unique. The result, known as the Isomorphism Theorem, will be the main result of the next section and will be the cornerstone of our development of structure theory for real semisimple Lie algebras and Lie groups in Chapter VI. The technique will be to use generators and relations, realizing any complex semisimple Lie algebra as the quotient of a "free Lie algebra" by an ideal generated by some "relations."

Thus let $\mathfrak{g}$ be a complex semisimple Lie algebra, fix a Cartan subalgebra $\mathfrak{h}$, let $\Delta$ be the set of roots, let $B$ be a nondegenerate symmetric invariant bilinear form on $\mathfrak{g}$ that is positive definite on the real form of $\mathfrak{h}$ where the roots are real, let $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ be a simple system, and let $A=$
$\left(A_{i j}\right)_{i, j=1}^{l}$ be the Cartan matrix. For $1 \leq i \leq l$, let

$$
\begin{align*}
h_{i} & =\frac{2}{\left|\alpha_{i}\right|^{2}} H_{\alpha_{i}} \\
e_{i} & =\text { nonzero root vector for } \alpha_{i}  \tag{2.93}\\
f_{i} & =\text { nonzero root vector for }-\alpha_{i} \text { with } B\left(e_{i}, f_{i}\right)=2 /\left|\alpha_{i}\right|^{2} .
\end{align*}
$$

Proposition 2.94. The set $X=\left\{h_{i}, e_{i}, f_{i}\right\}_{i=1}^{l}$ generates $\mathfrak{g}$ as a Lie algebra.

REMARK. We call $X$ a set of standard generators of $\mathfrak{g}$ relative to $\mathfrak{h}, \Delta$, $B, \Pi$, and $A=\left(A_{i j}\right)_{i, j=1}^{l}$.

Proof. The linear span of the $h_{i}$ 's is all of $\mathfrak{h}$ since the $\alpha_{i}$ form a basis of $\mathfrak{h}^{*}$. Let $\alpha$ be a positive root, and let $e_{\alpha}$ be a nonzero root vector. If $\alpha=\sum_{i} n_{i} \alpha_{i}$, we show by induction on the level $\sum_{i} n_{i}$ that $e_{\alpha}$ is a multiple of an iterated bracket of the $e_{i}$ 's. If the level is 1 , then $\alpha=\alpha_{j}$ for some $j$, and $e_{\alpha}$ is a multiple of $e_{j}$. Assume the result for level $<n$ and let the level of $\alpha$ be $n>1$. Since

$$
0<|\alpha|^{2}=\sum_{i} n_{i}\left\langle\alpha, \alpha_{i}\right\rangle,
$$

we must have $\left\langle\alpha, \alpha_{j}\right\rangle>0$ for some $j$. By Proposition 2.48e, $\beta=\alpha-\alpha_{j}$ is a root, and Proposition 2.49 shows that $\beta$ is positive. If $e_{\beta}$ is a nonzero root vector for $\beta$, then the induction hypothesis shows that $e_{\beta}$ is a multiple of an iterated bracket of the $e_{i}$ 's. Corollary 2.35 shows that $e_{\alpha}$ is a multiple of $\left[e_{\beta}, e_{j}\right]$, and the induction is complete.

Thus all the root spaces for positive roots are in the Lie subalgebra of $\mathfrak{g}$ generated by $X$. A similar argument with negative roots, using the $f_{i}$ 's, shows that the root spaces for the negative roots are in this Lie subalgebra, too. Therefore $X$ generates all of $\mathfrak{g}$.

Proposition 2.95. The set $X=\left\{h_{i}, e_{i}, f_{i}\right\}_{i=1}^{l}$ satisfies the following properties within $\mathfrak{g}$ :
(a) $\left[h_{i}, h_{j}\right]=0$,
(b) $\left[e_{i}, f_{j}\right]=\delta_{i j} h_{i}$,
(c) $\left[h_{i}, e_{j}\right]=A_{i j} e_{j}$,
(d) $\left[h_{i}, f_{j}\right]=-A_{i j} f_{j}$,
(e) $\left(\operatorname{ad} e_{i}\right)^{-A_{i j}+1} e_{j}=0$ when $i \neq j$,
(f) $\left(\operatorname{ad} f_{i}\right)^{-A_{i j}+1} f_{j}=0$ when $i \neq j$.

Remark. Relations (a) through (f) are called the Serre relations for $\mathfrak{g}$. We shall refer to them by letter.

Proof.
(a) The subalgebra $\mathfrak{h}$ is abelian.
(b) For $i=j$, we use Lemma 2.18a. When $i \neq j, \alpha_{i}-\alpha_{j}$ cannot be a root, by Proposition 2.49.
(c, d) We observe that $\left[h_{i}, e_{j}\right]=\alpha_{j}\left(h_{i}\right) e_{j}=\frac{2}{\left|\alpha_{i}\right|^{2}} \alpha_{j}\left(H_{\alpha_{i}}\right) e_{j}=A_{i j} e_{j}$, and we argue similarly for $\left[h_{i}, f_{j}\right]$.
(e, f) When $i \neq j$, the $\alpha_{i}$ string containing $\alpha_{j}$ is

$$
\alpha_{j}, \alpha_{j}+\alpha_{i}, \ldots, \alpha_{j}+q \alpha_{i} \quad \text { since } \alpha_{j}-\alpha_{i} \notin \Delta .
$$

Thus $p=0$ for the root string, and

$$
-q=p-q=\frac{2\left\langle\alpha_{j}, \alpha_{i}\right\rangle}{\left|\alpha_{i}\right|^{2}}=A_{i j} .
$$

Hence $1-A_{i j}=q+1$, and $\alpha_{j}+\left(1-A_{i j}\right) \alpha_{i}$ is not a root. Then (e) follows, and (f) is proved similarly.

Now we look at (infinite-dimensional) complex Lie algebras with no relations. A free Lie algebra on a set $X$ is a pair $(\mathfrak{F}, \iota)$ consisting of a Lie algebra $\mathfrak{F}$ and a function $\iota: X \rightarrow \mathfrak{F}$ with the following universal mapping property: Whenever $\mathfrak{l}$ is a complex Lie algebra and $\varphi: X \rightarrow \mathfrak{l}$ is a function, then there exists a unique Lie algebra homomorphism $\widetilde{\varphi}$ such that the diagram

commutes.
Proposition 2.96. If $X$ is a nonempty set, then there exists a free Lie algebra $\mathfrak{F}$ on $X$, and the image of $X$ in $\mathfrak{F}$ generates $\mathfrak{F}$. Any two free Lie algebras on $X$ are canonically isomorphic.

Remark. The proof is elementary but uses the Poincaré-Birkhoff-Witt Theorem, which will be not be proved until Chapter III. We therefore postpone the proof of Proposition 2.96 until that time.

Now we can express our Lie algebra in terms of generators and relations. With $\mathfrak{g}, \mathfrak{h}, \Delta, B, \Pi$, and $A=\left(A_{i j}\right)_{i, j=1}^{l}$ as before, let $\mathfrak{F}$ be the free Lie algebra on the set $X=\left\{h_{i}, e_{i}, f_{i}\right\}_{i=1}^{l}$, and let $\mathfrak{R}$ be the ideal in $\mathfrak{F}$ generated by the Serre relations (a) through (f), i.e., generated by the differences of the left sides and right sides of all equalities (a) through (f) in Proposition 2.95. We set up the diagram

and obtain a Lie algebra homomorphism of $\mathfrak{F}$ into $\mathfrak{g}$. This homomorphism carries $\mathfrak{R}$ to 0 as a consequence of Proposition 2.95 , and therefore it descends to a Lie algebra homomorphism

$$
\mathfrak{F} / \mathfrak{R} \longrightarrow \mathfrak{g}
$$

that is onto $\mathfrak{g}$ by Proposition 2.94 and is one-one on the linear span of $X=\left\{h_{i}, e_{i}, f_{i}\right\}_{i=1}^{l}$. We call this map the canonical homomorphism of $\mathfrak{F} / \mathfrak{R}$ onto $\mathfrak{g}$ relative to $\left\{h_{i}, e_{i}, f_{i}\right\}_{i=1}^{l}$.

Theorem 2.98 (Serre). Let $\mathfrak{g}$ be a complex semisimple Lie algebra, and let $X=\left\{h_{i}, e_{i}, f_{i}\right\}_{i=1}^{l}$ be a set of standard generators. Let $\mathfrak{F}$ be the free Lie algebra on $3 l$ generators $h_{i}, e_{i}, f_{i}$ with $1 \leq i \leq l$, and let $\mathfrak{R}$ be the ideal generated in $\mathfrak{F}$ by the Serre relations (a) through (f). Then the canonical homomorphism of $\mathfrak{F} / \mathfrak{R}$ onto $\mathfrak{g}$ is an isomorphism.

REmark. The proof will be preceded by two lemmas that will play a role both here and in §11.

Lemma 2.99. Let $A=A=\left(A_{i j}\right)_{i, j=1}^{l}$ be an abstract Cartan matrix, let $\underset{\mathfrak{F}}{\mathfrak{F}}$ be the free Lie algebra on $3 l$ generators $h_{i}, e_{i}, f_{i}$ with $1 \leq i \leq l$, and let $\mathfrak{R}$ be the ideal generated in $\mathfrak{F}$ by the Serre relations (a) through (d). Define $\widetilde{\mathfrak{g}}=\mathfrak{F} / \widetilde{R}$, and write $h_{i}, e_{i}, f_{i}$ also for the images of the generators in $\tilde{\mathfrak{g}}$. In $\widetilde{\mathfrak{g}}$, put
$\widetilde{\mathfrak{h}}=\operatorname{span}\left\{h_{i}\right\}, \quad$ an abelian Lie subalgebra
$\widetilde{\mathfrak{e}}=$ Lie subalgebra generated by all $e_{i}$
$\tilde{\mathfrak{f}}=$ Lie subalgebra generated by all $f_{i}$.

Then

$$
\tilde{\mathfrak{g}}=\tilde{\mathfrak{h}} \oplus \tilde{\mathfrak{e}} \oplus \tilde{\mathfrak{f}}
$$

Proof. Proposition 2.96 shows that $X$ generates $\mathfrak{F}$, and consequently the image of $X$ in $\tilde{\mathfrak{g}}$ generates $\widetilde{\mathfrak{g}}$. Therefore $\tilde{\mathfrak{g}}$ is spanned by iterated brackets of elements from $X$. In $\mathfrak{g}$, each generator from $X$ is an eigenvector under $\operatorname{ad} h_{i}$, by Serre relations (a), (c), and (d). Hence so is any iterated bracket, the eigenvalue for an iterated bracket being the sum of the eigenvalues from the factors.

To see that

$$
\begin{equation*}
\tilde{\mathfrak{g}}=\tilde{\mathfrak{h}}+\tilde{\mathfrak{e}}+\tilde{\mathfrak{f}}, \tag{2.100}
\end{equation*}
$$

we observe that $X$ is contained in the right side of (2.100). Thus it is enough to see that the right side is invariant under the operation ad $x$ for each $x \in X$. $\underset{\sim}{\text { Each }} \mathfrak{\sim} \widetilde{\mathfrak{h}}, \widetilde{\mathfrak{e}}, \tilde{f}$ is invariant under ad $h_{i}$, from the previous paragraph. Also $\widetilde{\mathfrak{h}}+\widetilde{\mathfrak{e}}$ is invariant under ad $e_{i}$. We prove that (ad $\left.f_{i}\right) \widetilde{\mathfrak{e}} \subseteq \widetilde{\mathfrak{h}}+\widetilde{\mathfrak{e}}$. We do so by treating the iterated brackets that span $\widetilde{\mathfrak{e}}$, proceeding inductively on the number of factors. When we have one factor, Serre relation (b) gives us

$$
\left(\operatorname{ad} f_{i}\right) e_{j}=-\delta_{i j} h_{i} \in \tilde{\mathfrak{h}}+\widetilde{\mathfrak{e}} .
$$

When we have more than one factor, let the iterated bracket from $\widetilde{\mathfrak{e}}$ be $[x, y]$ with $n$ factors, where $x$ and $y$ have $<n$ factors. Then $\left(\operatorname{ad} f_{i}\right) x$ and $\left(\operatorname{ad} f_{i}\right) y$ are in $\tilde{\mathfrak{h}}+\widetilde{\mathfrak{e}}$ by inductive hypothesis, and hence
$\left(\operatorname{ad} f_{i}\right)[x, y]=\left[\left(\operatorname{ad} f_{i}\right) x, y\right]+\left[x,\left(\operatorname{ad} f_{i}\right) y\right] \in[\tilde{\mathfrak{h}}+\widetilde{\mathfrak{e}}, \tilde{\mathfrak{e}}]+[\widetilde{\mathfrak{e}}, \tilde{\mathfrak{h}}+\widetilde{\mathfrak{e}}] \subseteq \widetilde{\mathfrak{e}}$.
Therefore $(\operatorname{ad} x) \widetilde{\mathfrak{e}} \subseteq \tilde{\mathfrak{h}}+\widetilde{\mathfrak{e}}+\tilde{\mathfrak{f}}$ for each $x \in X$. Similarly $(\operatorname{ad} x) \tilde{\mathfrak{f}} \subseteq \tilde{\mathfrak{h}}+\widetilde{\mathfrak{e}}+\tilde{\mathfrak{f}}$ for each $x \in X$, and we obtain (2.100).

Now let us prove that the sum (2.100) is direct. As we have seen, each term on the right side of (2.100) is spanned by simultaneous eigenvectors for ad $\tilde{\mathfrak{h}}$. Let us be more specific. As a result of Serre relation (c), an iterated bracket in $\widetilde{\mathfrak{e}}$ involving $e_{j_{1}}, \ldots, e_{j_{k}}$ has eigenvalue under ad $h_{i}$ given by

$$
A_{i j_{1}}+\cdots+A_{i j_{k}}=\sum_{j=1}^{l} m_{j} A_{i j} \quad \text { with } m_{j} \geq 0 \text { an integer. }
$$

If an eigenvalue for $\widetilde{\mathfrak{e}}$ coincides for all $i$ with an eigenvalue for $\tilde{\mathfrak{h}}+\tilde{\mathfrak{f}}$, we obtain an equation $\sum_{j=1}^{l} m_{j} A_{i j}=-\sum_{j=1}^{l} n_{j} A_{i j}$ for all $i$ with $m_{j} \geq 0$, $n_{j} \geq 0$, and not all $m_{j}$ equal to 0 . Consequently $\sum_{i=1}^{l}\left(m_{j}+n_{j}\right) A_{i j}=0$ for all $i$. Since ( $A_{i j}$ ) is nonsingular, $m_{j}+n_{j}=0$ for all $j$. Then $m_{j}=n_{j}=0$ for all $j$, contradiction. Therefore the sum (2.100) is direct.

Lemma 2.101. Let $A=\left(A_{i j}\right)_{i, j=1}^{l}$ be an abstract Cartan matrix, let $\mathfrak{F}$ be the free Lie algebra on $3 l$ generators $h_{i}, e_{i}, f_{i}$ with $1 \leq i \leq l$, and let $\mathfrak{R}$ be the ideal generated in $\mathfrak{F}$ by the Serre relations (a) through (f). Define $\mathfrak{g}^{\prime}=\mathfrak{F} / \mathfrak{R}$, and suppose that $\operatorname{span}\left\{h_{i}\right\}_{i=1}^{l}$ maps one-one from $\mathfrak{F}$ into $\mathfrak{g}^{\prime}$. Write $h_{i}$ also for the images of the generators $h_{i}$ in $\mathfrak{g}^{\prime}$. Then $\mathfrak{g}^{\prime}$ is a (finitedimensional) complex semisimple Lie algebra, the subspace $\mathfrak{h}^{\prime}=\operatorname{span}\left\{h_{i}\right\}$ is a Cartan subalgebra, the linear functionals $\alpha_{j} \in \mathfrak{h}^{\prime *}$ given by $\alpha_{j}\left(h_{i}\right)=A_{i j}$ form a simple system within the root system, and the Cartan matrix relative to this simple system is exactly $A$.

Proof. Use the notation $e_{i}$ and $f_{i}$ also for the images of the generators $e_{i}$ and $f_{i}$ in $\mathfrak{g}^{\prime}$. Let us observe that under the quotient map from $\mathfrak{F}$ to $\mathfrak{g}^{\prime}$, all the $e_{i}$ 's and $f_{i}$ 's map to nonzero elements in $\mathfrak{g}^{\prime}$. In fact, $\left\{h_{i}\right\}$ maps to a linearly independent set by hypothesis, and hence the images of the $h_{i}$ 's are nonzero. Then Serre relation (b) shows that $\left[e_{i}, f_{i}\right]=h_{i} \neq 0$ in $\mathfrak{g}^{\prime}$, and hence $e_{i}$ and $f_{i}$ are nonzero in $\mathfrak{g}^{\prime}$, as asserted..

Because the $h_{i}$ are linearly independent in $\mathfrak{g}$, we can define $\alpha_{j} \in \mathfrak{h}^{\prime *}$ by $\alpha_{j}\left(h_{i}\right)=A_{i j}$. These linear functionals are a basis of $\mathfrak{h}^{\prime *}$. For $\varphi \in \mathfrak{h}^{\prime *}$, put

$$
\mathfrak{g}_{\varphi}^{\prime}=\left\{x \in \mathfrak{g}^{\prime} \mid(\operatorname{ad} h) x=\varphi(h) x \text { for all } h \in \mathfrak{h}^{\prime}\right\} .
$$

We call $\varphi$ a root if $\varphi \neq 0$ and $\mathfrak{g}_{\varphi}^{\prime} \neq 0$, and we call $\mathfrak{g}_{\varphi}^{\prime}$ the corresponding root space. The Lie algebra $\mathfrak{g}^{\prime}$ is a quotient of the Lie algebra $\mathfrak{g}$ of Lemma 2.99, and it follows from Lemma 2.99 that

$$
\mathfrak{g}^{\prime}=\mathfrak{h}^{\prime} \oplus \bigoplus_{\varphi=\text { root }} \mathfrak{g}_{\varphi}^{\prime}
$$

and that all roots are of the form $\varphi=\sum n_{j} \alpha_{j}$ with all nonzero $n_{j}$ given as integers of the same sign. Let $\Delta^{\prime}$ be the set of all roots, $\Delta^{\prime+}$ the set of all roots with all $n_{j} \geq 0$, and $\Delta^{\prime-}$ the set of all roots with all $n_{j} \leq 0$. We have just established that

$$
\begin{equation*}
\Delta^{\prime}=\Delta^{\prime+} \cup \Delta^{\prime-} . \tag{2.102}
\end{equation*}
$$

Let us show that $\mathfrak{g}_{\varphi}^{\prime}$ is finite dimensional for each root $\varphi$. First consider $\varphi=\sum n_{j} \alpha_{j}$ in $\Delta^{\prime+}$. Lemma 2.99 shows that $\mathfrak{g}_{\varphi}^{\prime}$ is spanned by the images of all iterated brackets of $e_{i}$ 's in $\mathfrak{g}$ involving $n_{j}$ instances of $e_{j}$, and there are only finitely many such iterated brackets. Therefore $\mathfrak{g}_{\varphi}^{\prime}$ is finite dimensional when $\varphi$ is in $\Delta^{\prime+}$. Similarly $\mathfrak{g}_{\varphi}^{\prime}$ is finite dimensional when $\varphi$ is in $\Delta^{\prime-}$, and it follows from (2.102) that $\mathfrak{g}_{\varphi}^{\prime}$ is finite dimensional for each root $\varphi$.

The vectors $e_{i}$ and $f_{i}$, which we have seen are nonzero, are in the respective spaces $\mathfrak{g}_{\alpha_{i}}^{\prime}$ and $\mathfrak{g}_{-\alpha_{i}}^{\prime}$, and hence each $\alpha_{i}$ and $-\alpha_{i}$ is a root. For these roots the root spaces have dimension 1 .

Next let us show for each $\varphi \in \mathfrak{h}^{\prime *}$ that

$$
\begin{equation*}
\operatorname{dim} \mathfrak{g}_{\varphi}^{\prime}=\operatorname{dim} \mathfrak{g}_{-\varphi}^{\prime} \quad \text { and hence } \quad \Delta^{\prime-}=-\Delta^{\prime+} . \tag{2.103}
\end{equation*}
$$

In fact, we set up the diagram

where $\eta$ is the function $\eta\left(e_{i}\right)=f_{i}, \eta\left(f_{i}\right)=e_{i}$, and $\eta\left(h_{i}\right)=-h_{i}$. By the universal mapping property of $\mathfrak{F}, \eta$ extends to a Lie algebra homomorphism $\widetilde{\eta}$ of $\mathfrak{F}$ into itself. If we next observe that $\widetilde{\eta}^{2}$ is an extension of the inclusion $\iota$ of $X$ into $\mathfrak{F}$ in the diagram

then we conclude from the uniqueness of the extension that $\widetilde{\eta}^{2}=1$. We readily check that $\tilde{\eta}(\Re) \subseteq \Re$, and hence $\widetilde{\eta}$ descends to a homomorphism $\widetilde{\eta}: \mathfrak{g}^{\prime} \rightarrow \mathfrak{g}^{\prime}$ that is -1 on $\mathfrak{h}^{\prime}$ and interchanges $e_{i}$ with $f_{i}$ for all $i$. Moreover $\widetilde{\eta}^{2}=1$. Since $\widetilde{\eta}$ is -1 on $\mathfrak{h}^{\prime}$ and is invertible, we see that $\widetilde{\eta}\left(\mathfrak{g}_{\varphi}^{\prime}\right)=\mathfrak{g}_{-\varphi}^{\prime}$ for all $\varphi \in \mathfrak{h}^{\prime *}$, and then (2.103) follows.

We shall introduce an inner product on the real form of $\mathfrak{h}^{* *}$ given by $\mathfrak{h}_{0}^{\prime *}=\sum \mathbb{R} \alpha_{i}$. We saw in (2.75) and (2.77) how to construct vectors $\beta_{i} \in \mathbb{R}^{l}$ for $1 \leq i \leq l$ such that

$$
\begin{equation*}
A_{i j}=2\left\langle\beta_{i}, \beta_{j}\right\rangle /\left|\beta_{i}\right|^{2} . \tag{2.104}
\end{equation*}
$$

We define a linear map $\mathbb{R}^{l} \rightarrow \mathfrak{h}_{0}^{\prime *}$ by $\beta_{i} \mapsto \alpha_{i}$, and we carry the inner product from $\mathbb{R}^{l}$ to $\mathfrak{h}_{0}^{\prime *}$. Then we have

$$
\alpha_{j}\left(h_{i}\right)=A_{i j}=\frac{2\left\langle\beta_{i}, \beta_{j}\right\rangle}{\left|\beta_{i}\right|^{2}}=\frac{2\left\langle\alpha_{i}, \alpha_{j}\right\rangle}{\left|\alpha_{i}\right|^{2}}=\alpha_{j}\left(\frac{2 H_{\alpha_{i}}}{\left|\alpha_{i}\right|^{2}}\right)
$$

for all $j$, and it follows that

$$
\begin{equation*}
h_{i}=\frac{2 H_{\alpha_{i}}}{\left|\alpha_{i}\right|^{2}} \tag{2.105}
\end{equation*}
$$

in this inner product.
Next we define a Weyl group. For $1 \leq i \leq l$, let $s_{\alpha_{i}}: \mathfrak{h}_{0}^{\prime *} \rightarrow \mathfrak{h}_{0}^{* *}$ be the linear transformation given by

$$
s_{\alpha_{i}}(\varphi)=\varphi-\varphi\left(h_{i}\right) \alpha_{i}=\varphi-\frac{2\left\langle\varphi, \alpha_{i}\right\rangle}{\left|\alpha_{i}\right|^{2}} \alpha_{i} .
$$

This is an orthogonal transformation on $\mathfrak{h}_{0}^{\prime *}$. Let $W^{\prime}$ be the group of orthogonal transformations generated by the $s_{\alpha_{i}}, 1 \leq i \leq l$.

Let us prove that $W^{\prime}$ is a finite group. From the correspondence of reduced abstract root systems to abstract Cartan matrices established in §7, we know that the members $\beta_{i} \in \mathbb{R}^{l}$ in (2.104) have reflections generating a finite group $W$ such that $\Delta=\bigcup_{i=1}^{l} W \beta_{i}$ is the reduced abstract root system associated to the abstract Cartan matrix $A$. Under the isomorphism $\beta_{i} \mapsto \alpha_{i}, W$ is identified with $W^{\prime}$, and $\Delta$ is identified with the subset $\bigcup_{i=1}^{l} W \alpha_{i}$ of $\mathfrak{h}_{0}^{\prime *}$. Since $W \cong W^{\prime}, W^{\prime}$ is finite.

We now work toward the conclusion that $\mathfrak{g}^{\prime}$ is finite dimensional. Fix $i$, and let $\mathfrak{s l}_{i}$ be the span of $\left\{h_{i}, e_{i}, f_{i}\right\}$ within $\mathfrak{g}^{\prime}$. This is a Lie subalgebra of $\mathfrak{g}^{\prime}$ isomorphic to $\mathfrak{s l}(2, \mathbb{C})$. We shall first show that every element of $\mathfrak{g}^{\prime}$ lies in a finite-dimensional subspace invariant under $\mathfrak{s i}_{i}$.

If $j \neq i$, consider the subspace of $\mathfrak{g}^{\prime}$ spanned by

$$
f_{j},\left(\operatorname{ad} f_{i}\right) f_{j}, \ldots,\left(\operatorname{ad} f_{i}\right)^{-A_{i j}} f_{j} .
$$

These vectors are eigenvectors for ad $h_{i}$ with respective eigenvalues

$$
\alpha_{j}\left(h_{i}\right), \alpha_{j}\left(h_{i}\right)-2, \ldots, \alpha_{j}\left(h_{i}\right)+2 A_{i j},
$$

and hence the subspace is invariant under ad $h_{i}$. It is invariant under ad $f_{i}$ since $\left(\operatorname{ad} f_{i}\right)^{-A_{i j}+1} f_{j}=0$ by Serre relation (f). Finally it is invariant under ad $e_{i}$ by induction, starting from the fact that (ad $\left.e_{i}\right) f_{j}=0$ (Serre relation (b)). Thus the subspace is invariant under $\mathfrak{s l}_{i}$.

Similarly for $j \neq i$, the subspace of $\mathfrak{g}^{\prime}$ spanned by

$$
e_{j},\left(\operatorname{ad} e_{i}\right) e_{j}, \ldots,\left(\operatorname{ad} e_{i}\right)^{-A_{i j}} e_{j}
$$

is invariant under $\mathfrak{s l}_{i}$, by Serre relations (e) and (b). And also span $\left\{h_{i}, e_{i}, f_{i}\right\}$ is invariant under $\mathfrak{s l}_{i}$. Therefore a generating subset of $\mathfrak{g}^{\prime}$ lies in a finitedimensional subspace invariant under $\mathfrak{s l}_{i}$.

Now consider the set of all elements in $\mathfrak{g}^{\prime}$ that lie in some finitedimensional space invariant under $\mathfrak{s l}_{i}$. Say $r$ and $s$ are two such elements,
lying in spaces $R$ and $S$. Form the finite-dimensional subspace $[R, S]$ generated by all brackets from $R$ and $S$. If $x$ is in $\mathfrak{s l}_{i}$, then

$$
(\operatorname{ad} x)[R, S] \subseteq[(\operatorname{ad} x) R, S]+[R,(\operatorname{ad} x) S] \subseteq[R, S]
$$

and hence $[r, s]$ is such an element of $\mathfrak{g}^{\prime}$. We conclude that every element of $\mathfrak{g}^{\prime}$ lies in a finite-dimensional subspace invariant under $\mathfrak{s l}_{i}$.

Continuing toward the conclusion that $\mathfrak{g}^{\prime}$ is finite dimensional, let us introduce an analog of the root string analysis done in $\S 4$. Fix $i$, let $\varphi$ be in $\Delta^{\prime} \cup\{0\}$, and consider the subspace $\bigoplus_{n \in \mathbb{Z}} \mathfrak{g}_{\varphi+n \alpha_{i}}^{\prime}$ of $\mathfrak{g}^{\prime}$. This is invariant under $\mathfrak{s l}_{i}$, and what we have just shown implies that every member of it lies in a finite-dimensional subspace invariant under $\mathfrak{s l}_{i}$. By Corollary 1.73 it is the direct sum of irreducible invariant subspaces. Let $U$ be one of the irreducible summands. Since $U$ is invariant under ad $h_{i}$, we have

$$
U=\bigoplus_{n=-p}^{q}\left(U \cap \mathfrak{g}_{\varphi+n \alpha_{i}}^{\prime}\right)
$$

with $U \cap \mathfrak{g}_{\varphi-p \alpha_{i}}^{\prime} \neq 0$ and $U \cap \mathfrak{g}_{\varphi+q \alpha_{i}}^{\prime} \neq 0$. By Corollary 1.72,

$$
\left(\varphi+q \alpha_{i}\right)\left(h_{i}\right)=-\left(\varphi-p \alpha_{i}\right)\left(h_{i}\right)
$$

and hence

$$
\begin{equation*}
p-q=\varphi\left(h_{i}\right) \tag{2.106}
\end{equation*}
$$

Moreover Theorem 1.66 shows that $U \cap \mathfrak{g}_{\varphi+n \alpha_{i}}^{\prime}$ has dimension 1 for $-p \leq n \leq q$ and has dimension 0 otherwise.

In our direct sum decomposition of $\bigoplus_{n \in \mathbb{Z}} \mathfrak{g}_{\varphi+n \alpha_{i}}^{\prime}$ into irreducible subspaces $U$, suppose that the root space $\mathfrak{g}_{\varphi+n \alpha_{i}}^{\prime}$ has dimension $m$. Then it meets a collection of exactly $m$ such $U$ 's, say $U_{1}, \ldots, U_{m}$. The root space

$$
\mathfrak{g}_{s_{\alpha_{i}}^{\prime}\left(\varphi+n \alpha_{i}\right)}^{\prime}=\mathfrak{g}_{\varphi-\left(n+\varphi\left(h_{i}\right)\right) \alpha_{i}}^{\prime}
$$

must meet the same $U_{1}, \ldots, U_{m}$ since (2.106) shows that

$$
-p \leq n \leq q \quad \text { implies }-p \leq-n-\varphi\left(h_{i}\right)=-n+q-p \leq q .
$$

We conclude that

$$
\begin{equation*}
\operatorname{dim} \mathfrak{g}_{\varphi}^{\prime}=\operatorname{dim} \mathfrak{g}_{s_{i} \varphi}^{\prime} \varphi^{\prime} \tag{2.107}
\end{equation*}
$$

From (2.107), we see that $W^{\prime} \Delta^{\prime} \subseteq \Delta^{\prime}$. Since $W^{\prime}$ mirrors for $\mathfrak{h}_{0}^{\prime *}$ the action of $W$ on $\mathbb{R}^{l}$, the linear extension of the map $\beta_{i} \mapsto \alpha_{i}$ carries $\Delta$ into $\Delta^{\prime}$. Since $\operatorname{dim} \mathfrak{g}_{\alpha_{i}}^{\prime}=1$ for all $i$, we see that $\operatorname{dim} \mathfrak{g}_{\varphi}^{\prime}=1$ for every root $\varphi$ in the finite set $\bigcup_{i=1}^{l} W^{\prime} \alpha_{i}$.

To complete the proof of finite dimensionality of $\mathfrak{g}^{\prime}$, we show that every root lies in $\bigcup_{i=1}^{l} W^{\prime} \alpha_{i}$. Certainly $\bigcup_{i=1}^{l} W^{\prime} \alpha_{i}$ is closed under negatives, since it is generated by the $\alpha_{i}$ 's and contains the $-\alpha_{i}$ 's. Arguing by contradiction, assume that $\bigcup_{i=1}^{l} W^{\prime} \alpha_{i}$ does not exhaust $\Delta^{\prime}$. By (2.103) there is some $\alpha=\sum_{j=1}^{l} n_{j} \alpha_{j}$ in $\Delta^{\prime+}$ not in $\bigcup_{i=1}^{l} W^{\prime} \alpha_{i}$, and we may assume that $\sum_{j=1}^{l} n_{j}$ is as small as possible. From

$$
0<|\alpha|^{2}=\sum_{j=1}^{l} n_{j}\left\langle\alpha, \alpha_{j}\right\rangle,
$$

we see that there is some $k$ such that $n_{k}>0$ and $\left\langle\alpha, \alpha_{k}\right\rangle>0$. Then

$$
s_{\alpha_{k}}(\alpha)=\alpha-\frac{2\left\langle\alpha, \alpha_{k}\right\rangle}{\left|\alpha_{k}\right|^{2}} \alpha_{k}=\sum_{j \neq k} n_{j} \alpha_{j}+\left(n_{k}-\frac{2\left\langle\alpha, \alpha_{k}\right\rangle}{\left|\alpha_{k}\right|^{2}}\right) \alpha_{k} .
$$

We must have $n_{j}>0$ for some $j \neq k$ since otherwise $\alpha=n_{k} \alpha_{k}$, from which we obtain $n_{k}=1$ since $\left[e_{k}, e_{k}\right]=0$. Thus $s_{\alpha_{k}}(\alpha)$ is in $\Delta^{\prime+}$. Since the sum of coefficients for $s_{\alpha_{k}}(\alpha)$ is less than $\sum_{j=1}^{l} n_{j}$, we conclude by minimality that $s_{\alpha_{k}}(\alpha)$ is in $\bigcup_{i=1}^{l} W^{\prime} \alpha_{i}$. But then so is $\alpha$, contradiction. We conclude that $\Delta^{\prime}=\bigcup_{i=1}^{l} W^{\prime} \alpha_{i}$ and hence that $\Delta^{\prime}$ is finite and $\mathfrak{g}^{\prime}$ is finite dimensional.

Now that $\mathfrak{g}^{\prime}$ is finite dimensional, we prove that it is semisimple and has the required structure. In fact, rad $\mathfrak{g}^{\prime}$ is ad $\mathfrak{h}^{\prime}$ invariant and therefore satisfies

$$
\operatorname{rad} \mathfrak{g}^{\prime}=\left(\mathfrak{h}^{\prime} \cap \operatorname{rad} \mathfrak{g}^{\prime}\right) \oplus \bigoplus_{\varphi \in \Delta^{\prime}}\left(\mathfrak{g}_{\varphi}^{\prime} \cap \operatorname{rad} \mathfrak{g}^{\prime}\right) .
$$

Suppose $h \neq 0$ is in $\mathfrak{h} \cap \operatorname{rad} \mathfrak{g}^{\prime}$. Choose $j$ with $\alpha_{j}(h) \neq 0$. Since $\operatorname{rad} \mathfrak{g}^{\prime}$ is an ideal, $e_{j}=\alpha_{j}(h)^{-1}\left[h, e_{j}\right]$ and $f_{j}=-\alpha_{j}(h)^{-1}\left[h, f_{j}\right]$ are in rad $\mathfrak{g}^{\prime}$, and so is $h_{j}=\left[e_{j}, f_{j}\right]$. Thus rad $\mathfrak{g}^{\prime}$ contains the semisimple subalgebra $\mathfrak{s l}_{j}$, contradiction. We conclude that $\mathfrak{h}^{\prime} \cap \operatorname{rad} \mathfrak{g}^{\prime}=0$.

Since the root spaces are 1-dimensional, we obtain

$$
\operatorname{rad} \mathfrak{g}^{\prime}=\bigoplus_{\varphi \in \Delta_{0}^{\prime}} \mathfrak{g}_{\varphi}^{\prime}
$$

for some subset $\Delta_{0}^{\prime}$ of $\Delta^{\prime}$. The Lie algebra $\mathfrak{g}^{\prime} / \mathrm{rad}_{\mathfrak{g}}$ is semisimple, according to Proposition 1.14, and we can write it as

$$
\mathfrak{g}^{\prime} / \operatorname{rad} \mathfrak{g}^{\prime}=\mathfrak{h} \oplus \bigoplus_{\varphi \in \Delta^{\prime}-\Delta_{0}^{\prime}} \mathfrak{g}_{\varphi}^{\prime} \quad \bmod \left(\operatorname{rad} \mathfrak{g}^{\prime}\right)
$$

From this decomposition we see that $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{g}^{\prime} / \mathrm{rad}_{\mathfrak{g}}{ }^{\prime}$ and that the root system is $\Delta^{\prime}-\Delta_{0}^{\prime}$. On the other hand, no $\alpha_{j}$ is in $\Delta_{0}^{\prime}$ since $\mathfrak{s l}_{j}$ is semisimple. Thus $\Delta^{\prime}-\Delta_{0}^{\prime}$ contains each $\alpha_{j}$, and these are the simple roots. We have seen that the simple roots determine $\Delta^{\prime}$ as the corresponding abstract root system. Thus $\Delta_{0}^{\prime}$ is empty. It follows that $\mathfrak{g}^{\prime}$ is semisimple, and then the structural conclusions about $\mathfrak{g}^{\prime}$ are obvious. This completes the proof of Lemma 2.101.

Proof of Theorem 2.98. In the diagram (2.97), $X$ maps to a linearly independent subset of $\mathfrak{g}$, and hence the embedded subset $X$ of $\mathfrak{F}$ maps to a linearly independent subset of $\mathfrak{g}$. Since the map $\mathfrak{F} \rightarrow \mathfrak{g}$ factors through $\mathfrak{g}^{\prime}=\mathfrak{F} / \mathfrak{R}, \operatorname{span}\left\{h_{i}\right\}_{i=1}^{l}$ maps one-one from $\mathfrak{F}$ to $\mathfrak{g}^{\prime}$ and one-one from $\mathfrak{g}^{\prime}$ to $\mathfrak{g}$. Since $\operatorname{span}\left\{h_{i}\right\}_{i=1}^{l}$ maps one-one from $\mathfrak{F}$ to $\mathfrak{g}^{\prime}$, Lemma 2.101 is applicable and shows that $\mathfrak{g}^{\prime}$ is finite-dimensional semisimple and that $\mathfrak{h}^{\prime}=\operatorname{span}\left\{h_{i}\right\}_{i=1}^{l}$ is a Cartan subalgebra.

The map $\mathfrak{F} \rightarrow \mathfrak{g}$ is onto by Proposition 2.94, and hence the map $\mathfrak{g}^{\prime} \rightarrow \mathfrak{g}$ is onto. Thus $\mathfrak{g}$ is isomorphic with a quotient of $\mathfrak{g}^{\prime}$. If $\mathfrak{a}$ is a simple ideal in $\mathfrak{g}^{\prime}$, it follows from Proposition 2.13 that $\mathfrak{h}^{\prime} \cap \mathfrak{a}$ is a Cartan subalgebra of $\mathfrak{g}^{\prime}$. Since $\mathfrak{h}^{\prime}$ maps one-one under the quotient map from $\mathfrak{g}^{\prime}$ to $\mathfrak{g}, \mathfrak{h}^{\prime} \cap \mathfrak{a}$ does not map to 0 . Thus $\mathfrak{a}$ does not map to 0 . Hence the map of $\mathfrak{g}^{\prime}$ onto $\mathfrak{g}$ has 0 kernel and is an isomorphism.

## 10. Isomorphism Theorem

Theorem 2.98 enables us to lift isomorphisms of reduced root systems to isomorphisms of complex semisimple Lie algebras with little effort. The result is as follows.

Theorem 2.108 (Isomorphism Theorem). Let $\mathfrak{g}$ and $\mathfrak{g}^{\prime}$ be complex semisimple Lie algebras with respective Cartan subalgebras $\mathfrak{h}$ and $\mathfrak{h}^{\prime}$ and respective root systems $\Delta$ and $\Delta^{\prime}$. Suppose that a vector space isomorphism $\varphi: \mathfrak{h} \rightarrow \mathfrak{h}^{\prime}$ is given with the property that its transpose $\varphi^{t}: \mathfrak{h}^{\prime *} \rightarrow \mathfrak{h}^{*}$ has $\varphi^{t}\left(\Delta^{\prime}\right)=\Delta$. For $\alpha$ in $\Delta$, write $\alpha^{\prime}$ for the member $\left(\varphi^{t}\right)^{-1}(\alpha)$ of $\Delta^{\prime}$. Fix a simple system $\Pi$ for $\Delta$. For each $\alpha$ in $\Pi$, select nonzero root vectors
$E_{\alpha} \in \mathfrak{g}$ for $\alpha$ and $E_{\alpha^{\prime}} \in \mathfrak{g}^{\prime}$ for $\alpha^{\prime}$. Then there exists one and only one Lie algebra isomorphism $\widetilde{\varphi}: \mathfrak{g} \rightarrow \mathfrak{g}^{\prime}$ such that $\left.\widetilde{\varphi}\right|_{\mathfrak{h}}=\varphi$ and $\widetilde{\varphi}\left(E_{\alpha}\right)=E_{\alpha^{\prime}}$ for all $\alpha \in \Pi$.

PROOF OF UNIQUENESS. If $\widetilde{\varphi}_{1}$ and $\widetilde{\varphi}_{2}$ are two such isomorphisms, then $\widetilde{\varphi}_{0}=\widetilde{\varphi}_{2}^{-1} \widetilde{\varphi}_{1}$ is an automorphism of $\mathfrak{g}$ fixing $\mathfrak{h}$ and the root vectors for the simple roots. If $\left\{h_{i}, e_{i}, f_{i}\right\}$ is a triple associated to the simple root $\alpha_{i}$ by (2.93), then $\widetilde{\varphi}_{0}\left(f_{i}\right)$ must be a root vector for $-\alpha_{i}$ and hence must be a multiple of $f_{i}$, say $c_{i} f_{i}$. Applying $\widetilde{\varphi}_{0}$ to the relation $\left[e_{i}, f_{i}\right]=h_{i}$, we see that $c_{i}=1$. Therefore $\widetilde{\varphi}_{0}$ fixes all $h_{i}, e_{i}$, and $f_{i}$. By Proposition 2.94, $\widetilde{\varphi}_{0}$ is the identity on $\mathfrak{g}$.

Proof of existence. The linear map $\left(\varphi^{t}\right)^{-1}$ is given by $\left(\varphi^{t}\right)^{-1}(\alpha)=$ $\alpha^{\prime}=\alpha \circ \varphi^{-1}$. By assumption this map carries $\Delta$ to $\Delta^{\prime}$, hence root strings to root strings. Proposition 2.29a therefore gives

$$
\begin{equation*}
\frac{2\langle\beta, \alpha\rangle}{|\alpha|^{2}}=\frac{2\left\langle\beta^{\prime}, \alpha^{\prime}\right\rangle}{\left|\alpha^{\prime}\right|^{2}} \quad \text { for all } \alpha, \beta \in \Delta . \tag{2.109}
\end{equation*}
$$

Write $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$, and let $\Pi^{\prime}=\left(\varphi^{t}\right)^{-1}(\Pi)=\left\{\alpha_{1}^{\prime}, \ldots, \alpha_{l}^{\prime}\right\}$. Define $h_{i}$ and $h_{i}^{\prime}$ to be the respective members of $\mathfrak{h}$ and $\mathfrak{h}^{\prime}$ with $\alpha_{j}\left(h_{i}\right)=$ $2\langle\beta, \alpha\rangle /|\alpha|^{2}$ and $\alpha_{j}^{\prime}\left(h_{i}^{\prime}\right)=2\left\langle\beta^{\prime}, \alpha^{\prime}\right\rangle /\left|\alpha^{\prime}\right|^{2}$. These are the elements of the Cartan subalgebras appearing in (2.93). By (2.109), $\alpha_{j}^{\prime}\left(h_{i}^{\prime}\right)=\alpha_{j}\left(h_{i}\right)$ and hence $\left(\varphi^{t}\right)^{-1}\left(\alpha_{j}\right)\left(h_{i}^{\prime}\right)=\alpha_{j}\left(h_{i}\right)$ and $\alpha_{j}\left(\varphi^{-1}\left(h_{i}^{\prime}\right)\right)=\alpha_{j}\left(h_{i}\right)$. Therefore

$$
\begin{equation*}
\varphi\left(h_{i}\right)=h_{i}^{\prime} \quad \text { for all } i \tag{2.110}
\end{equation*}
$$

Take $e_{i}$ in (2.93) to be $E_{\alpha_{i}}$, and let $e_{i}^{\prime}=E_{\alpha_{i}}$. Define $f_{i} \in \mathfrak{g}$ to be a root vector for $-\alpha_{i}$ with $\left[e_{i}, f_{i}\right]=h_{i}$, and define $f_{i}^{\prime} \in \mathfrak{g}^{\prime}$ to be a root vector for $-\alpha_{i}^{\prime}$ with $\left[e_{i}^{\prime}, f_{i}^{\prime}\right]=h_{i}^{\prime}$. Then $X=\left\{h_{i}, e_{i}, f_{i}\right\}_{i=1}^{l}$ and $X^{\prime}=\left\{h_{i}^{\prime}, e_{i}^{\prime}, f_{i}^{\prime}\right\}_{i=1}^{l}$ are standard sets of generators for $\mathfrak{g}$ and $\mathfrak{g}^{\prime}$ as in (2.93) and Proposition 2.94.

Let $\mathfrak{F}$ and $\mathfrak{F}^{\prime}$ be the free Lie algebras on $X$ and $X^{\prime}$, and let $\mathfrak{R}$ and $\mathfrak{R}^{\prime}$ be the ideals in $\mathfrak{F}$ and $\mathfrak{F}^{\prime}$ generated by the Serre relations (a) through (f) in Theorem 2.98. Let us define $\psi: X \rightarrow \mathfrak{F}^{\prime}$ by $\psi\left(h_{i}\right)=h_{i}^{\prime}, \psi\left(e_{i}\right)=e_{i}^{\prime}$, and $\psi\left(f_{i}\right)=f_{i}^{\prime}$. Setting up the diagram
$\mathfrak{F}$

we see from the universal mapping property of $\mathfrak{F}$ that $\psi$ extends to a Lie algebra homomorphism $\widetilde{\psi}: \mathfrak{F} \rightarrow \mathfrak{F}^{\prime}$. By (2.109), $\widetilde{\psi}(\mathfrak{R}) \subseteq \mathfrak{R}^{\prime}$. Therefore $\widetilde{\psi}$ descends to Lie algebra homomorphism $\mathfrak{F} / \mathfrak{R} \rightarrow \mathfrak{F}^{\prime} / \mathfrak{R}^{\prime}$, and we denote this homomorphism by $\widetilde{\psi}$ as well.

Meanwhile the canonical maps $\widetilde{\varphi}_{1}: \mathfrak{F} / \mathfrak{R} \rightarrow \mathfrak{g}$ and $\widetilde{\varphi}_{2}: \mathfrak{F}^{\prime} / \mathfrak{R}^{\prime} \rightarrow \mathfrak{g}^{\prime}$, which are isomorphisms by Theorem 2.98, satisfy

$$
\begin{array}{rll}
\widetilde{\varphi}_{1}^{-1}\left(h_{i}\right)=h_{i} \bmod \mathfrak{R} & \text { and } & \widetilde{\varphi}_{1}^{-1}\left(E_{\alpha_{i}}\right)=e_{i} \bmod \mathfrak{R}, \\
\widetilde{\varphi}_{2}\left(h_{i}^{\prime} \bmod \mathfrak{R}^{\prime}\right)=h_{i}^{\prime} & \text { and } & \widetilde{\varphi}_{2}\left(e_{i}^{\prime} \bmod \mathfrak{R}^{\prime}\right)=E_{\alpha_{i}^{\prime}} .
\end{array}
$$

Therefore $\widetilde{\varphi}=\widetilde{\varphi}_{2} \circ \widetilde{\psi} \circ \widetilde{\varphi}_{1}^{-1}$ is a Lie algebra homomorphism from $\mathfrak{g}$ to $\mathfrak{g}^{\prime}$ with $\widetilde{\varphi}\left(h_{i}\right)=h_{i}^{\prime}$ and $\widetilde{\varphi}\left(E_{\alpha_{i}}\right)=E_{\alpha_{i}^{\prime}}$ for all $i$. By (2.110), $\left.\widetilde{\varphi}\right|_{\mathfrak{h}}=\varphi$.

To see that $\widetilde{\varphi}$ is an isomorphism, we observe that $\tilde{\varphi}: \mathfrak{h} \rightarrow \mathfrak{h}^{\prime}$ is an isomorphism. By the same argument as in the last paragraph of $\S 9$, it follows that $\tilde{\varphi}: \mathfrak{g} \rightarrow \mathfrak{g}^{\prime}$ is one-one. Finally

$$
\operatorname{dim} \mathfrak{g}=\operatorname{dim} \mathfrak{h}+|\Delta|=\operatorname{dim} \mathfrak{h}^{\prime}+\left|\Delta^{\prime}\right|=\operatorname{dim} \mathfrak{g}^{\prime},
$$

and we conclude that $\widetilde{\varphi}$ is an isomorphism.

## Examples.

1) One-oneness of first step in (2.58). We are to show that if $\mathfrak{g}$ and $\mathfrak{g}^{\prime}$ are two complex semisimple Lie algebras with isomorphic root systems, then $\mathfrak{g}$ and $\mathfrak{g}^{\prime}$ are isomorphic. To do so, we apply Theorem 2.108, mapping the root vector $E_{\alpha}$ for each simple root $\alpha$ to any nonzero root vector for the corresponding simple root for $\mathfrak{g}^{\prime}$. We conclude that the first step of the two-step passage (2.58) is one-one, up to isomorphism.
2) Automorphisms of Dynkin diagram. Let $\mathfrak{g}, \mathfrak{h}, \Delta$, and $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ be arbitrary. Suppose that $\sigma$ is an automorphism of the Dynkin diagram, i.e., a permutation of the indices $1, \ldots, l$ such that the Cartan matrix satisfies $A_{i j}=A_{\sigma(i) \sigma(j)}$. Define $\varphi: \mathfrak{h} \rightarrow \mathfrak{h}$ to be the linear extension of the map $h_{i} \rightarrow h_{\sigma(i)}$, and apply Theorem 2.108. The result is an automorphism $\widetilde{\varphi}$ of $\mathfrak{g}$ that normalizes $\mathfrak{h}$, maps the set of positive roots to itself, and has the effect $\sigma$ on the Dynkin diagram.
3) An automorphism constructed earlier. With $\mathfrak{g}, \mathfrak{h}$, and $\Delta$ given, define $\varphi=-1$ on $\mathfrak{h}$. Then $\Delta$ gets carried to $\Delta$, and hence $\varphi$ extends to an automorphism $\tilde{\varphi}$ of $\mathfrak{g}$. This automorphism has already been constructed directly (as $\tilde{\eta}$ in the course of the proof of Lemma 2.101).

## 11. Existence Theorem

We have now shown that the first step in the passage (2.58), i.e., the step from complex semisimple Lie algebras to abstract reduced root systems, is well defined independently of the choice of Cartan subalgebra and is oneone up to isomorphism. To complete our discussion of (2.58), we show that this step is onto, i.e., that any reduced abstract root system is the root system of a complex semisimple Lie algebra.

The Existence Theorem accomplishes this step, actually showing that any abstract Cartan matrix comes via the two steps of (2.58) from a complex semisimple Lie algebra. However, the theorem does not substitute for our case-by-case argument in $\S 7$ that the second step of (2.58) is onto. The fact that the second step is onto was used critically in the proof of Lemma 2.101 to show that $W^{\prime}$ is a finite group.

The consequence of the Existence Theorem is that there exist complex simple Lie algebras with root systems of the five exceptional types $E_{6}, E_{7}$, $E_{8}, F_{4}$, and $G_{2}$. We shall have occasion to use these complex Lie algebras in Chapter VI and then shall refer to them as complex simple Lie algebras of types $E_{6}$, etc.

Theorem 2.111 (Existence Theorem). If $A=\left(A_{i j}\right)_{i, j=1}^{l}$ is an abstract Cartan matrix, then there exists a complex semisimple Lie algebra $\mathfrak{g}$ whose root system has $A$ as Cartan matrix.

Proof. Let $\mathfrak{F}$ be the free Lie algebra on the set $X=\left\{h_{i}, e_{i}, f_{i}\right\}_{i=1}^{l}$, and let $\mathfrak{R}$ be the ideal in $\mathfrak{F}$ generated by the Serre relations (a) through (f) given in Proposition 2.95. Put $\mathfrak{g}=\mathfrak{F} / \mathfrak{R}$. According to Lemma 2.101, $\mathfrak{g}$ will be the required Lie algebra if it is shown that $\operatorname{span}\left\{h_{i}\right\}_{i=1}^{l}$ maps one-one from $\mathfrak{F}$ to its image in $\mathfrak{F} / \mathfrak{R}$.

We shall establish this one-one behavior by factoring the quotient map into two separate maps and showing that span $\left\{h_{i}\right\}_{i=1}^{l}$ maps one-one in each case. The first map is from $\mathfrak{F}$ to $\mathfrak{F} / \widetilde{\mathfrak{R}}$, where $\widetilde{\mathfrak{R}}$ is the ideal in $\mathfrak{F}$ generated by the Serre relations (a) through (d). Write $h_{i}, e_{i}, f_{i}$ also for the images of the generators in $\mathfrak{F} / \widetilde{\mathfrak{R}}$. Define $\widetilde{\mathfrak{h}}, \widetilde{\mathfrak{e}}$, and $\widetilde{\mathfrak{e}}$ as in the statement of Lemma 2.99. The lemma says that

$$
\begin{equation*}
\mathfrak{F} / \tilde{\mathfrak{R}}=\tilde{\mathfrak{h}} \oplus \tilde{\mathfrak{e}} \oplus \tilde{\mathfrak{f}}, \tag{2.112}
\end{equation*}
$$

but it does not tell us how large $\tilde{\mathfrak{h}}$ is.
To get at the properties of the first map, we introduce an $l$-dimensional complex vector space $V$ with basis $\left\{v_{1}, \ldots, v_{l}\right\}$, and we let $T(V)$ be the
tensor algebra over $V$. (Appendix A gives the definition and elementary properties of $T(V)$.) We drop tensor signs in writing products within $T(V)$ in order to simplify the notation. In view of the diagram

we can construct a homomorphism $\tilde{\psi}: \mathfrak{F} \rightarrow \operatorname{End}_{\mathbb{C}}(T(V))$ by telling how $x$ acts in $T(V)$ for each $x$ in $X$. Dropping the notation $\psi$ from the action, we define

$$
\begin{aligned}
h_{i}(1) & =0 \\
h_{i}\left(v_{j_{1}} \cdots v_{j_{k}}\right) & =-\left(A_{i j_{1}}+\cdots+A_{i j_{k}}\right) v_{j_{1}} \cdots v_{j_{k}} \\
f_{i}(1) & =v_{i} \\
f_{i}\left(v_{j_{1}} \cdots v_{j_{k}}\right) & =v_{i} v_{j_{1}} \cdots v_{j_{k}} \\
e_{i}(1) & =0 \\
e_{i}\left(v_{j}\right) & =0 \\
e_{i}\left(v_{j_{1}} \cdots v_{j_{k}}\right) & =v_{j_{1}} \cdot e_{i}\left(v_{j_{2}} \cdots v_{j_{k}}\right)-\delta_{i j_{1}}\left(A_{i j_{2}}+\cdots+A_{i j_{k}}\right) v_{j_{2}} \cdots v_{j_{k}}
\end{aligned}
$$

(The last three lines, defining the action of $e_{i}$, are made recursively on the order of the tensor.)

We show that this homomorphism defined on $\mathfrak{F}$ descends to a homomorphism $\mathfrak{F} / \widetilde{\mathfrak{R}} \rightarrow \operatorname{End}_{\mathbb{C}}(T(V))$ by showing that the generators of $\widetilde{\mathfrak{R}}$ act by 0 . We check the generators of types (a), (d), (b), and (c) in turn.

For (a) the generator is [ $h_{i}, h_{j}$ ]. The span of the $h_{i}$ 's acts diagonally, and thus

$$
\tilde{\psi}\left[h_{i}, h_{j}\right]=\left[\tilde{\psi}\left(h_{i}\right), \tilde{\psi}\left(h_{j}\right)\right]=\tilde{\psi}\left(h_{i}\right) \tilde{\psi}\left(h_{j}\right)-\tilde{\psi}\left(h_{j}\right) \tilde{\psi}\left(h_{i}\right)=0
$$

For (d) the generator is $\left[h_{i}, f_{j}\right]+A_{i j} f_{j}$, and we have

$$
\tilde{\psi}\left(\left[h_{i}, f_{j}\right]+A_{i j} f_{j}\right)=\tilde{\psi}\left(h_{i}\right) \tilde{\psi}\left(f_{j}\right)-\tilde{\psi}\left(f_{j}\right) \tilde{\psi}\left(h_{i}\right)+A_{i j} \tilde{\psi}\left(f_{j}\right)
$$

On 1, the right side gives

$$
\tilde{\psi}\left(h_{i}\right) v_{j}-0+A_{i j} v_{j}=0
$$

On $v_{j_{1}} \cdots v_{j_{k}}$, the right side gives

$$
\begin{aligned}
-\left(A_{i j}+A_{i j_{1}}\right. & \left.+\cdots+A_{i j_{k}}\right) v_{j} v_{j_{1}} \cdots v_{j_{k}} \\
& +\left(A_{i j_{1}}+\cdots+A_{i j_{k}}\right) v_{j} v_{j_{1}} \cdots v_{j_{k}}+A_{i j} v_{j} v_{j_{1}} \cdots v_{j_{k}}=0 .
\end{aligned}
$$

For (b) the generator is $\left[e_{i}, f_{j}\right]-\delta_{i j} h_{i}$, and we have

$$
\widetilde{\psi}\left(\left[e_{i}, f_{j}\right]-\delta_{i j} h_{i}\right)=\widetilde{\psi}\left(e_{i}\right) \widetilde{\psi}\left(f_{j}\right)-\widetilde{\psi}\left(f_{j}\right) \widetilde{\psi}\left(e_{i}\right)-\delta_{i j} \tilde{\psi}\left(h_{i}\right) .
$$

On 1 , each term on the right side acts as 0 . On a monomial $v_{j_{2}} \cdots v_{j_{k}}$, the right side gives

$$
e_{i}\left(v_{j} v_{j_{2}} \cdots v_{j_{k}}\right)-v_{j} \cdot e_{i}\left(v_{j_{2}} \cdots v_{j_{k}}\right)+\delta_{i j}\left(A_{i j_{2}}+\cdots+A_{i j_{k}}\right) v_{j_{2}} \cdots v_{j_{k}},
$$

and this is 0 by the recursive definition of the action of $e_{i}$.
For (c) the generator is $\left[h_{i}, e_{j}\right]-A_{i j} e_{j}$. Let us observe by induction on $k$ that

$$
\begin{equation*}
h_{i} e_{j}\left(v_{j_{1}} \cdots v_{j_{k}}\right)=-\left(A_{i j_{1}}+\cdots+A_{i j_{k}}-A_{i j}\right) e_{j}\left(v_{j_{1}} \cdots v_{j_{k}}\right) . \tag{2.113}
\end{equation*}
$$

Formula (2.113) is valid for $k=0$ and $k=1$ since $e_{j}$ acts as 0 on monomials of degrees 0 and 1 . For general $k$, the recursive definition of the action of $e_{i}$ and the inductive hypothesis combine to show that the left side of (2.113) is

$$
\begin{aligned}
h_{i} e_{j}\left(v_{j_{1}} \cdots v_{j_{k}}\right)= & h_{i}\left(v_{j_{1}} \cdot e_{j}\left(v_{j_{2}} \cdots v_{j_{k}}\right)\right)-\delta_{j_{j_{1}}}\left(A_{j_{2}}+\cdots+A_{j_{j k}}\right) h_{i}\left(v_{j_{2}} \cdots v_{j_{k}}\right) \\
= & -\left(A_{i j_{1}}+\cdots+A_{i_{j_{k}}}-A_{i j}\right) v_{j_{1}} \cdot e_{j}\left(v_{j_{2}} \cdots v_{j_{k}}\right) \\
& +\delta_{j_{j_{1}}}\left(A_{j_{2}}+\cdots+A_{j_{j_{k}}}\right)\left(A_{i_{j_{2}}}+\cdots+A_{i j_{k}}\right) v_{j_{2}} \cdots v_{j_{k}},
\end{aligned}
$$

and that the right side of (2.113) is

$$
\begin{aligned}
-\left(A_{i j_{1}}\right. & \left.+\cdots+A_{i j_{k}}-A_{i j}\right) e_{j}\left(v_{j_{1}} \cdots v_{j_{k}}\right) \\
= & -\left(A_{i j_{1}}+\cdots+A_{i j_{k}}-A_{i j}\right) v_{j_{1}} \cdot e_{j}\left(v_{j_{2}} \cdots v_{j_{k}}\right) \\
& +\left(A_{i j_{1}}+\cdots+A_{i j_{k}}-A_{i j}\right) \delta_{j_{j_{1}}}\left(A_{j_{j_{2}}}+\cdots+A_{j_{k}}\right) v_{j_{2}} \cdots v_{j_{k}} .
\end{aligned}
$$

Subtraction shows that the difference of the left side and the right side of (2.113) is

$$
=-\delta_{j j_{1}}\left(A_{i j_{1}}-A_{i j}\right)\left(A_{j j_{2}}+\cdots+A_{j j_{k}}\right) v_{j_{2}} \cdots v_{j_{k}}=0
$$

The induction is complete, and (2.113) is established. Returning to our generator, we have

$$
\widetilde{\psi}\left(\left[h_{i}, e_{j}\right]-A_{i j} e_{j}\right)=\widetilde{\psi}\left(h_{i}\right) \widetilde{\psi}\left(e_{j}\right)-\widetilde{\psi}\left(e_{j}\right) \widetilde{\psi}\left(h_{i}\right)-A_{i j} \tilde{\psi}\left(e_{j}\right) .
$$

On 1 , each term on the right side acts as 0 . On $v_{j_{1}} \cdots v_{j_{k}}$, (2.113) shows that the effect of the right side is

$$
\begin{aligned}
= & -\left(A_{i j_{1}}+\cdots+A_{i j_{k}}-A_{i j}\right) e_{j}\left(v_{j_{1}} \cdots v_{j_{k}}\right) \\
& +\left(A_{i j_{1}}+\cdots+A_{i j_{k}}\right) e_{j}\left(v_{j_{1}} \cdots v_{j_{k}}\right)-A_{i j} e_{j}\left(v_{j_{1}} \cdots v_{j_{k}}\right)=0 .
\end{aligned}
$$

Thus $\widetilde{\psi}$ descends to $\mathfrak{F} / \widetilde{\mathfrak{R}}$.
Now we can prove that $\operatorname{span}\left\{h_{i}\right\}_{i=1}^{l}$ maps one-one from $\mathfrak{F}$ to $\mathfrak{F} / \tilde{\mathfrak{R}}$. If a nontrivial $\sum c_{i} h_{i}$ maps to 0 , then we have

$$
0=\left(\sum_{i} c_{i} h_{i}\right)\left(v_{j}\right)=-\left(\sum_{i} c_{i} A_{i j}\right) v_{j}
$$

for all $j$. Hence $\sum_{i} c_{i} A_{i j}=0$ for all $j$, in contradiction with the linear independence of the rows of $\left(A_{i j}\right)$. We conclude that $\operatorname{span}\left\{h_{i}\right\}_{i=1}^{l}$ maps one-one from $\mathfrak{F}$ to $\mathfrak{F} / \widetilde{R}$.

Now we bring in Serre relations (e) and (f), effectively imposing them directly on $\mathfrak{F} / \widetilde{\mathfrak{R}}$ to obtain $\mathfrak{g}$ as quotient. Define $\widetilde{\mathfrak{g}}=\mathfrak{F} / \widetilde{\mathfrak{R}}$. Let $\mathfrak{R}^{\prime}$ be the ideal in $\tilde{\mathfrak{g}}$ generated by all

$$
\left(\operatorname{ad} e_{i}\right)^{-A_{i j}+1} e_{j} \quad \text { and all } \quad\left(\operatorname{ad} f_{i}\right)^{-A_{i j}+1} f_{j} \quad \text { for } i \neq j
$$

Then indeed $\mathfrak{g} \cong \widetilde{\mathfrak{g}} / \mathfrak{R}^{\prime}$.
We define subalgebras $\tilde{\mathfrak{h}}$, $\tilde{\mathfrak{e}}$, and $\tilde{\mathfrak{f}}$ of $\tilde{\mathfrak{g}}$ as in the statement of Lemma 2.99. Let $\widetilde{\mathfrak{e}}^{\prime}$ be the ideal in $\widetilde{\mathfrak{e}}$ generated by all $\left(\operatorname{ad} e_{i}\right)^{-A_{i j}+1} e_{j}$, and let $\widetilde{\mathcal{F}}^{\prime}$ be the ideal in $\tilde{\mathfrak{f}}$ generated by all $\left(\operatorname{ad} f_{i}\right)^{-A_{i j}+1} f_{j}$. Then

$$
\begin{equation*}
\left(\text { generators of } \mathfrak{R}^{\prime}\right) \subseteq \widetilde{\mathfrak{e}}^{\prime}+\widetilde{f}^{\prime} \subseteq \widetilde{\mathfrak{e}}+\widetilde{\mathfrak{f}} . \tag{2.114}
\end{equation*}
$$

We shall prove that $\widetilde{\mathfrak{e}}^{\prime}$ is actually an ideal in $\widetilde{\mathfrak{g}}$. We observe that $\widetilde{\mathfrak{e}}^{\prime}$ is invariant under all ad $h_{k}$ (since the generators of $\widetilde{\mathfrak{e}}^{\prime}$ are eigenvectors) and all $e_{k}\left(\right.$ since $\left.\widetilde{\mathfrak{e}}^{\prime} \subseteq \widetilde{\mathfrak{e}}\right)$. Thus we are to show that

$$
\left(\operatorname{ad} f_{k}\right)\left(\operatorname{ad} e_{i}\right)^{-A_{i j}+1} e_{j}
$$

is in $\widetilde{\mathfrak{e}}^{\prime}$ if $i \neq j$. In fact, we show it is 0 .

If $k \neq i$, then $\left[f_{k}, e_{i}\right]=0$ shows that ad $f_{k}$ commutes with ad $e_{i}$. Thus we are led to

$$
\left(\operatorname{ad} e_{i}\right)^{-A_{i j}+1}\left[f_{k}, e_{j}\right]
$$

If $k \neq j$, this is 0 by Serre relation (b). If $k=j$, it is

$$
\begin{equation*}
=-\left(\operatorname{ad} e_{i}\right)^{-A_{i j}+1} h_{j}=A_{j i}\left(\operatorname{ad} e_{i}\right)^{-A_{i j}} e_{i} . \tag{2.115}
\end{equation*}
$$

If $A_{i j}<0$, then the right side of (2.115) is 0 since $\left[e_{i}, e_{i}\right]=0$; if $A_{i j}=0$, then the right side of (2.115) is 0 because the coefficient $A_{j i}$ is 0 .

If $k=i$, we are to consider

$$
\left(\operatorname{ad} f_{i}\right)\left(\operatorname{ad} e_{i}\right)^{-A_{i j}+1} e_{j} .
$$

Now

$$
\left(\operatorname{ad} f_{i}\right)\left(\operatorname{ad} e_{i}\right)^{n} e_{j}=-\left(\operatorname{ad} h_{i}\right)\left(\operatorname{ad} e_{i}\right)^{n-1} e_{j}+\left(\operatorname{ad} e_{i}\right)\left(\operatorname{ad} f_{i}\right)\left(\operatorname{ad} e_{i}\right)^{n-1} e_{j} .
$$

Since $\left(\operatorname{ad} f_{i}\right) e_{j}=0$, an easy induction with this equation shows that

$$
\left(\operatorname{ad} f_{i}\right)\left(\operatorname{ad} e_{i}\right)^{n} e_{j}=-n\left(A_{i j}+n-1\right)\left(\operatorname{ad} e_{i}\right)^{n-1} e_{j} .
$$

For $n=-A_{i j}+1$, the right side is 0 , as asserted. This completes the proof that $\widetilde{\mathfrak{e}}^{\prime}$ is an ideal in $\tilde{\mathfrak{g}}$.

Similarly $\widetilde{f}^{\prime}$ is an ideal in $\tilde{\mathfrak{g}}$, and so is the sum $\widetilde{\mathfrak{e}}^{\prime}+\tilde{\mathfrak{f}}^{\prime}$. From (2.114) we therefore obtain

In view of the direct sum decomposition (2.112), $\mathfrak{R}^{\prime} \cap \tilde{\mathfrak{h}}=0$. Therefore $\operatorname{span}\left\{h_{i}\right\}_{i=1}^{l}$ maps one-one from $\tilde{\mathfrak{g}}$ to $\tilde{\mathfrak{g}} / \mathfrak{R}^{\prime} \cong \mathfrak{g}$, and the proof of the theorem is complete.

## 12. Problems

1. According to Problem 13 in Chapter I, the trace form is a multiple of the Killing form for $\mathfrak{s l}(n+1, \mathbb{C})$ if $n \geq 1$, for $\mathfrak{s o}(2 n+1, \mathbb{C})$ if $n \geq 2, \mathfrak{s p}(n, \mathbb{C})$ if $n \geq 3$, and $\mathfrak{s o}(2 n, \mathbb{C})$ if $n \geq 4$. Find the multiple in each case.
2. Since the Dynkin diagrams of $A_{1} \oplus A_{1}$ and $D_{2}$ are isomorphic, the Isomorphism Theorem predicts that $\mathfrak{s l}(2, \mathbb{C}) \oplus \mathfrak{s l}(2, \mathbb{C})$ is isomorphic with $\mathfrak{s o}(4, \mathbb{C})$. Using the explicit root-space decomposition for $\mathfrak{s o}(4, \mathbb{C})$ found in $\S 1$, exhibit two 3-dimensional ideals in $\mathfrak{s o}(4, \mathbb{C})$, proving that they are indeed ideals.
3. Let $\mathfrak{g}$ be the 2-dimensional complex Lie algebra with a basis $\{X, Y\}$ such that $[X, Y]=Y$.
(a) Identify the regular elements.
(b) Prove that $\mathbb{C} X$ is a Cartan subalgebra but that $\mathbb{C} Y$ is not.
(c) Find the weight-space decomposition of $\mathfrak{g}$ relative to the Cartan subalgebra $\mathbb{C} X$.
4. Let $\mathfrak{g}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_{\alpha}$ be a root-space decomposition for a complex semisimple Lie algebra, and let $\Delta^{\prime}$ be a subset of $\Delta$ that forms a root system in $\mathfrak{h}_{0}^{*}$.
(a) Show by example that $\mathfrak{s}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta^{\prime}} \mathfrak{g}_{\alpha}$ need not be a subalgebra of $\mathfrak{g}$.
(b) Suppose that $\Delta^{\prime} \subseteq \Delta$ is a root subsystem with the following property. Whenever $\alpha$ and $\beta$ are in $\Delta^{\prime}$ and $\alpha+\beta$ is in $\Delta$, then $\alpha+\beta$ is in $\Delta^{\prime}$. Prove that $\mathfrak{s}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta^{\prime}} \mathfrak{g}_{\alpha}$ is a subalgebra of $\mathfrak{g}$ and that it is semisimple.
5. Exhibit complex semisimple Lie algebras of dimensions 8, 9, and 10. Deduce that there are complex semisimple Lie algebras of every dimension $\geq 8$.
6. Using results from $\S \S 4-5$ but not the classification, show that there are no complex semisimple Lie algebras of dimensions 4,5 , or 7 .
7. Let $\Delta$ be a root system, and fix a simple system $\Pi$. Show that any positive root can be written in the form

$$
\alpha=\alpha_{i_{1}}+\alpha_{i_{2}}+\cdots+\alpha_{i_{k}}
$$

with each $\alpha_{i_{j}}$ in $\Pi$ and with each partial summand from the left equal to a positive root.
8. Let $\Delta$ be a root system, and fix a lexicographic ordering. Show that the largest root $\alpha_{0}$ has $\left\langle\alpha_{0}, \alpha\right\rangle \geq 0$ for all positive roots $\alpha$. If $\Delta$ is of type $B_{n}$ with $n \geq 2$, find a positive root $\beta_{0}$ other than $\alpha_{0}$ with $\left\langle\beta_{0}, \alpha\right\rangle \geq 0$ for all positive roots $\alpha$.
9. Write down the Cartan matrices for $A_{n}, B_{n}, C_{n}$, and $D_{n}$.
10. The root system $G_{2}$ is pictured in Figure 2.2. According to Theorem 2.63, there are exactly 12 simple systems for this root system.
(a) Identify them in Figure 2.2.
(b) Fix one of them, letting the short simple root be $\alpha$ and the long simple root be $\beta$. Identify the positive roots, and express each of them as a linear combination of $\alpha$ and $\beta$.
11. (a) Prove that two simple roots in a Dynkin diagram that are connected by a single edge are in the same orbit under the Weyl group.
(b) For an irreducible root system, prove that all roots of a particular length form a single orbit under the Weyl group.
12. In a reduced root system with a positive system imposed, let $\alpha$ and $\beta$ be distinct simple roots connected by $n$ edges ( $0 \leq n \leq 3$ ) in the Dynkin diagram, and let $s_{\alpha}$ and $s_{\beta}$ be the corresponding reflections in the Weyl group. Show that

$$
\left(s_{\alpha} s_{\beta}\right)^{k}=1, \quad \text { where } k= \begin{cases}2 & \text { if } n=0 \\ 3 & \text { if } n=1 \\ 4 & \text { if } n=2 \\ 6 & \text { if } n=3\end{cases}
$$

13. (a) Prove that any element of order 2 in a Weyl group is the product of commuting root reflections.
(b) Prove that the only reflections in a Weyl group are the root reflections.
14. Let $\Delta$ be an abstract root system in $V$, and fix an ordering. Suppose that $\lambda$ is in $V$ and $w$ is in the Weyl group. Prove that if $\lambda$ and $w \lambda$ are both dominant, then $w \lambda=\lambda$.
15. Verify the following table of values for the number of roots, the dimension of $\mathfrak{g}$, and the order of the Weyl group for the classical irreducible reduced root systems:

| Type of $\Delta$ | $\|\Delta\|$ | $\operatorname{dimg}$ | $\|W\|$ |
| :---: | :---: | :---: | :---: |
| $A_{n}$ | $n(n+1)$ | $n(n+2)$ | $(n+1)!$ |
| $B_{n}$ | $2 n^{2}$ | $n(2 n+1)$ | $n!2^{n}$ |
| $C_{n}$ | $2 n^{2}$ | $n(2 n+1)$ | $n!2^{n}$ |
| $D_{n}$ | $2 n(n-1)$ | $n(2 n-1)$ | $n!2^{n-1}$ |

16. Verify the following table of values for the number of roots and the dimension of $\mathfrak{g}$ for the exceptional irreducible reduced root systems. These systems are described explicitly in Figure 2.2 and Proposition 2.87:

| Type of $\Delta$ | $\|\Delta\|$ | $\operatorname{dim} \mathfrak{g}$ |
| :---: | :---: | :---: |
| $E_{6}$ | 72 | 78 |
| $E_{7}$ | 126 | 133 |
| $E_{8}$ | 240 | 248 |
| $F_{4}$ | 48 | 52 |
| $G_{2}$ | 12 | 14 |

17. If $\Delta$ is an abstract root system and $\alpha$ is in $\Delta$, let $\alpha^{\vee}=2|\alpha|^{-2} \alpha$. Define $\Delta^{\vee}=\left\{\alpha^{\vee} \mid \alpha \in \Delta\right\}$.
(a) Prove that $\Delta^{\vee}$ is an abstract root system with the same Weyl group as $\Delta$.
(b) If $\Pi$ is a simple system for $\Delta$, prove that $\Pi^{\vee}=\left\{\alpha^{\vee} \mid \alpha \in \Pi\right\}$ is a simple system for $\Delta^{\vee}$.
(c) For any reduced irreducible root system $\Delta$ other than $B_{n}$ and $C_{n}$, show from the classification that $\Delta^{\vee} \cong \Delta$. For $B_{n}$ and $C_{n}$, show that $\left(B_{n}\right)^{\vee} \cong$ $C_{n}$ and $\left(C_{n}\right)^{\vee} \cong B_{n}$.
18. Let $\Pi$ be a simple system in a root system $\Delta$, and let $\Delta^{+}$be the corresponding set of positive roots.
(a) Prove that the negatives of the members of $\Pi$ form another simple system, and deduce that there is a unique member $w_{0}$ of the Weyl group sending $\Delta^{+}$to $-\Delta^{+}$.
(b) Prove that $-w_{0}$ gives an automorphism of the Dynkin diagram, and conclude that -1 is in the Weyl group for $B_{n}, C_{n}, E_{7}, E_{8}, F_{4}$, and $G_{2}$.
(c) Prove that -1 is not in the Weyl group of $A_{n}$ for $n \geq 2$.
(d) Prove that -1 is in the Weyl group of $D_{n}$ if $n \geq 2$ is even but not if $n \geq 3$ is odd.
19. Using the classification theorems, show that Figure 2.2 exhibits all but two of the root systems in 2-dimensional spaces, up to isomorphism. What are the two that are missing?
20. Let $\mathfrak{g}$ be a complex semisimple Lie algebra, let $\mathfrak{h}$ be a Cartan subalgebra, let $\Delta$ be the roots, let $W$ be the Weyl group, and let $w$ be in $W$. Using the Isomorphism Theorem, prove that there is a member of Aut $\mathbb{C}_{\mathbb{C}}$ whose restriction to $\mathfrak{h}$ is $w$.

Problems 21-24 concern the length function $l(w)$ on the Weyl group $W$. Fix a reduced root system $\Delta$ and an ordering, and let $l(w)$ be defined as in $\S 6$ before Proposition 2.70.
21. Prove that $l(w)=l\left(w^{-1}\right)$.
22. (a) Define $\operatorname{sgn} w=(-1)^{l(w)}$. Prove that the function sgn carrying $W$ to $\{ \pm 1\}$ is a homomorphism.
(b) Prove that $\operatorname{sgn} w=\operatorname{det} w$ for all $w \in W$.
(c) Prove that $l\left(s_{\alpha}\right)$ is odd for any root reflection $s_{\alpha}$.
23. For $w_{1}$ and $w_{2}$ in $W$, prove that

$$
l\left(w_{1} w_{2}\right)=l\left(w_{1}\right)+l\left(w_{2}\right)-2 \#\left\{\beta \in \Delta \mid \beta>0, w_{1} \beta<0, w_{2}^{-1} \beta<0\right\}
$$

24. If $\alpha$ is a root, prove that $l\left(w s_{\alpha}\right)<l(w)$ if $w \alpha<0$ and that $l\left(w s_{\alpha}\right)>l(w)$ if $w \alpha>0$.

Problems 25-30 compute the determinants of all irreducible Cartan matrices.
25. Let $M_{l}$ be an $l$-by- $l$ Cartan matrix whose first two rows and columns look like

$$
\left(\begin{array}{rrr}
2 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -1 & *
\end{array}\right),
$$

the other entries in those rows and columns being 0 . Let $M_{l-1}$ be the Cartan matrix obtained by deleting the first row and column from $M_{l}$, and let $M_{l-2}$ be the Cartan matrix obtained by deleting the first row and column from $M_{l-1}$. Prove that

$$
\operatorname{det} M_{l}=2 \operatorname{det} M_{l-1}-\operatorname{det} M_{l-2} .
$$

26. Reinterpret the condition on the Cartan matrix $M_{l}$ in Problem 25 as a condition on the corresponding Dynkin diagram.
27. Calculate explicitly the determinants of the irreducible Cartan matrices of types $A_{1}, A_{2}, B_{2}, B_{3}, C_{3}$, and $D_{4}$, showing that they are $2,3,2,2,2$, and 4 , respectively.
28. Using the inductive formula in Problem 25 and the initial data in Problem 27, show that the determinants of the irreducible Cartan matrices of types $A_{n}$ for $n \geq 1, B_{n}$ for $n \geq 2, C_{n}$ for $n \geq 3$, and $D_{n}$ for $n \geq 4$ are $n+1,2,2$, and 4, respectively.
29. Using the inductive formula in Problem 25 and the initial data for $A_{4}$ and $D_{5}$ computed in Problem 28, show that the determinants of the irreducible Cartan matrices of types $E_{6}, E_{7}$, and $E_{8}$ are 3, 2, and 1, respectively.
30. Calculate explicitly the determinants of the Cartan matrices for $F_{4}$ and $G_{2}$, showing that they are both 1 .

Problems 31-34 compute the order of the Weyl group for the root systems $F_{4}, E_{6}$, $E_{7}$, and $E_{8}$. In each case the idea is to identify a transitive group action by the Weyl group, compute the number of elements in an orbit, compute the order of the subgroup fixing an element, and multiply.
31. The root system $F_{4}$ is given explicitly in (2.88).
(a) Show that the long roots form a root system of type $D_{4}$.
(b) By (a) the Weyl group $W_{D}$ of $D_{4}$ is a subgroup of the Weyl group $W_{F}$ of $F_{4}$. Show that every element of $W_{F}$ leaves the system $D_{4}$ stable and therefore carries an ordered system of simple roots for $D_{4}$ to another ordered simple system. Conclude that $\left|W_{F} / W_{D}\right|$ equals the number of symmetries of the Dynkin diagram of $D_{4}$ that can be implemented by $W_{F}$.
(c) Show that reflection in $e_{4}$ and reflection in $\frac{1}{2}\left(e_{1}-e_{2}-e_{3}-e_{4}\right)$ are members of $W_{F}$ that permute the standard simple roots of $D_{4}$ as given in (2.50), and deduce that $\left|W_{F} / W_{D}\right|=6$.
(d) Conclude that $\left|W_{F}\right|=2^{7} \cdot 3^{2}$.
32. The root system $\Delta=E_{6}$ is given explicitly in the proof of Proposition 2.87. Let $W$ be the Weyl group.
(a) Why is the orbit of $\frac{1}{2}\left(e_{8}-e_{7}-e_{6}+e_{5}+e_{4}+e_{3}+e_{2}+e_{1}\right)$ under $W$ equal exactly to $\Delta$ ?
(b) Show that the subset of $\Delta$ orthogonal to the root in (a) is a root system of type $A_{5}$.
(c) The element -1 is not in the Weyl group of $A_{5}$. Why does it follow from this fact and (b) that -1 is not in the Weyl group of $E_{6}$ ?
(d) Deduce from (b) that the subgroup of $W$ fixing the root in (a) is isomorphic to the Weyl group of $A_{5}$.
(e) Conclude that $|W|=2^{7} \cdot 3^{4} \cdot 5$.
33. The root system $\Delta=E_{7}$ is given explicitly in the proof of Proposition 2.87. Let $W$ be the Weyl group.
(a) Why is the orbit of $e_{8}-e_{7}$ under $W$ equal exactly to $\Delta$ ?
(b) Show that the subset of $\Delta$ orthogonal to $e_{8}-e_{7}$ is a root system of type $D_{6}$.
(c) Deduce from (b) that the subgroup of $W$ fixing $e_{8}-e_{7}$ is isomorphic to the Weyl group of $D_{6}$.
(d) Conclude that $|W|=2^{10} \cdot 3^{4} \cdot 5 \cdot 7$.
34. The root system $\Delta=E_{8}$ is given explicitly in (2.89). Let $W$ be the Weyl group.
(a) Why is the orbit of $e_{8}+e_{7}$ under $W$ equal exactly to $\Delta$ ?
(b) Show that the subset of $\Delta$ orthogonal to $e_{8}+e_{7}$ is a root system of type $E_{7}$.
(c) Deduce from (b) that the subgroup of $W$ fixing $e_{8}+e_{7}$ is isomorphic to the Weyl group of $E_{7}$.
(d) Conclude that $|W|=2^{14} \cdot 3^{5} \cdot 5^{2} \cdot 7$.

Problems 35-37 exhibit an explicit isomorphism of $\mathfrak{s l}(4, \mathbb{C})$ with $\mathfrak{s o}(6, \mathbb{C})$. Such an isomorphism is predicted by the Isomorphism Theorem since the Dynkin diagrams of $A_{3}$ and $D_{3}$ are isomorphic.
35. Let $I_{3,3}$ be the 6-by-6 diagonal matrix defined in Example 3 in $\S$ I.8, and define $\mathfrak{g}=\left\{X \in \mathfrak{g l}(6, \mathbb{C}) \mid X^{t} I_{3,3}+I_{3,3} X=0\right\}$. Let $S=\operatorname{diag}(i, i, i, 1,1,1)$. For $X \in \mathfrak{g}$, let $Y=S X S^{-1}$. Prove that the map $X \mapsto Y$ is an isomorphism of $\mathfrak{g}$ onto $\mathfrak{s o}(6, \mathbb{C})$.
36. Any member of $\mathfrak{s l}(4, \mathbb{C})$ acts on the 6 -dimensional complex vector space of alternating tensors of rank 2 by $M\left(e_{i} \wedge e_{j}\right)=M e_{i} \wedge e_{j}+e_{i} \wedge M e_{j}, \quad$ where
$\left\{e_{i}\right\}_{i=1}^{4}$ is the standard basis of $\mathbb{C}^{4}$. Using

$$
\left(e_{1} \wedge e_{2}\right) \pm\left(e_{3} \wedge e_{4}\right), \quad\left(e_{1} \wedge e_{3}\right) \pm\left(e_{2} \wedge e_{4}\right), \quad\left(e_{1} \wedge e_{4}\right) \pm\left(e_{2} \wedge e_{3}\right)
$$

in some particular order as an ordered basis for the alternating tensors, show that the action of $M$ is given by an element of the Lie algebra of $\mathfrak{g}$ in Problem 35.
37. The previous two problems combine to give a Lie algebra homomorphism of $\mathfrak{s l}(4, \mathbb{C})$ into $\mathfrak{s o}(6, \mathbb{C})$. Show that no nonzero element of $\mathfrak{s l}(4, \mathbb{C})$ acts as the 0 operator on alternating tensors, and deduce from the simplicity of $\mathfrak{s l}(4, \mathbb{C})$ that the homomorphism is an isomorphism.
Problems 38 - 39 exhibit an explicit isomorphism of $\mathfrak{s p}(2, \mathbb{C})$ with $\mathfrak{s o}(5, \mathbb{C})$. Such an isomorphism is predicted by the Isomorphism Theorem since the Dynkin diagrams of $C_{2}$ and $B_{2}$ are isomorphic.
38. The composition of the inclusion $\mathfrak{s p}(2, \mathbb{C}) \hookrightarrow \mathfrak{s l}(4, \mathbb{C})$ followed by the mapping of Problem 36 gives a homomorphism of $\mathfrak{s p}(2, \mathbb{C})$ into the Lie algebra $\mathfrak{g}$ of Problem 35. Show that there is some index $i, 1 \leq i \leq 6$, such that the $i^{\text {th }}$ row and column of the image in $\mathfrak{g}$ are always 0 .
39. Deduce that the composition of the homomorphism of Problem 38 followed by the isomorphism $\mathfrak{g} \cong \mathfrak{s o}(6, \mathbb{C})$ of Problem 35 may be regarded as an isomorphism of $\mathfrak{s p}(2, \mathbb{C})$ with $\mathfrak{s o}(5, \mathbb{C})$.
Problems 40-42 give an explicit construction of a simple complex Lie algebra of type $G_{2}$.
40. Let $\Delta$ be the root system of type $B_{3}$ given in a space $V$ as in (2.43). Prove that the orthogonal projection of $\Delta$ on the subspace of $V$ orthogonal to $e_{1}+e_{2}+e_{3}$ is a root system of type $G_{2}$.
41. Let $\mathfrak{g}$ be a simple complex Lie algebra of type $B_{3}$. Let $\mathfrak{h}$ be a Cartan subalgebra, let the root system be as in Problem 40, and let $B$ be the Killing form. Prove that the centralizer of $H_{e_{1}+e_{2}+e_{3}}$ is the direct sum of $\mathbb{C} H_{e_{1}+e_{2}+e_{3}}$ and a simple complex Lie algebra of type $A_{2}$ and dimension 8.
42. In Problem 41 normalize root vectors $X_{\alpha}$ so that $B\left(X_{\alpha}, X_{-\alpha}\right)=1$. From the two vectors $\left[X_{e_{1}}, X_{e_{2}}\right]+2 X_{-e_{3}}$ and $\left[X_{-e_{1}}, X_{-e_{2}}\right]-2 X_{e_{3}}$, obtain four more vectors by permuting the indices cyclically. Let $\mathfrak{g}^{\prime}$ be the 14 -dimensional linear span of these six vectors and the $A_{2}$ Lie subalgebra of Problem 41. Prove that $\mathfrak{g}^{\prime}$ is a Lie subalgebra of $\mathfrak{g}$ of type $G_{2}$.
Problems 43-48 give an alternative way of viewing the three classes of Lie algebras $\mathfrak{s o}(2 n+1, \mathbb{C}), \mathfrak{s p}(n, \mathbb{C})$, and $\mathfrak{s o}(2 n, \mathbb{C})$ that stresses their similarities. This point of view is useful in the study of automorphic forms. With $A^{t}$ denoting the usual transpose of a square matrix $A$, define the backwards transpose ${ }^{t} A$ as transpose about the opposite diagonal from usual or equivalently as $\left({ }^{t} A\right)_{i j}=A_{n+1-j, n+1-i}$ if $A$ is an $n$-by- $n$ matrix. The mapping $A \mapsto{ }^{t} A$ is linear, reverses the order of multiplication, leaves determinant unchanged, sends the identity to itself, maps
inverses to inverses, and maps exponentials to exponentials. The $n$-by- $n$ matrices $A^{t}$ and ${ }^{t} A$ are related by ${ }^{t} A=L A^{t} L^{-1}$, where $L$ is 1 along the opposite diagonal from usual (i.e., has $L_{i, n+1-i}=1$ for $1 \leq i \leq n$ ) and is 0 otherwise.
43. Prove the Principal-axis Theorem concerning symmetric matrices over any field $\mathbb{k}$ of characteristic $\neq 2$, namely that if $A$ is a square matrix over $\mathbb{k}$ with $A^{t}=A$, then there exists a nonsingular square matrix $M$ over $\mathbb{k}$ such that $M^{t} A M$ is diagonal. The proof is to proceed by induction on the size $n$, replacing a matrix $\left(\begin{array}{cc}a & b \\ b^{t} & d\end{array}\right)$ in block form with $a$ of size $(n-1)$-by- $(n-1)$ and $d$ of size 1-by-1 by $\left(\begin{array}{cc}1 & x \\ 0 & 1\end{array}\right)\left(\begin{array}{cc}a & b \\ b^{t} & d\end{array}\right)\left(\begin{array}{cc}1 & 0 \\ x^{t} & 1\end{array}\right)$ if $d \neq 0$ and replacing $\left(\begin{array}{cc}a & b \\ b^{t} & d\end{array}\right)$ by $\left(\begin{array}{ll}1 & 0 \\ y & 1\end{array}\right)\left(\begin{array}{ll}a & b \\ b^{t} & 0\end{array}\right)\left(\begin{array}{ll}1 & y^{t} \\ 0 & 1\end{array}\right)$ if $d=0$.
44. Prove a version of the result in Problem 43 for skew-symmetric matrices, namely that if $A$ is a square matrix over $\mathbb{k}$ with $A^{t}=-A$, then there exists a nonsingular square matrix $M$ over $\mathbb{k}$ such that $M^{t} A M$ is block diagonal with diagonal blocks that are 2-by-2 or 1-by-1 and are skew-symmetric. The proof is to proceed by induction on the size as in Problem 43, except that $d$ is a 2-by-2 skew-symmetric matrix chosen to be nonzero after a permutation of the coordinates.
45. Prove concerning square matrices over $\mathbb{C}$ :
(a) If $A$ is nonsingular with $A^{t}=A$, then there exists a nonsingular square matrix $M$ such that $M^{t} A M=1$.
(b) If $A$ is nonsingular with $A^{t}=-A$, then the size is even and there exists a nonsingular square matrix $M$ such that $M^{t} A M=J$, where $J$ is as in §I. 8.
46. Let $A$ be an $n$-by- $n$ nonsingular matrix that is symmetric or skew-symmetric, and define $G_{A}=\left\{x \in G L(n, \mathbb{C}) \mid x^{-1}=A x^{t} A^{-1}\right.$ and $\left.\operatorname{det} x=1\right\}$.
(a) Prove that the linear Lie algebra of $G_{A}$ is

$$
\mathfrak{g}_{A}=\left\{X \in \mathfrak{g l}(n, \mathbb{C}) \mid A X^{t} A^{-1}+X=0\right\}
$$

(b) Prove that if $A$ and $B$ are nonsingular symmetric $n$-by- $n$ matrices, then there exists $g \in G L(n, \mathbb{C})$ such that $G_{B}=g G_{A} g^{-1}$.
(c) Prove that if $A$ and $B$ are nonsingular skew-symmetric $n$-by- $n$ matrices, then $n$ is even and there exists $g \in G L(n, \mathbb{C})$ such that $G_{B}=g G_{A} g^{-1}$.
(d) Let $S O^{\prime}(n, \mathbb{C})=\left\{x \in G L(n, \mathbb{C}) \mid x^{-1}={ }^{t} x\right.$ and $\left.\operatorname{det} x=1\right\}$. Prove that $S O^{\prime}(n, \mathbb{C})$ is isomorphic to $S O(n, \mathbb{C})$ as a complex Lie group and that the linear Lie algebra of $S O^{\prime}(n, \mathbb{C})$ is

$$
\mathfrak{s o}^{\prime}(n, \mathbb{C})=\left\{\left.X \in \mathfrak{g l}(n, \mathbb{C})\right|^{t} X+X=0\right\}
$$

(e) Prove that $\operatorname{Sp}(n, \mathbb{C})=\left\{x \in G L(2 n, \mathbb{C}) \mid x^{-1}=I_{n, n}{ }^{t} x I_{n, n}\right.$, $\left.\operatorname{det} x=1\right\}$, where $I_{n, n}$ is the diagonal matrix $\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$ defined in $\S$ I. 8 , and that the definition of the Lie algebra $\mathfrak{s p}(n, \mathbb{C})$ may be written as

$$
\mathfrak{s p}(n, \mathbb{C})=\left\{\left.X \in \mathfrak{g l}(2 n, \mathbb{C})\right|^{t} X I_{n, n}+I_{n, n} X=0\right\}
$$

47. Let $\mathfrak{g}$ be $\mathfrak{s o}^{\prime}(n, \mathbb{C})$ or $\mathfrak{s p}(n, \mathbb{C})$ as in Problem 46 .
(a) Show that the diagonal subalgebra of $\mathfrak{g}$ is a Cartan subalgebra.
(b) Using the formula $\left[H, E_{i j}\right]=\left(e_{i}(H)-e_{j}(H)\right) E_{i j}$ valid in $\mathfrak{s l}(N, \mathbb{C})$ for diagonal $H$, compute the root spaces in $\mathfrak{g}$ and show that the positive roots may be taken to be those whose root vectors are upper triangular matrices.
48. Prove that $S O^{\prime}(N, \mathbb{C}) \cap G L(N, \mathbb{R})$ is isomorphic to $S O(n+1, n)$ if $N=2 n+1$, or to $S O(n, n)$ if $N=2 n$.

## CHAPTER III

## Universal Enveloping Algebra


#### Abstract

For a complex Lie algebra $\mathfrak{g}$, the universal enveloping algebra $U(\mathfrak{g})$ is an explicit complex associative algebra with identity having the property that any Lie algebra homomorphism of $\mathfrak{g}$ into an associative algebra $A$ with identity "extends" to an associative algebra homomorphism of $U(\mathfrak{g})$ into $A$ and carrying 1 to 1 . The algebra $U(\mathfrak{g})$ is a quotient of the tensor algebra $T(\mathfrak{g})$ and is a filtered algebra as a consequence of this property. The Poincaré-Birkhoff-Witt Theorem gives a vector-space basis of $U(\mathfrak{g})$ in terms of an ordered basis of $\mathfrak{g}$.

One consequence of this theorem is to identify the associated graded algebra for $U(\mathfrak{g})$ as canonically isomorphic to the symmetric algebra $S(\mathfrak{g})$. This identification allows the construction of a vector-space isomorphism called "symmetrization" from $S(\mathfrak{g})$ onto $U(\mathfrak{g})$. When $\mathfrak{g}$ is a direct sum of subspaces, the symmetrization mapping exhibits $U(\mathfrak{g})$ canonically as a tensor product.

Another consequence of the Poincaré-Birkhoff-Witt Theorem is the existence of a free Lie algebra on any set $X$. This is a Lie algebra $\mathfrak{F}$ with the property that any function from $X$ into a Lie algebra extends uniquely to a Lie algebra homomorphism of $\mathfrak{F}$ into the Lie algebra.


## 1. Universal Mapping Property

Throughout this chapter we suppose that $\mathfrak{g}$ is a complex Lie algebra. We shall be interested only in Lie algebras whose dimension is at most countable, but our discussion will apply in general. Usually, but not always, $\mathfrak{g}$ will be finite dimensional. When we are studying a Lie group $G$ with Lie algebra $\mathfrak{g}_{0}, \mathfrak{g}$ will be the complexification of $\mathfrak{g}_{0}$.

If we have a (complex-linear) representation $\pi$ of $\mathfrak{g}$ on a complex vector space $V$, then the investigation of invariant subspaces in principle involves writing down all iterates $\pi\left(X_{1}\right) \pi\left(X_{2}\right) \cdots \pi\left(X_{n}\right)$ for members of $\mathfrak{g}$, applying them to members of $V$, and seeing what elements of $V$ result. In the course of computing the resulting elements of $V$, one might be able to simplify an expression by using the identity $\pi(X) \pi(Y)=\pi(Y) \pi(X)+\pi[X, Y]$. This identity really has little to do with $\pi$, and our objective in this section will be to introduce a setting in which we can make such calculations without
reference to $\pi$; to obtain an identity for the representation $\pi$, one simply applies $\pi$ to both sides of a universal identity.

For a first approximation of what we want, we can use the tensor algebra $T(\mathfrak{g})=\bigoplus_{k=0}^{\infty} T^{k}(\mathfrak{g}$ ). (Appendix A gives the definition and elementary properties of $T(\mathfrak{g})$.) The representation $\pi$ is a linear map of $\mathfrak{g}$ into the associative algebra $\operatorname{End}_{\mathbb{C}} V$ and extends to an algebra homomorphism $\tilde{\pi}: T(\mathfrak{g}) \rightarrow \operatorname{End}_{\mathbb{C}} V$ with $\tilde{\pi}(1)=1$. Then $\pi\left(X_{1}\right) \pi\left(X_{2}\right) \cdots \pi\left(X_{n}\right)$ can be replaced by $\tilde{\pi}\left(X_{1} \otimes X_{2} \otimes \cdots \otimes X_{n}\right)$. The difficulty with using $T(\mathfrak{g})$ is that it does not take advantage of the Lie algebra structure of $\mathfrak{g}$ and does not force the identity $\pi(X) \pi(Y)=\pi(Y) \pi(X)+\pi[X, Y]$ for all $X$ and $Y$ in $\mathfrak{g}$ and all $\pi$. Thus instead of the tensor algebra, we use the following quotient of $T(\mathfrak{g})$ :

$$
\begin{equation*}
U(\mathfrak{g})=T(\mathfrak{g}) / J \tag{3.1a}
\end{equation*}
$$

where

$$
J=\left(\begin{array}{l}
\text { two-sided ideal generated by all }  \tag{3.1b}\\
X \otimes Y-Y \otimes X-[X, Y] \text { with } X \\
\text { and } Y \text { in } T^{1}(\mathfrak{g})
\end{array}\right) .
$$

The quotient $U(\mathfrak{g})$ is an associative algebra with identity and is known as the universal enveloping algebra of $\mathfrak{g}$. Products in $U(\mathfrak{g})$ are written without multiplication signs.

The canonical map $\mathfrak{g} \rightarrow U(\mathfrak{g})$ given by embedding $\mathfrak{g}$ into $T^{1}(\mathfrak{g})$ and then passing to $U(\mathfrak{g})$ is denoted $\iota$. Because of (3.1), $\iota$ satisfies

$$
\begin{equation*}
\iota[X, Y]=\iota(X) \iota(Y)-\iota(Y) \iota(X) \quad \text { for } X \text { and } Y \text { in } \mathfrak{g} \tag{3.2}
\end{equation*}
$$

The algebra $U(\mathfrak{g})$ is harder to work with than the exterior algebra $\bigwedge(\mathfrak{g})$ or the symmetric algebra $S(\mathfrak{g})$, which are both quotients of $T(\mathfrak{g})$ and are discussed in Appendix A. The reason is that the ideal in (3.1b) is not generated by homogeneous elements. Thus, for example, it is not evident that the canonical map $\iota: \mathfrak{g} \rightarrow U(\mathfrak{g})$ is one-one. However, when $\mathfrak{g}$ is abelian, $U(\mathfrak{g})$ reduces to $S(\mathfrak{g})$, and we have a clear notion of what to expect of $U(\mathfrak{g})$. Even when $\mathfrak{g}$ is nonabelian, $U(\mathfrak{g})$ and $S(\mathfrak{g})$ are still related, and we shall make the relationship precise later in this chapter.

Let $U_{n}(\mathfrak{g})$ be the image of $T_{n}(\mathfrak{g})=\bigoplus_{k=0}^{n} T^{k}(\mathfrak{g})$ under the passage to the quotient in (3.1). Then $U(\mathfrak{g})=\bigcup_{n=0}^{\infty} U_{n}(\mathfrak{g})$. Since $\left\{T_{n}(\mathfrak{g})\right\}$ exhibits
$T(\mathfrak{g})$ as a filtered algebra, $\left\{U_{n}(\mathfrak{g})\right\}$ exhibits $U(\mathfrak{g})$ as a filtered algebra. If $\mathfrak{g}$ is finite dimensional, each $U_{n}(\mathfrak{g})$ is finite dimensional.

Proposition 3.3. The algebra $U(\mathfrak{g})$ and the canonical map $\iota: \mathfrak{g} \rightarrow U(\mathfrak{g})$ have the following universal mapping property: Whenever $A$ is a complex associative algebra with identity and $\pi: \mathfrak{g} \rightarrow A$ is a linear mapping such that

$$
\begin{equation*}
\pi(X) \pi(Y)-\pi(Y) \pi(X)=\pi[X, Y] \quad \text { for all } X \text { and } Y \text { in } \mathfrak{g}, \tag{3.4}
\end{equation*}
$$

then there exists a unique algebra homomorphism $\widetilde{\pi}: U(\mathfrak{g}) \rightarrow A$ such that $\tilde{\pi}(1)=1$ and the diagram

commutes.
Remarks.

1) We regard $\tilde{\pi}$ as an "extension" of $\pi$. This notion will be more appropriate after we prove that $\iota$ is one-one.
2) This proposition allows us to make an alternative definition of universal enveloping algebra for $\mathfrak{g}$. It is a pair $(U(\mathfrak{g}), \iota)$ such that $U(\mathfrak{g})$ is an associative algebra with identity, $\iota: \mathfrak{g} \rightarrow U(\mathfrak{g})$ is a linear mapping satisfying (3.2), and whenever $\pi: \mathfrak{g} \rightarrow A$ is a linear mapping satisfying (3.4), then there exists a unique algebra homomorphism $\widetilde{\pi}: U(\mathfrak{g}) \rightarrow A$ such that $\tilde{\pi}(1)=1$ and the diagram (3.5) commutes. The proposition says that the constructed $U(\mathfrak{g})$ has this property, and we can use this property to see that any other candidate, say $\left(U^{\prime}(\mathfrak{g}), \iota^{\prime}\right)$, has $U^{\prime}(\mathfrak{g})$ canonically isomorphic with the constructed $U(\mathfrak{g})$. In fact, if we use (3.5) with $A=U^{\prime}(\mathfrak{g})$ and $\pi=\iota^{\prime}$, we obtain an algebra map $\tilde{\iota^{\prime}}: U(\mathfrak{g}) \rightarrow U^{\prime}(\mathfrak{g})$. Reversing the roles of $U(\mathfrak{g})$ and $U^{\prime}(\mathfrak{g})$ yields $\tilde{\imath}: U^{\prime}(\mathfrak{g}) \rightarrow U(\mathfrak{g})$. To see that $\tilde{\iota} \circ \tilde{\iota}=1_{U(\mathfrak{g})}$, we use the uniqueness of the extension $\widetilde{\pi}$ in (3.5) when $A=U(\mathfrak{g})$ and $\pi=1$. Similarly $\tilde{\iota^{\prime}} \circ \tilde{\iota}=1_{U^{\prime}(\mathfrak{g})}$.

Proof. Uniqueness follows from the fact that 1 and $\iota(\mathfrak{g})$ generate $U(\mathfrak{g})$. For existence let $\pi_{1}: T(\mathfrak{g}) \rightarrow A$ be the extension given by the universal mapping property of $T(\mathfrak{g})$ in Proposition A.14. To obtain $\widetilde{\pi}$, we are to show that $\pi_{1}$ annihilates the ideal $J$ in (3.1b). It is enough to consider $\pi_{1}$
on a typical generator of $J$, where we have

$$
\begin{aligned}
\pi_{1}(\iota X \otimes \iota Y-\iota Y \otimes \iota X & -\iota[X, Y]) \\
& =\pi_{1}(\iota X) \pi_{1}(\iota Y)-\pi_{1}(\iota Y) \pi_{1}(\iota X)-\pi_{1}(\iota[X, Y]) \\
& =\pi(X) \pi(Y)-\pi(Y) \pi(X)-\pi[X, Y] \\
& =0 .
\end{aligned}
$$

Corollary 3.6. Representations of $\mathfrak{g}$ on complex vector spaces stand in one-one correspondence with unital left $U(\mathfrak{g})$ modules (under the correspondence $\pi \rightarrow \tilde{\pi}$ of Proposition 3.3).

Remark. Unital means that 1 operates as 1.
Proof. If $\pi$ is a representation of $\mathfrak{g}$ on $V$, we apply Proposition 3.3 to $\pi: \mathfrak{g} \rightarrow \operatorname{End}_{\mathbb{C}} V$, and then $V$ becomes a unital left $U(\mathfrak{g})$ module under $u v=\tilde{\pi}(u) v$ for $u \in U(\mathfrak{g})$ and $v \in V$. Conversely if $V$ is a unital left $U(\mathfrak{g})$ module, then $V$ is already a complex vector space with scalar multiplication given by the action of the scalar multiples of 1 in $U(\mathfrak{g})$. If we define $\pi(X) v=(\iota X) v$, then (3.2) implies that $\pi$ is a representation of $\mathfrak{g}$. The two constructions are inverse to each other since $\tilde{\pi} \circ \iota=\pi$ in Proposition 3.3.

Proposition 3.7. There exists a unique antiautomorphism $u \mapsto u^{t}$ of $U(\mathfrak{g})$ such that $\iota(X)^{t}=-\iota(X)$ for all $X \in \mathfrak{g}$.

Remark. The map $(\cdot)^{t}$ is called transpose.
Proof. It is unique since $\iota(\mathfrak{g})$ and 1 generate $U(\mathfrak{g})$. Let us prove existence. For each $n \geq 1$, the map

$$
\left(X_{1}, \ldots, X_{n}\right) \mapsto(-1)^{n} X_{n} \otimes \cdots \otimes X_{1}
$$

is $n$-multilinear from $\mathfrak{g} \times \cdots \times \mathfrak{g}$ into $T^{n}(\mathfrak{g})$ and hence extends to a linear map of $T^{n}(\mathfrak{g})$ into itself with

$$
X_{1} \otimes \cdots \otimes X_{n} \mapsto(-1)^{n} X_{n} \otimes \cdots \otimes X_{1} .
$$

Taking the direct sum of these maps as $n$ varies, we obtain a linear map $x \mapsto x^{t}$ of $T(\mathfrak{g})$ into itself sending 1 into 1 . It is clear that this map is an antiautomorphism and extends $X \mapsto-X$ in $T^{1}(\mathfrak{g})$. Composing with passage to the quotient by $J$, we obtain an antihomomorphism of $T(\mathfrak{g})$ into
$U(\mathfrak{g})$. Its kernel is an ideal. To show that the map descends to $U(\mathfrak{g})$, it is enough to show that each generator

$$
X \otimes Y-Y \otimes X-[X, Y]
$$

maps to 0 . But this element maps in $T(\mathfrak{g})$ to itself and then maps to 0 in $U(\mathfrak{g})$. Hence the transpose map descends to $U(\mathfrak{g})$. It is clearly of order two and thus is one-one onto.

The transpose map $u \mapsto u^{t}$ allows us to regard left $U(\mathfrak{g})$ modules $V$ also as right $U(\mathfrak{g})$ modules, and vice versa: To convert a left $U(\mathfrak{g})$ module into a right $U(\mathfrak{g})$ module, we just define $v u=u^{t} v$ for $u \in U(\mathfrak{g})$ and $v \in V$. Conversion in the opposite direction is accomplished by $u v=v u^{t}$.

## 2. Poincaré-Birkhoff-Witt Theorem

The main theorem about $U(\mathfrak{g})$ gives a basis for $U(\mathfrak{g})$ as a vector space. Let $\left\{X_{i}\right\}_{i \in A}$ be a basis of $\mathfrak{g}$. A set such as $A$ always admits a simple ordering, i.e., a partial ordering in which every pair of elements is comparable. In cases of interest, the dimension of $\mathfrak{g}$ is at most countable, and we can think of this ordering as quite elementary. For example, it might be the ordering of the positive integers, or it might be something quite different but still reasonable.

Theorem 3.8 (Poincaré-Birkhoff-Witt). Let $\left\{X_{i}\right\}_{i \in A}$ be a basis of $\mathfrak{g}$, and suppose a simple ordering has been imposed on the index set $A$. Then the set of all monomials

$$
\left(\iota X_{i_{1}}\right)^{j_{1}} \cdots\left(\iota X_{i_{n}}\right)^{j_{n}}
$$

with $i_{1}<\cdots<i_{n}$ and with all $j_{k} \geq 0$, is a basis of $U(\mathfrak{g})$. In particular the canonical map $\iota: \mathfrak{g} \rightarrow U(\mathfrak{g})$ is one-one.

Remarks.

1) If $A$ is finite, say $A=\{1, \ldots, N\}$, the basis consists of all monomials $\left(\iota X_{1}\right)^{j_{1}} \cdots\left(\iota X_{N}\right)^{j_{N}}$ with all $j_{k} \geq 0$.
2) The proof will be preceded by two lemmas, which will essentially establish the spanning. The main step will be to prove the linear independence. For this we have to prove that $U(\mathfrak{g})$ is suitably large. The motivation for carrying out this step comes from assuming the theorem to be true. Then
we might as well drop $\iota$ from the notation, and monomials $X_{i_{1}}^{j_{1}} \cdots X_{i_{n}}^{j_{n}}$ with $i_{1}<\cdots<i_{n}$ will form a basis. These same monomials, differently interpreted, are a basis of $S(\mathfrak{g})$. Thus the theorem is asserting a particular vector-space isomorphism $U(\mathfrak{g}) \rightarrow S(\mathfrak{g})$. Since $U(\mathfrak{g})$ is naturally a unital left $U(\mathfrak{g})$ module, this isomorphism suggests that $S(\mathfrak{g})$ should be a left unital $U(\mathfrak{g})$ module. By Corollary 3.6 we should look for a natural representation of $\mathfrak{g}$ on $S(\mathfrak{g})$ consistent with left multiplication of $\mathfrak{g}$ on $U(\mathfrak{g})$ and consistent with the particular isomorphism $U(\mathfrak{g}) \rightarrow S(\mathfrak{g})$. The proof consists of constructing this representation, and then the linear independence follows easily. Actually the proof will make use of a polynomial algebra, but the polynomial algebra is canonically isomorphic to $S(\mathfrak{g})$ once a basis of $\mathfrak{g}$ has been specified.

Lemma 3.9. Let $Z_{1}, \ldots, Z_{p}$ be in $\mathfrak{g}$, and let $\sigma$ be a permutation of $\{1, \ldots, p\}$. Then

$$
\left(\iota Z_{1}\right) \cdots\left(\iota Z_{p}\right)-\left(\iota Z_{\sigma(1)}\right) \cdots\left(\iota Z_{\sigma(p)}\right)
$$

is in $U_{p-1}(\mathfrak{g})$.
Proof. Without loss of generality, let $\sigma$ be the transposition of $j$ with $j+1$. Then the lemma follows from

$$
\left(\iota Z_{j}\right)\left(\iota Z_{j+1}\right)-\left(\iota Z_{j+1}\right)\left(\iota Z_{j}\right)=\iota\left[Z_{j}, Z_{j+1}\right]
$$

by multiplying through on the left by $\left(\iota Z_{1}\right) \cdots\left(\iota Z_{j-1}\right)$ and on the right by $\left(\iota Z_{j+2}\right) \cdots\left(\iota Z_{p}\right)$.

For the remainder of the proof of Theorem 3.8, we shall use the following notation: For $i \in A$, let $Y_{i}=\iota X_{i}$. For any tuple $I=\left(i_{1}, \ldots, i_{p}\right)$ of members of $A$, we say that $I$ is increasing if $i_{1} \leq \cdots \leq i_{p}$. Whether or not $I$ is increasing, we write $Y_{I}=Y_{i_{1}} \cdots Y_{i_{p}}$. Also $i \leq I$ means $i \leq \min \left\{i_{1}, \ldots, i_{p}\right\}$.

Lemma 3.10. The $Y_{I}$, for all increasing tuples from $A$ of length $\leq p$, span $U_{p}(\mathfrak{g})$.

Proof. If we use all tuples of length $\leq p$, we certainly have a spanning set, since the obvious preimages in $T(\mathfrak{g})$ span $T_{p}(\mathfrak{g})$. Lemma 3.9 then implies inductively that the increasing tuples suffice.

Proof of Theorem 3.8. Let $P$ be the polynomial algebra over $\mathbb{C}$ in the variables $z_{i}, i \in A$, and let $P_{p}$ be the subspace of members of total degree $\leq p$. For a tuple $I=\left(i_{1}, \ldots, i_{p}\right)$, define $z_{I}=z_{i_{1}} \cdots z_{i_{p}}$ as a member of $P_{p}$. We shall construct a representation $\pi$ of $\mathfrak{g}$ on $P$ such that

$$
\begin{equation*}
\pi\left(X_{i}\right) z_{I}=z_{i} z_{I} \quad \text { if } i \leq I . \tag{3.11}
\end{equation*}
$$

Let us see that the theorem follows from the existence of such a representation. In fact, let us use Corollary 3.6 to regard $P$ as a unital left $U(\mathfrak{g})$ module. Then (3.11) and the identity $\pi(X) v=(\iota X) v$ imply that

$$
Y_{i} z_{I}=z_{i} z_{I} \quad \text { if } i \leq I .
$$

If $i_{1} \leq \cdots \leq i_{p}$, then as a consequence we obtain

$$
\begin{aligned}
\left(Y_{i_{1}} \cdots Y_{i_{p}}\right) 1 & =\left(Y_{i_{1}} \cdots Y_{i_{p-1}}\right) Y_{i_{p}} 1 \\
& =\left(Y_{i_{1}} \cdots Y_{i_{p-1}}\right) z_{i_{p}} \\
& =\left(Y_{i_{1}} \cdots Y_{p_{p-2}}\right) Y_{i_{p-1}} z_{i_{p}} \\
& =\left(Y_{i_{1}} \cdots Y_{i_{p-2}}\right)\left(z_{i_{p-1}} z_{i_{p}}\right) \\
& =\cdots=z_{i_{1}} \cdots z_{i_{p}} .
\end{aligned}
$$

Thus the set $\left\{Y_{I} 1 \mid I\right.$ increasing $\}$ is linearly independent within $P$, and $\left\{Y_{I} \mid I\right.$ increasing $\}$ must be independent in $U(\mathfrak{g})$. The independence in Theorem 3.8 follows, and the spanning is given in Lemma 3.10.

Thus we have to construct $\pi$ satisfying (3.11). We shall define linear maps $\pi(X): P_{p} \rightarrow P_{p+1}$ for $X$ in $\mathfrak{g}$, by induction on $p$ so that they are compatible and satisfy
$\left(A_{p}\right) \pi\left(X_{i}\right) z_{I}=z_{i} z_{I}$ for $i \leq I$ and $z_{I}$ in $P_{p}$,
$\left(B_{p}\right) \pi\left(X_{i}\right) z_{I}-z_{i} z_{I}$ is in $P_{p}$ for all $I$ with $z_{I}$ in $P_{p}$,
$\left(C_{p}\right) \pi\left(X_{i}\right)\left(\pi\left(X_{j}\right) z_{J}\right)=\pi\left(X_{j}\right)\left(\pi\left(X_{i}\right) z_{J}\right)+\pi\left[X_{i}, X_{j}\right] z_{J}$ for all $J$ with $z_{J}$ in $P_{p-1}$.
With $\pi(X)$ defined on $P$ as the union of its definitions on the $P_{p}$ 's, $\pi$ will be a representation by $\left(C_{p}\right)$ and will satisfy (3.11) by $\left(A_{p}\right)$. Hence we will be done.

For $p=0$, we define $\pi\left(X_{i}\right) 1=z_{i}$. Then $\left(A_{0}\right)$ holds, $\left(B_{0}\right)$ is valid, and $\left(C_{0}\right)$ is vacuous.

Inductively assume that $\pi(X)$ has been defined on $P_{p-1}$ for all $X \in \mathfrak{g}$ in such a way that $\left(A_{p-1}\right),\left(B_{p-1}\right)$, and $\left(C_{p-1}\right)$ hold. We are to define $\pi\left(X_{i}\right) z_{I}$ for each increasing sequence $I$ of $p$ indices in such a way that
$\left(A_{p}\right),\left(B_{p}\right)$, and $\left(C_{p}\right)$ hold. If $i \leq I$, we make the definition according to $\left(A_{p}\right)$. Otherwise we can write in obvious notation $I=(j, J)$ with $j<i$, $j \leq J,|J|=p-1$. We are forced to define

$$
\begin{aligned}
\pi\left(X_{i}\right) z_{I} & =\pi\left(X_{i}\right)\left(z_{j} z_{J}\right) & & \\
& =\pi\left(X_{i}\right) \pi\left(X_{j}\right) z_{J} & & \text { since } \pi\left(X_{j}\right) z_{J} \text { is already } \\
& =\pi\left(X_{j}\right) \pi\left(X_{i}\right) z_{J}+\pi\left[X_{i}, X_{j}\right] z_{J} & & \text { by }\left(C_{p}\right) \\
& \left.=\pi\left(X_{j}\right)\left(z_{i} z_{J}+w\right)+\pi\left[X_{i}, X_{j}\right] z_{J}\right) & & \text { with } w \text { in } P_{p-1} \text { by }\left(B_{p-1}\right) \\
& =z_{j} z_{i} z_{J}+\pi\left(X_{j}\right) w+\pi\left[X_{i}, X_{j}\right] z_{J} & & \text { by }\left(A_{p}\right) \\
& =z_{i} z_{I}+\pi\left(X_{j}\right) w+\pi\left[X_{i}, X_{j}\right] z_{J} . & &
\end{aligned}
$$

We make this definition, and then $\left(B_{p}\right)$ holds. Therefore $\pi\left(X_{i}\right) z_{I}$ has now been defined in all cases on $P_{p}$, and we have to show that ( $C_{p}$ ) holds.

Our construction above was made so that ( $C_{p}$ ) holds if $j<i, j \leq J$, $|J|=p-1$. Since $\left[X_{j}, X_{i}\right]=-\left[X_{i}, X_{j}\right]$, it holds also if $i<j, i \leq J$, $|J|=p-1$. Also $\left(C_{p}\right)$ is trivial if $i=j$. Thus it holds whenever $i \leq J$ or $j \leq J$. So we may assume that $J=(k, K)$, where $k \leq K, k<i, k<j$, $|K|=p-2$. We know that

$$
\begin{array}{rlr}
\pi\left(X_{j}\right) z_{J} & =\pi\left(X_{j}\right) z_{k} z_{K} & \\
& =\pi\left(X_{j}\right) \pi\left(X_{k}\right) z_{K} & \\
& =\pi\left(X_{k}\right) \pi\left(X_{j}\right) z_{K}+\pi\left[X_{j}, X_{k}\right] z_{K} & \text { by }\left(C_{p-1}\right)  \tag{3.12}\\
& =\pi\left(X_{k}\right)\left(z_{j} z_{K}+w\right)+\pi\left[X_{j}, X_{k}\right] z_{K} &
\end{array}
$$

for a certain element $w$ in $P_{p-2}$ given by ( $B_{p-2}$ ), which is assumed valid since $\left(B_{p-2}\right) \subseteq\left(B_{p-1}\right)$. We apply $\pi\left(X_{i}\right)$ to both sides of this equation, calling the three terms on the right $T_{1}, T_{2}$, and $T_{3}$. We can use what we already know for $\left(C_{p}\right)$ to handle $\pi\left(X_{i}\right)$ of $T_{1}$ because $k \leq(j, K)$, and we can use ( $C_{p-1}$ ) with $\pi\left(X_{i}\right)$ of $T_{2}$ and $T_{3}$. Reassembling $T_{1}$ and $T_{2}$ as in line (3.12), we conclude that we can use known cases of $\left(C_{p}\right)$ with the sum $\pi\left(X_{i}\right) \pi\left(X_{k}\right) \pi\left(X_{j}\right) z_{K}$, and we can use $\left(C_{p-1}\right)$ with $\pi\left(X_{i}\right)$ of $T_{3}$. Thus we have

$$
\begin{aligned}
\pi\left(X_{i}\right) \pi\left(X_{j}\right) z_{J}= & \pi\left(X_{i}\right) \pi\left(X_{k}\right) \pi\left(X_{j}\right) z_{K}+\pi\left(X_{i}\right) \pi\left[X_{j}, X_{k}\right] z_{K} \text { from (3.12) } \\
= & \pi\left(X_{k}\right) \pi\left(X_{i}\right) \pi\left(X_{j}\right) z_{K}+\pi\left[X_{i}, X_{k}\right] \pi\left(X_{j}\right) z_{K} \\
& +\pi\left[X_{j}, X_{k}\right] \pi\left(X_{i}\right) z_{K}+\pi\left[X_{i},\left[X_{j}, X_{k}\right]\right] z_{K}
\end{aligned}
$$

by known cases of ( $C_{p}$ )

$$
=T_{1}^{\prime}+T_{2}^{\prime}+T_{3}^{\prime}+T_{4}^{\prime}
$$

Interchanging $i$ and $j$ and subtracting, we see that the terms of type $T_{2}^{\prime}$ and $T_{3}^{\prime}$ cancel and that we get

$$
\begin{array}{rll}
\pi\left(X_{i}\right) & \pi\left(X_{j}\right) z_{J}-\pi\left(X_{j}\right) \pi\left(X_{i}\right) z_{J} & \\
= & \pi\left(X_{k}\right)\left\{\pi\left(X_{i}\right) \pi\left(X_{j}\right) z_{K}-\pi\left(X_{j}\right) \pi\left(X_{i}\right) z_{K}\right\} & \\
& +\left\{\pi\left[X_{i},\left[X_{j}, X_{k}\right]\right]-\pi\left[X_{j},\left[X_{i}, X_{k}\right]\right]\right\} z_{K} & \\
= & \pi\left(X_{k}\right) \pi\left[X_{i}, X_{j}\right] z_{K}+\pi\left[\left[X_{i}, X_{j}\right], X_{k}\right] z_{K} & \text { by }\left(C_{p-1}\right) \text { and Jacobi } \\
= & \pi\left[X_{i}, X_{j}\right] \pi\left(X_{k}\right) z_{K} & \text { by }\left(C_{p-1}\right) \\
= & \pi\left[X_{i}, X_{j}\right] z_{k} z_{K} & \\
= & \pi\left[X_{i}, X_{j}\right] z_{J} . &
\end{array}
$$

We have obtained $\left(C_{p}\right)$ in the remaining case, and the proof of Theorem 3.8 is complete.

Now that $\iota$ is known to be one-one, there is no danger in dropping it from the notation. We shall freely use Corollary 3.6, identifying representations of $\mathfrak{g}$ with unital left $U(\mathfrak{g})$ modules. Moreover we shall feel free either to drop the name of a representation from the notation (to emphasize the module structure) or to include it even when the argument is in $U(\mathfrak{g})$ (to emphasize the representation structure).

The Poincaré-Birkhoff-Witt Theorem appears in a number of guises. Here is one such.

Corollary 3.13. If $\mathfrak{h}$ is a Lie subalgebra of $\mathfrak{g}$, then the associative subalgebra of $U(\mathfrak{g})$ generated by 1 and $\mathfrak{h}$ is canonically isomorphic to $U(\mathfrak{h})$.

PROOF. If $\rho: \mathfrak{h} \rightarrow \mathfrak{g}$ denotes inclusion, then $\rho$ yields an inclusion (also denoted $\rho$ ) of $\mathfrak{h}$ into $U(\mathfrak{g})$ such that $\rho(X) \rho(Y)-\rho(Y) \rho(X)=\rho[X, Y]$ for $X$ and $Y$ in $\mathfrak{h}$. By the universal mapping property of $U(\mathfrak{h})$, we obtain a corresponding algebra map $\widetilde{\rho}: U(\mathfrak{h}) \rightarrow U(\mathfrak{g})$ with $\widetilde{\rho}(1)=1$. The image of $\tilde{\rho}$ is certainly the subalgebra of $U(\mathfrak{g})$ generated by 1 and $\rho(\mathfrak{h})$. Theorem 3.8 says that monomials in an ordered basis of $\mathfrak{h}$ span $U(\mathfrak{h})$, and a second application of the theorem says that these monomials in $U(\mathfrak{g})$ are linearly independent. Thus $\widetilde{\rho}$ is one-one and the corollary follows.

If $\mathfrak{g}$ happens to be the vector-space direct sum of two Lie subalgebras $\mathfrak{a}$ and $\mathfrak{b}$, then it follows that we have a vector-space isomorphism

$$
\begin{equation*}
U(\mathfrak{g}) \cong U(\mathfrak{a}) \otimes_{\mathbb{C}} U(\mathfrak{b}) \tag{3.14}
\end{equation*}
$$

Namely we obtain a linear map from right to left from the inclusions in Corollary 3.13. To see that the map is an isomorphism, we apply Theorem 3.8 to a basis of $\mathfrak{a}$ followed by a basis of $\mathfrak{b}$. The monomials in the separate bases are identified within $U(\mathfrak{g})$ as bases for $U(\mathfrak{a})$ and $U(\mathfrak{b})$, respectively, by Corollary 3.13, while the joined-together bases give both a basis of the tensor product and a basis of $U(\mathfrak{g})$, again by Theorem 3.8. Thus our map sends basis to basis and is an isomorphism.

## 3. Associated Graded Algebra

If $A$ is a complex associative algebra with identity and if $A$ is filtered in the sense of Appendix A, say as $A=\cup_{n=0}^{\infty} A_{n}$, then Appendix A shows how to define the associated graded algebra gr $A=\bigoplus_{n=0}^{\infty}\left(A_{n} / A_{n-1}\right)$, where $A_{-1}=0$. In this section we shall compute $\operatorname{gr} U(\mathfrak{g})$, showing that it is canonically isomorphic with the symmetric algebra $S(\mathfrak{g})$. Then we shall derive some consequences of this isomorphism.

The idea is to use the Poincaré-Birkhoff-Witt Theorem. The theorem implies that a basis of $U_{n}(\mathfrak{g}) / U_{n-1}(\mathfrak{g})$ is all monomial cosets

$$
X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}+U_{n-1}(\mathfrak{g})
$$

for which the indices have $i_{1}<\cdots<i_{k}$ and the sum of the exponents is exactly $n$. The monomials $X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}$, interpreted as in $S(\mathfrak{g})$, are a basis of $S^{n}(\mathfrak{g})$, and the linear map that carries basis to basis ought to be the desired isomorphism. In fact, this statement is true, but this approach does not conveniently show that the isomorphism is independent of basis. We shall therefore proceed somewhat differently.

We shall construct the map in the opposite direction without using the Poincaré-Birkhoff-Witt Theorem, appeal to the theorem to show that we have an isomorphism, and then compute what the map is in terms of a basis. Let $T_{n}(\mathfrak{g})=\bigoplus_{k=0}^{n} T^{k}(\mathfrak{g})$ be the $n^{\text {th }}$ member of the usual filtration of $T(\mathfrak{g})$. We have defined $U_{n}(\mathfrak{g})$ to be the image in $U(\mathfrak{g})$ of $T_{n}(\mathfrak{g})$ under the passage $T(\mathfrak{g}) \rightarrow T(\mathfrak{g}) / J$. Thus we can form the composition

$$
T_{n}(\mathfrak{g}) \rightarrow\left(T_{n}(\mathfrak{g})+J\right) / J=U_{n}(\mathfrak{g}) \rightarrow U_{n}(\mathfrak{g}) / U_{n-1}(\mathfrak{g}) .
$$

This composition is onto and carries $T_{n-1}(\mathfrak{g})$ to 0 . Since $T^{n}(\mathfrak{g})$ is a vectorspace complement to $T_{n-1}(\mathfrak{g})$ in $T_{n}(\mathfrak{g})$, we obtain an onto linear map

$$
T^{n}(\mathfrak{g}) \rightarrow U_{n}(\mathfrak{g}) / U_{n-1}(\mathfrak{g}) .
$$

Taking the direct sum over $n$ gives an onto linear map

$$
\tilde{\psi}: T(\mathfrak{g}) \rightarrow \operatorname{gr} U(\mathfrak{g})
$$

that respects the grading.
Appendix A uses the notation $I$ for the two-sided ideal in $T(\mathfrak{g})$ such that $S(\mathfrak{g})=T(\mathfrak{g}) / I:$

$$
I=\left(\begin{array}{l}
\text { two-sided ideal generated by all }  \tag{3.15}\\
X \otimes Y-Y \otimes X \text { with } X \text { and } Y \text { in } \\
T^{1}(\mathfrak{g})
\end{array}\right) .
$$

Proposition 3.16. The linear map $\widetilde{\psi}: T(\mathfrak{g}) \rightarrow \operatorname{gr} U(\mathfrak{g})$ respects multiplication and annihilates the defining ideal $I$ for $S(\mathfrak{g})$. Therefore $\psi$ descends to an algebra homomorphism

$$
\begin{equation*}
\psi: S(\mathfrak{g}) \rightarrow \operatorname{gr} U(\mathfrak{g}) \tag{3.17}
\end{equation*}
$$

that respects the grading. This homomorphism is an isomorphism.
Proof. Let $x$ be in $T^{r}(\mathfrak{g})$ and let $y$ be in $T^{s}(\mathfrak{g})$. Then $x+J$ is in $U_{r}(\mathfrak{g})$, and we may regard $\widetilde{\psi}(x)$ as the $\operatorname{coset} x+T_{r-1}(\mathfrak{g})+J$ in $U_{r}(\mathfrak{g}) / U_{r-1}(\mathfrak{g})$, with 0 in all other coordinates of $\operatorname{gr} U(\mathfrak{g})$ since $x$ is homogeneous. Arguing in a similar fashion with $y$ and $x y$, we obtain

$$
\begin{gathered}
\widetilde{\psi}(x)=x+T_{r-1}(\mathfrak{g})+J, \quad \widetilde{\psi}(y)=y+T_{s-1}(\mathfrak{g})+J, \\
\\
\text { and } \quad \widetilde{\psi}(x y)=x y+T_{r+s-1}(\mathfrak{g})+J .
\end{gathered}
$$

Since $J$ is an ideal, $\widetilde{\psi}(x) \widetilde{\psi}(y)=\widetilde{\psi}(x y)$. General members $x$ and $y$ of $T(\mathfrak{g})$ are sums of homogeneous elements, and hence $\tilde{\psi}$ respects multiplication.

Consequently ker $\widetilde{\psi}$ is a two-sided ideal. To show that $\operatorname{ker} \widetilde{\psi} \supseteq I$, it is enough to show that $\operatorname{ker} \widetilde{\psi}$ contains all generators $X \otimes Y-Y \otimes X$. We have

$$
\begin{aligned}
\tilde{\psi}(X \otimes Y-Y \otimes X) & =X \otimes Y-Y \otimes X+T_{1}(\mathfrak{g})+J \\
& =[X, Y]+T_{1}(\mathfrak{g})+J \\
& =T_{1}(\mathfrak{g})+J,
\end{aligned}
$$

and thus $\tilde{\psi}$ maps the generator to 0 . Hence $\tilde{\psi}$ descends to a homomorphism $\psi$ as in (3.17).

Now let $\left\{X_{i}\right\}$ be an ordered basis of $\mathfrak{g}$. The monomials $X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}$ in $S(\mathfrak{g})$ with $i_{1}<\cdots<i_{k}$ and with $\sum_{m} j_{m}=n$ form a basis of $S^{n}(\mathfrak{g})$. Let us follow the effect of (3.17) on such a monomial. A preimage of this monomial in $T^{n}(\mathfrak{g})$ is the element

$$
X_{i_{1}} \otimes \cdots \otimes X_{i_{1}} \otimes \cdots \otimes X_{i_{k}} \otimes \cdots \otimes X_{i_{k}}
$$

in which there are $j_{m}$ factors of $X_{i_{m}}$ for $1 \leq m \leq k$. This element maps to the monomial in $U_{n}(\mathfrak{g})$ that we have denoted $X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}$, and then we pass to the quotient $U_{n}(\mathfrak{g}) / U_{n-1}(\mathfrak{g})$. Theorem 3.8 shows that such monomials modulo $U_{n-1}(\mathfrak{g})$ form a basis of $U_{n}(\mathfrak{g}) / U_{n-1}(\mathfrak{g})$. Consequently (3.17) is an isomorphism.

Inspecting the proof of Proposition 3.16, we see that if $i_{1}<\cdots<i_{k}$ and $\sum_{m} j_{m}=n$, then

$$
\begin{equation*}
\psi\left(X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}\right)=X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}+U_{n-1}(\mathfrak{g}) . \tag{3.18a}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\psi^{-1}\left(X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}+U_{n-1}(\mathfrak{g})\right)=X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}, \tag{3.18b}
\end{equation*}
$$

as asserted in the second paragraph of this section. Note that the restriction $i_{1}<\cdots<i_{k}$ can be dropped in (3.18) as a consequence of Lemma 3.9.

Corollary 3.19. Let $W$ be a subspace of $T^{n}(\mathfrak{g})$, and suppose that the quotient map $T^{n}(\mathfrak{g}) \rightarrow S^{n}(\mathfrak{g})$ sends $W$ isomorphically onto $S^{n}(\mathfrak{g})$. Then the image of $W$ in $U_{n}(\mathfrak{g})$ is a vector-space complement to $U_{n-1}(\mathfrak{g})$.

Proof. Consider the diagram


The fact that this diagram is commutative is equivalent with the conclusion in Proposition 3.16 that $\tilde{\psi}: T^{n}(\mathfrak{g}) \rightarrow U_{n}(\mathfrak{g}) / U_{n-1}(\mathfrak{g})$ descends to a map $\psi: S^{n}(\mathfrak{g}) \rightarrow U_{n}(\mathfrak{g}) / U_{n-1}(\mathfrak{g})$. The proposition says that $\psi$ on the bottom of the diagram is an isomorphism, and the hypothesis is that the map on the left, when restricted to $W$, is an isomorphism onto $S^{n}(\mathfrak{g})$. Therefore the composition of the map on the top followed by the map on the right is an isomorphism when restricted to $W$, and the corollary follows.

We apply Corollary 3.19 to the space $\widetilde{S}^{n}(\mathfrak{g})$ of symmetrized tensors within $T^{n}(\mathfrak{g})$. As in $\S$ A. $2, \widetilde{S}^{n}(\mathfrak{g})$ is the linear span, for all $n$-tuples $X_{1}, \ldots, X_{n}$ from $\mathfrak{g}$, of the elements

$$
\frac{1}{n!} \sum_{\tau \in \mathfrak{S}_{n}} X_{\tau(1)} \cdots X_{\tau(n)}
$$

where $\mathfrak{S}_{n}$ is the symmetric group on $n$ letters. According to Proposition A. 25 , we have a direct sum decomposition

$$
\begin{equation*}
T^{n}(\mathfrak{g})=\widetilde{S}^{n}(\mathfrak{g}) \oplus\left(T^{n}(\mathfrak{g}) \cap I\right) . \tag{3.20}
\end{equation*}
$$

We shall use this decomposition to investigate a map known as "symmetrization."

For $n \geq 1$, define a symmetric $n$-multilinear map

$$
\sigma_{n}: \mathfrak{g} \times \cdots \times \mathfrak{g} \rightarrow U(\mathfrak{g})
$$

by

$$
\sigma_{n}\left(X_{1}, \ldots, X_{n}\right)=\frac{1}{n!} \sum_{\tau \in \mathfrak{S}_{n}} X_{\tau(1)} \cdots X_{\tau(n)}
$$

By Proposition A.20a we obtain a corresponding linear map, also denoted $\sigma_{n}$, from $S^{n}(\mathfrak{g})$ into $U(\mathfrak{g})$. The image of $S^{n}(\mathfrak{g})$ in $U(\mathfrak{g})$ is clearly the same as the image of the subspace $\widetilde{S}^{n}(\mathfrak{g})$ of $T^{n}(\mathfrak{g})$ in $U_{n}(\mathfrak{g})$. By (3.20) and Corollary 3.19, $\sigma_{n}$ is one-one from $S^{n}(\mathfrak{g})$ onto a vector-space complement to $U_{n-1}(\mathfrak{g})$ in $U_{n}(\mathfrak{g})$, i.e.,

$$
\begin{equation*}
U_{n}(\mathfrak{g})=\sigma_{n}\left(S^{n}(\mathfrak{g})\right) \oplus U_{n-1}(\mathfrak{g}) . \tag{3.21}
\end{equation*}
$$

The direct sum of the maps $\sigma_{n}$ for $n \geq 0$ (with $\sigma_{0}(1)=1$ ) is a linear map $\sigma: S(\mathfrak{g}) \rightarrow U(\mathfrak{g})$ such that

$$
\sigma\left(X_{1} \cdots X_{n}\right)=\frac{1}{n!} \sum_{\tau \in \mathfrak{S}_{n}} X_{\tau(1)} \cdots X_{\tau(n)} .
$$

The map $\sigma$ is called symmetrization.
Lemma 3.22. The symmetrization map $\sigma: S(\mathfrak{g}) \rightarrow U(\mathfrak{g})$ has associated graded map $\psi: S(\mathfrak{g}) \rightarrow \operatorname{gr} U(\mathfrak{g})$, with $\psi$ as in (3.17).

REmARK. The "associated graded map" is defined in §A.4.

Proof. Let $\left\{X_{i}\right\}$ be a basis of $\mathfrak{g}$, and let $X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}$, with $\sum_{m} j_{m}=n$, be a basis vector of $S^{n}(\mathfrak{g})$. Under $\sigma$, this vector is sent to a symmetrized sum, but each term of the sum is congruent $\bmod U_{n-1}(\mathfrak{g})$ to $(n!)^{-1} X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}$, by Lemma 3.9. Hence the image of $X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}$ under the associated graded map is

$$
=X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}+U_{n-1}(\mathfrak{g})=\psi\left(X_{i_{1}}^{j_{1}} \cdots X_{i_{k}}^{j_{k}}\right),
$$

as asserted.
Proposition 3.23. Symmetrization $\sigma$ is a vector-space isomorphism of $S(\mathfrak{g})$ onto $U(\mathfrak{g})$ satisfying

$$
\begin{equation*}
U_{n}(\mathfrak{g})=\sigma\left(S^{n}(\mathfrak{g})\right) \oplus U_{n-1}(\mathfrak{g}) \tag{3.24}
\end{equation*}
$$

Proof. Formula (3.24) is a restatement of (3.21), and the other conclusion follows by combining Lemma 3.22 and Proposition A.39.

The canonical decomposition of $U(\mathfrak{g})$ from $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{b}$ when $\mathfrak{a}$ and $\mathfrak{b}$ are merely vector spaces is given in the following proposition.

Proposition 3.25. Suppose $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{b}$ and suppose $\mathfrak{a}$ and $\mathfrak{b}$ are subspaces of $\mathfrak{g}$. Then the mapping $a \otimes b \mapsto \sigma(a) \sigma(b)$ of $S(\mathfrak{a}) \otimes_{\mathbb{C}} S(\mathfrak{b})$ into $U(\mathfrak{g})$ is a vector-space isomorphism onto.

Proof. The vector space $S(\mathfrak{a}) \otimes_{\mathbb{C}} S(\mathfrak{b})$ is graded consistently for the given mapping, the $n^{\text {th }}$ space of the grading being $\bigoplus_{p=0}^{n} S^{p}(\mathfrak{a}) \otimes_{\mathbb{C}} S^{n-p}(\mathfrak{b})$. The given mapping operates on an element of this space by

$$
\sum_{p=0}^{n} a_{p} \otimes b_{n-p} \mapsto \sum_{p=0}^{n} \sigma\left(a_{p}\right) \sigma\left(b_{n-p}\right),
$$

and the image of this under the associated graded map is

$$
=\sum_{p=0}^{n} \sigma\left(a_{p}\right) \sigma\left(b_{n-p}\right)+U_{n-1}(\mathfrak{g}) .
$$

In turn this is

$$
=\sigma\left(\sum_{p=0}^{n} a_{p} \otimes b_{n-p}\right)+U_{n-1}(\mathfrak{g})
$$

by Lemma 3.9. In other words the associated graded map is just the same as for $\sigma$. Hence the result follows by combining Propositions 3.23 and A. 39 .

Corollary 3.26. Suppose that $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$ and that $\mathfrak{k}$ is a Lie subalgebra of $\mathfrak{g}$. Then the mapping $(u, p) \mapsto u \sigma(p)$ of $U(\mathfrak{k}) \otimes_{\mathbb{C}} S(\mathfrak{p})$ into $U(\mathfrak{g})$ is a vector-space isomorphism onto.

Proof. The composition

$$
(k, p) \mapsto(\sigma(k), p) \mapsto \sigma(k) \sigma(p),
$$

sending

$$
S(\mathfrak{k}) \otimes_{\mathbb{C}} S(\mathfrak{p}) \rightarrow U(\mathfrak{k}) \otimes_{\mathbb{C}} S(\mathfrak{p}) \rightarrow U(\mathfrak{g})
$$

is an isomorphism by Proposition 3.25, and the first map is an isomorphism by Proposition 3.23. Therefore the second map is an isomorphism, and the notation corresponds to the statement of the corollary when we write $u=\sigma(k)$.

Proposition 3.27. If $\mathfrak{g}$ is finite dimensional, then the ring $U(\mathfrak{g})$ is left Noetherian.

Proof. The associated graded algebra for $U(\mathfrak{g})$ is isomorphic to $S(\mathfrak{g})$, according to Proposition 3.16, and $S(\mathfrak{g})$ is a commutative Noetherian ring by the Hilbert Basis Theorem (Theorem A.45) and the examples that follow it. By Proposition A.47, $U(\mathfrak{g})$ is left Noetherian.

Corollary 3.28. If $\mathfrak{g}$ is finite dimensional and $I_{1}, \ldots, I_{m}$ are left ideals of finite codimension in $U(\mathfrak{g})$, then the product ideal $I_{1} \cdots I_{m}$ is of finite codimension in $U(\mathfrak{g})$.

REmARK. The product ideal by definition consists of all finite sums of products $x_{1} \cdots x_{m}$ with each $x_{j}$ in $I_{j}$.

Proof. By induction it is enough to handle $m=2$. The vector space $U(\mathfrak{g}) / I_{1}$ is finite dimensional by assumption, and we let $x_{1}+I_{1}, \ldots, x_{r}+I_{1}$ be a vector-space basis. Since $U(\mathfrak{g})$ is left Noetherian by Proposition 3.27, Proposition A. 44 shows that the left ideal $I_{2}$ is finitely generated, say with $y_{1}, \ldots, y_{s}$ as generators.

The claim is that $\left\{x_{i} y_{j}+I_{1} I_{2}\right\}$ is a spanning set for the vector space $I_{2} / I_{1} I_{2}$. In fact, any $x$ in $I_{2}$ is of the form $x=\sum_{j=1}^{s} u_{j} y_{j}$ with $u_{j}$ in $U(\mathfrak{g})$. For each $j$, write $u_{j}+I_{1}=\sum_{i=1}^{r} c_{i j} x_{i}+I_{1}$ with $c_{i j} \in \mathbb{C}$. Then $u_{j} y_{j}+I_{1} I_{2}=\sum_{i=1}^{r} c_{i j} x_{i} y_{j}+I_{1} I_{2}$, and the claim follows when we sum on $j$.

Thus $I_{2} / I_{1} I_{2}$ is finite dimensional. Since $\operatorname{dim} U(\mathfrak{g}) / I_{1} I_{2}$ is equal to $\operatorname{dim} U(\mathfrak{g}) / I_{2}+\operatorname{dim} I_{2} / I_{1} I_{2}$, we conclude that $U(\mathfrak{g}) / I_{1} I_{2}$ is finite dimensional.

## 4. Free Lie Algebras

Using the Poincaré-Birkhoff-Witt Theorem, we can establish the existence of "free Lie algebras." A free Lie algebra on a set $X$ is a pair ( $\mathfrak{F}, \iota$ ) consisting of a Lie algebra $\mathfrak{F}$ and a function $\iota: X \rightarrow \mathfrak{F}$ with the following universal mapping property: Whenever $\mathfrak{l}$ is a complex Lie algebra and $\varphi: X \rightarrow \mathfrak{l}$ is a function, there exists a unique Lie algebra homomorphism $\widetilde{\varphi}$ such that the diagram

commutes. We regard $\widetilde{\varphi}$ as an extension of $\varphi$.
Let us construct such a Lie algebra. Let $V$ consist of all formal complex linear combinations of the members of $X$, so that $V$ can be regarded as a complex vector space with $X$ as basis. We embed $V$ in its tensor algebra via $\iota_{V}: V \rightarrow T(V)$, obtaining $T^{1}(V)=\iota_{V}(V)$ as usual. Since $T(V)$ is an associative algebra, we can regard it as a Lie algebra in the manner of Example 2 in §I.1. Let $\mathfrak{F}$ be the Lie subalgebra of $T(V)$ generated by $T^{1}(V)$.

In the setting of (3.29), we are to construct a Lie algebra homomorphism $\widetilde{\varphi}$ so that (3.29) commutes, and we are to show that $\widetilde{\varphi}$ is unique. Extend $\varphi: X \rightarrow \mathfrak{l}$ to a linear map $\varphi: V \rightarrow \mathfrak{l}$, and let $\iota_{l}: \mathfrak{l} \rightarrow U(\mathfrak{l})$ be the canonical map. The universal mapping property of $T(V)$ allows us in the diagram

to extend $\iota_{l} \circ \varphi$ to an associative algebra homomorphism $a$ with $a(1)=1$. For $x \in X$, the commutativity of this diagram implies that

$$
\begin{equation*}
a\left(\iota_{V}(x)\right)=\iota_{\mathfrak{l}}(\varphi(x)) . \tag{3.30}
\end{equation*}
$$

Let us think of $a$ as a Lie algebra homomorphism in (3.30). The right side of (3.30) is in image $\iota_{\imath}$, and it follows that $a(\mathfrak{F}) \subseteq$ image $\iota_{\mathfrak{l}}$.
Now we use the Poincaré-Birkhoff-Witt Theorem, which implies that $\iota_{\mathfrak{l}}: \mathfrak{l} \rightarrow$ image $\iota_{\mathfrak{l}}$ is one-one. We write $\iota_{\urcorner}^{-1}$ for the inverse of this Lie algebra
isomorphism, and we put $\widetilde{\varphi}=\iota_{\mathrm{l}}^{-1} \circ a$. Then $\widetilde{\varphi}$ is the required Lie algebra homomorphism making (3.29) commute.

To see that $\widetilde{\varphi}$ is unique when $\mathfrak{F}$ is defined this way, we observe that (3.29) forces $\widetilde{\varphi}\left(\iota_{V}(x)\right)=\varphi(x)$ for all $x \in X$. Since the elements $\iota_{V}(x)$ generate $\mathfrak{F}$ and since $\widetilde{\varphi}$ is a Lie algebra homomorphism, $\widetilde{\varphi}$ is completely determined on all of $\mathfrak{F}$. This proves the first statement in the following proposition.

Proposition 3.31. If $X$ is a nonempty set, then there exists a free Lie algebra $\mathfrak{F}$ on $X$, and the image of $X$ in $\mathfrak{F}$ generates $\mathfrak{F}$. Any two free Lie algebras on $X$ are canonically isomorphic.

Remark. This result was stated in Chapter II as Proposition 2.96, and the proof was deferred until now.

Proof. Existence of $\mathfrak{F}$ was proved before the statement of the proposition. We still have to prove that $\mathfrak{F}$ is unique up to canonical isomorphism. Let $(\mathfrak{F}, \iota)$ and $\left(\mathfrak{F}^{\prime}, \iota^{\prime}\right)$ be two free Lie algebras on $X$. We set up the diagram (3.29) with $\mathfrak{l}=\mathfrak{F}^{\prime}$ and $\varphi=\iota^{\prime}$ and invoke existence to obtain a Lie algebra homomorphism $\widetilde{\iota^{\prime}}: \mathfrak{F} \rightarrow \mathfrak{F}^{\prime}$. Reversing the roles of $\mathfrak{F}$ and $\mathfrak{F}^{\prime}$, we obtain a Lie algebra homomorphism $\tilde{\iota}: \mathfrak{F}^{\prime} \rightarrow \mathfrak{F}$. To see that $\tilde{\iota} \circ \widetilde{\iota}^{\prime}=1_{\mathfrak{F}}$, we set up the diagram (3.29) with $\mathfrak{l}=\mathfrak{F}$ and $\varphi=\iota_{\chi}$ to see that $\tilde{\imath} \circ \tilde{\iota}$ is an extension of $\iota$. By uniqueness of the extension, $\tilde{\iota} \circ \widetilde{\iota^{\prime}}=1_{\mathfrak{F}}$. Similarly $\widetilde{\iota^{\prime}} \circ \tilde{\imath}=1_{\mathfrak{F}}$.

## 5. Problems

1. For $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{C})$, let $\Omega$ be the member of $U(\mathfrak{g})$ given by $\Omega=\frac{1}{2} h^{2}+e f+f e$, where $h, e$, and $f$ are as in (1.5).
(a) Prove that $\Omega$ is in the center of $U(\mathfrak{g})$.
(b) Let $\pi$ be a representation of $\mathfrak{s l}(2, \mathbb{C})$ on a complex vector space $V$, and regard $V$ as a $U(\mathfrak{g})$ module. Show that $\Omega$ acts in $V$ by the operator $Z$ of Lemma 1.65 .
2. Let $\mathfrak{g}$ be a finite-dimensional complex Lie algebra, and define ad $X$ on $U(\mathfrak{g})$ for $X \in \mathfrak{g}$ by $(\operatorname{ad} X) u=X u-u X$. Prove that ad is a representation of $\mathfrak{g}$ and that each element of $U(\mathfrak{g})$ lies in a finite-dimensional space invariant under ad $\mathfrak{g}$.
3. Let $U(\mathfrak{g})$ be the universal enveloping algebra of a complex Lie algebra $\mathfrak{g}$. Prove that $U(\mathfrak{g})$ has no zero divisors.
4. (a) Identify a free Lie algebra on a set consisting of one element.
(b) Prove that a free Lie algebra on a set consisting of two elements is infinite dimensional.
5. Let $\mathfrak{F}$ be a free Lie algebra on the set $\left\{X_{1}, X_{2}, X_{3}\right\}$, and let $\mathfrak{g}$ be the quotient obtained by setting to 0 all brackets involving three or more members of $\mathfrak{F}$.
(a) Prove that $\operatorname{dim} \mathfrak{g}=6$ and that $\mathfrak{g}$ is nilpotent but not abelian.
(b) Define $B\left(X_{i}, X_{j}\right)=0, B\left(\left[X_{i}, X_{j}\right],\left[X_{i^{\prime}}, X_{j^{\prime}}\right]=0\right.$, and

$$
B\left(X_{3},\left[X_{1}, X_{2}\right]\right)=B\left(X_{2},\left[X_{3}, X_{1}\right]\right)=B\left(X_{1},\left[X_{2}, X_{3}\right]\right)=1
$$

Prove that $B$ extends to a nondegenerate symmetric invariant bilinear form on $\mathfrak{g}$.
6. Say that a complex Lie algebra $\mathfrak{h}$ is two-step nilpotent if $[\mathfrak{h},[\mathfrak{h}, \mathfrak{h}]]=0$. Prove for each integer $n \geq 1$ that that there is a finite-dimensional two-step nilpotent Lie algebra $\mathfrak{g}$ such that every two-step nilpotent Lie algebra of dimension $\leq n$ is isomorphic to a homomorphic image of $\mathfrak{g}$.
7. The construction of a free Lie algebra $\mathfrak{F}$ on $X$ in $\S 4$ first built a complex vector space $V$ with $X$ as basis. Then $\mathfrak{F}$ was obtained as the Lie algebra generated by $V$ within $T(V)$. Prove that $U(\mathfrak{F})$ can be identified with $T(V)$.

Problems 8-10 concern the diagonal mapping for a universal enveloping algebra.
Fix a complex Lie algebra $\mathfrak{g}$ and its universal enveloping algebra $U(\mathfrak{g})$.
8. Use the 4-multilinear map $\left(u_{1}, u_{2}, u_{3}, u_{4}\right) \mapsto u_{1} u_{2} \otimes u_{3} u_{4}$ of $U(\mathfrak{g}) \times U(\mathfrak{g}) \times$ $U(\mathfrak{g}) \times U(\mathfrak{g})$ into $U(\mathfrak{g}) \otimes_{\mathbb{C}} U(\mathfrak{g})$ to define a multiplication in $U(\mathfrak{g}) \otimes_{\mathbb{C}} U(\mathfrak{g})$. Prove that $U(\mathfrak{g}) \otimes_{\mathbb{C}} U(\mathfrak{g})$ becomes an associative algebra with identity.
9. Prove that there exists a unique associative algebra homomorphism $\Delta$ from $U(\mathfrak{g})$ into $U(\mathfrak{g}) \otimes_{\mathbb{C}} U(\mathfrak{g})$ such that $\Delta(X)=X \otimes 1+1 \otimes X$ for all $X \in \mathfrak{g}$ and such that $\Delta(1)=1$.
10. If $\varphi_{1}$ and $\varphi_{2}$ are in the dual space $U(\mathfrak{g})^{*}$, then $\varphi_{1} \otimes \varphi_{2}$ is well defined as a linear functional on $U(\mathfrak{g}) \otimes_{\mathbb{C}} U(\mathfrak{g})$ since $\mathbb{C} \otimes_{\mathbb{C}} \mathbb{C} \cong \mathbb{C}$ canonically. Define a product $\varphi_{1} \varphi_{2}$ in $U(\mathfrak{g})^{*}$ by

$$
\left(\varphi_{1} \varphi_{2}\right)(u)=\left(\varphi_{1} \otimes \varphi_{2}\right)(\Delta(u))
$$

where $\Delta$ is as in Problem 9. Prove that this product makes $U(\mathfrak{g})^{*}$ into a commutative associative algebra (without necessarily an identity).

Problems 11-13 identify $U(\mathfrak{g})$ with an algebra of differential operators. Let $G$ be a Lie group, let $\mathfrak{g}_{0}$ be the Lie algebra, and let $\mathfrak{g}$ be the complexification of $\mathfrak{g}_{0}$. For $X \in \mathfrak{g}_{0}$, let $\widetilde{X}$ be the left-invariant vector field on $G$ corresponding to $X$, regarded as acting in the space $C^{\infty}(G)$ of all complex-valued functions on $G$. The vector field $\widetilde{X}$ is a left-invariant differential operator in the sense that it is a member $D$ of $\operatorname{End}_{\mathbb{C}}\left(C^{\infty}(G)\right)$ commuting with left translations such that, for each $g \in G$, there is a chart $(\varphi, V)$ about $g$, say $\varphi=\left(x_{1}, \ldots, x_{n}\right)$, and there are functions $a_{k_{1} \ldots k_{n}}$
in $C^{\infty}(V)$ with the property that

$$
D f(x)=\sum_{\text {bounded }} a_{k_{1} \cdots k_{n}}(x) \frac{\partial^{k_{1}+\cdots+k_{n}} f}{\partial x_{1}^{k_{1}} \cdots \partial x_{n}^{k_{n}}}(x)
$$

for all $x \in V$ and $f \in C^{\infty}(G)$. Such operators form a complex subalgebra $D(G)$ of $\operatorname{End}_{\mathbb{C}}\left(C^{\infty}(G)\right)$ containing the identity. Moreover, any $D$ of this kind has such an expansion in any chart about $x$.
11. Prove that the map $X \mapsto \widetilde{X}$ extends to an algebra homomorphism of $U(\mathfrak{g})$ into $D(G)$ sending 1 to 1 .
12. Prove that the map in Problem 11 is onto.
13. Let $X_{1}, \ldots, X_{n}$ be a basis of $\mathfrak{g}_{0}$.
(a) For each tuple $\left(i_{1}, \ldots, i_{n}\right)$ of integers $\geq 0$, prove that there is a function $f \in C^{\infty}(G)$ with the property that $\left(\widetilde{X}_{1}\right)^{j_{1}} \cdots\left(\widetilde{X}_{n}\right)^{j_{n}} f(1)$ equals 1 if $j_{1}=i_{1}, \ldots, j_{n}=i_{n}$, and equals 0 if not.
(b) Deduce that the map in Problem 11 is one-one.

Problems 14-22 concern the Weyl algebra and a higher-dimensional version of the Heisenberg Lie algebra discussed in Problems 25-27 in Chapter I. Let $V$ be a real finite-dimensional vector space, and let $\langle\cdot, \cdot\rangle$ be a nondegenerate skewsymmetric bilinear form on $V \times V$. The Heisenberg Lie algebra $H(V)$ on $V$ is the Lie algebra $V \oplus \mathbb{R} X_{0}$ in which $X_{0}$ is central and $V$ brackets with itself by $[u, v]=\langle u, v\rangle X_{0}$. The complex Weyl algebra $W\left(V^{\mathbb{C}}\right)$ on $V$ is the quotient of $T\left(V^{\mathbb{C}}\right)$ by the two-sided ideal generated by all $u \otimes v-v \otimes u-\langle u, v\rangle 1$ with $u$ and $v$ in $V$.
14. Using Problem 45 b of Chapter II, prove that the Heisenberg algebra and the Weyl algebra on $V$ are determined up to isomorphism by the dimension of $V$, which must be even, say $2 n$.
15. Verify that an example of a $2 n$-dimensional $V$ with its form $\langle\cdot, \cdot\rangle$ is $V=\mathbb{C}^{n}$ with $\langle u, v\rangle=\operatorname{Im}(u, v)$, where $(\cdot, \cdot)$ is the usual Hermitian inner product on $\mathbb{C}^{n}$. For this $V$, exhibit an isomorphism of $H(V)$ with the Lie algebra of all complex $(n+1)$-by- $(n+1)$ matrices of the form $\left(\begin{array}{ccc}0 & z^{t} & \text { ir } \\ 0 & 0 & z \\ 0 & 0 & 0\end{array}\right)$ with $z \in \mathbb{C}^{n}$ and $r \in \mathbb{R}$.
16. Show that the linear map $\iota\left(v+c X_{0}\right)=v+c 1$ is a Lie algebra homomorphism of $H(V)$ into $W\left(V^{\mathbb{C}}\right)$ and that its extension to an associative algebra homomorphism $\tilde{\iota}: U\left(H(V)^{\mathbb{C}}\right) \rightarrow W\left(V^{\mathbb{C}}\right)$ is onto and has kernel equal to the two-sided ideal generated by $X_{0}-1$.
17. Prove that $W\left(V^{\mathbb{C}}\right)$ has the following universal mapping property: For any Lie algebra homomorphism $\pi$ of $H(V)$ into a complex associative algebra $A$ with identity such that $X_{0}$ maps to 1 , there exists a unique associative algebra homomorphism $\tilde{\pi}$ of $W\left(V^{\mathbb{C}}\right)$ into $A$ such that $\pi=\tilde{\pi} \circ \iota$.
18. Let $v_{1}, \ldots, v_{2 n}$ be any vector space basis of $V$. Prove that the elements $v_{1}^{k_{1}} \cdots v_{2 n}^{k_{2 n}}$ with integer exponents $\geq 0$ span $W\left(V^{\mathbb{C}}\right)$.
19. If $\operatorname{dim}_{\mathbb{R}} V=2 n$, prove that $V$ is the vector-space direct sum $V=V^{+} \oplus V^{-}$ of two $n$-dimensional subspaces on which $\langle\cdot, \cdot\rangle$ is identically 0 . Show that it is possible to choose bases $p_{1}, \ldots, p_{n}$ of $V^{+}$and $q_{1}, \ldots, q_{n}$ of $V^{-}$such that $\left\langle p_{i}, q_{j}\right\rangle=\delta_{i j}$.
20. Let $\mathcal{S}$ be the space of all complex-valued functions $P(x) e^{-\pi|x|^{2}}$, where $P(x)=$ $P\left(x_{1}, \ldots, x_{n}\right)$ is a polynomial in $n$ variables. Show that $\mathcal{S}$ is mapped into itself by the linear operators $\partial / \partial x_{i}$ and $m_{j}=$ (multiplication-by- $x_{j}$ ).
21. In the notation of Problems 19 and 20, let $\varphi$ be the linear map of $V$ into $\operatorname{End}_{\mathbb{C}} \mathcal{S}$ given by $\varphi\left(p_{i}\right)=\partial / \partial x_{i}$ and $\varphi\left(q_{j}\right)=m_{j}$. Use Problem 17 to extend $\varphi$ to an algebra homomorphism $\widetilde{\varphi}$ of $W\left(V^{\mathbb{C}}\right)$ into $\operatorname{End}_{\mathbb{C}} \mathcal{S}$ with $\widetilde{\varphi}(1)=1$, and use Problem 16 to obtain a representation of $H(V)$ of $\mathcal{S}$. Prove that this representation is irreducible.
22. In Problem 21 prove that the algebra homomorphism $\widetilde{\varphi}: W\left(V^{\mathbb{C}}\right) \rightarrow \operatorname{End}_{\mathbb{C}} \mathcal{S}$ is one-one. Conclude that the elements $v_{1}^{k_{1}} \cdots v_{2 n}^{k_{2 n}}$ of Problem 18 form a vector space basis of $W\left(V^{\mathbb{C}}\right)$.

## CHAPTER IV

## Compact Lie Groups


#### Abstract

This chapter is about structure theory for compact Lie groups, and a certain amount of representation theory is needed for the development. The first section gives examples of group representations and shows how to construct new representations from old ones by using tensor products and the symmetric and exterior algebras.

In the abstract representation theory for compact groups, the basic result is Schur's Lemma, from which the Schur orthogonality relations follow. A deeper result is the Peter-Weyl Theorem, which guarantees a rich supply of irreducible representations. From the Peter-Weyl Theorem it follows that any compact Lie group can be realized as a group of real or complex matrices.

The Lie algebra of a compact Lie group admits an invariant inner product, and consequently such a Lie algebra is reductive. From Chapter I it is known that a reductive Lie algebra is always the direct sum of its center and its commutator subalgebra. In the case of the Lie algebra of a compact connected Lie group, the analytic subgroups corresponding to the center and the commutator subalgebra are closed. Consequently the structure theory of compact connected Lie groups in many respects reduces to the semisimple case.

If $T$ is a maximal torus of a compact connected Lie group $G$, then each element of $G$ is conjugate to a member of $T$. It follows that the exponential map for $G$ is onto and that the centralizer of a torus is always connected. The analytically defined Weyl group $W(G, T)$ is the quotient of the normalizer of $T$ by the centralizer of $T$, and it coincides with the Weyl group of the underlying root system.

Weyl's Theorem says that the fundamental group of a compact semisimple Lie group $G$ is finite. Hence the universal covering group of $G$ is compact.


## 1. Examples of Representations

The subject of this chapter is structure theory for compact Lie groups, but the structure theory is closely tied with representation theory. In fact, one of several equivalent formulations of the first main structure theorem says that the exponential map for a compact connected Lie group is onto. In our treatment this theorem makes critical use of the fact that any compact Lie group is a matrix group, and this is a theorem of representation theory.

We shall begin with the representation theory, providing some examples and constructions of representations in this section. We are interested in
representations of both a Lie group and its Lie algebra; all representations for us will be finite dimensional.

A compact group is a topological group whose underlying topology is compact Hausdorff. A finite-dimensional representation of a compact group $G$ on a finite-dimensional complex vector space $V$ is a continuous homomorphism $\Phi$ of $G$ into $G L_{\mathbb{C}}(V)$. If $G$ is a Lie group, as it always will be in this section, then $\Phi$ is automatically smooth (§I.10). The differential at the identity provides us with a representation of the (real) Lie algebra $\mathfrak{g}_{0}$ of $G$ on the space $V$.

For any $G$ the trivial representation of $G$ on $V$ is the representation $\Phi$ of $G$ for which $\Phi(g)=1$ for all $g \in G$. Sometimes when the term "trivial representation" is used, it is understood that $V=\mathbb{C}$; sometimes the case $V=\mathbb{C}$ is indicated by referring to the "trivial 1-dimensional representation."

Let us now consider specific examples.
EXAMPLES FOR $G=U(n)$ OR $S U(n)$.

1) Let $V=\mathbb{C}^{n}$, and let $G$ act on $\mathbb{C}^{n}$ by matrix multiplication, i.e.,

$$
\Phi(g)\left(\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right)=g\left(\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right)
$$

The result is what is called the standard representation of $G$. If on the right side of this equation $g$ is replaced by $\left(g^{t}\right)^{-1}=\bar{g}$, then the result is the contragredient or conjugate of the standard representation.
2) Let $V$ consist of all polynomials in $z_{1}, \ldots, z_{n}, \bar{z}_{1}, \ldots, \bar{z}_{n}$ homogeneous of degree $N$, and let

$$
\Phi(g) P\left(\left(\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right),\left(\begin{array}{c}
\bar{z}_{1} \\
\vdots \\
\bar{z}_{n}
\end{array}\right)\right)=P\left(g^{-1}\left(\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right), \bar{g}^{-1}\left(\begin{array}{c}
\bar{z}_{1} \\
\vdots \\
\bar{z}_{n}
\end{array}\right)\right) .
$$

The subspace $V^{\prime}$ of holomorphic polynomials (those with no $\bar{z}$ 's) is carried to itself by all $\Phi(g)$, and therefore we call $V^{\prime}$ an invariant subspace. The restriction of the $\Phi(g)$ 's to $V^{\prime}$ is thus itself a representation. When $N=1$, this representation is essentially the contragredient of the standard representation. When antiholomorphic polynomials are used (those with no $z$ 's) and $N$ is taken to be 1 , the result is essentially the standard representation itself.
3) Let $V=\bigwedge^{k} \mathbb{C}^{n}$. This vector space is discussed in $\S \mathrm{A} .3$. A basis over $\mathbb{C}$ of $\bigwedge^{k} \mathbb{C}^{n}$ consists of all alternating tensors $\varepsilon_{i_{1}} \wedge \cdots \wedge \varepsilon_{i_{k}}$ with $i_{1}<\cdots<i_{k}$, where $\left\{\varepsilon_{j}\right\}_{j=1}^{n}$ is the standard basis of $\mathbb{C}^{n}$. If we define

$$
\Phi(g)\left(\varepsilon_{i_{1}} \wedge \cdots \wedge \varepsilon_{i_{k}}\right)=g \varepsilon_{i_{1}} \wedge \cdots \wedge g \varepsilon_{i_{k}},
$$

then we can see that $\Phi(g)$ extends to a linear map of $\bigwedge^{k} \mathbb{C}^{n}$ into itself, and $\Phi$ is a representation. What we should do to get a construction that does not use a basis is first to define $\widetilde{\Phi}(g)$ on $T^{k}\left(\mathbb{C}^{n}\right)$ by

$$
\tilde{\Phi}(g)=g \otimes \cdots \otimes g
$$

as in (A.7). The result is multiplicative in $g$ by (A.8), and the continuity follows by examining the effect on a basis. Hence we have a representation of $G$ on $T^{k}\left(\mathbb{C}^{n}\right)$. Next we easily check that each $\widetilde{\Phi}(g)$ carries $T^{k}\left(\mathbb{C}^{n}\right) \cap I^{\prime}$ to itself, where $I^{\prime}$ is the defining ideal (A.26b) for the exterior algebra. Consequently $\widetilde{\Phi}(g)$ descends to a linear transformation $\Phi(g)$ from $\bigwedge^{k} \mathbb{C}^{n}$ to itself, and $\Phi$ is a representation on $\bigwedge^{k} \mathbb{C}^{n}$.
4) For $G=S U(2)$, let $V$ be the space of homogeneous holomorphic polynomials of degree $N$ in $z_{1}$ and $z_{2}$, let $\Phi$ be the representation as in Example 2, and let $V^{\prime}$ be the space of all holomorphic polynomials in $z$ of degree $N$ with

$$
\Phi^{\prime}\left(\begin{array}{rr}
\alpha & \beta \\
-\bar{\beta} & \bar{\alpha}
\end{array}\right) Q(z)=(\bar{\beta} z+\alpha)^{N} Q\left(\frac{\bar{\alpha} z-\beta}{\bar{\beta} z+\alpha}\right) .
$$

Define $E: V \rightarrow V^{\prime}$ by $(E P)(z)=P\binom{z}{1}$. Then $E$ is an invertible linear mapping and satisfies $E \Phi(g)=\Phi^{\prime}(g) E$ for all $g$, and we say that $E$ exhibits $\Phi$ and $\Phi^{\prime}$ as equivalent (i.e., isomorphic).

EXAMPLES FOR $G=O(n)$ OR $S O(n)$.

1) Let $V=\mathbb{C}^{n}$, and let $G$ act on $\mathbb{C}^{n}$ by matrix multiplication, i.e.,

$$
\Phi(g)\left(\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right)=g\left(\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right)
$$

The result is what is called the standard representation of $G$.
2) Let $V$ consist of all polynomials in $x_{1}, \ldots, x_{n}$ homogeneous of degree $N$, and let

$$
\Phi(g) P\left(\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right)\right)=P\left(g^{-1}\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right)\right) .
$$

Then $\Phi$ is a representation. When we want to emphasize the degree, let us write $\Phi_{N}$ and $V_{N}$. Define the Laplacian operator by

$$
\Delta=\frac{\partial^{2}}{\partial x_{1}^{2}}+\cdots+\frac{\partial^{2}}{\partial x_{n}^{2}} .
$$

This carries $V_{N}$ to $V_{N-2}$ and satisfies $\Delta \Phi_{N}(g)=\Phi_{N-2}(g) \Delta$. This commutativity property implies that the kernel of $\Delta$ is an invariant subspace of $V_{N}$, the space of homogeneous harmonic polynomials of degree $N$.
3) Let $V=\bigwedge^{k} \mathbb{C}^{n}$. For $g \in G$, if we define

$$
\Phi(g)\left(\varepsilon_{i_{1}} \wedge \cdots \wedge \varepsilon_{i_{k}}\right)=g \varepsilon_{i_{1}} \wedge \cdots \wedge g \varepsilon_{i_{k}},
$$

then we can see that $\Phi(g)$ extends to a linear map of $\bigwedge^{k} \mathbb{C}^{n}$ into itself, and $\Phi$ is a representation. Unlike the case with $G=S U(n)$, the representations in $\bigwedge^{k} \mathbb{C}^{n}$ and $\bigwedge^{n-k} \mathbb{C}^{n}$ are equivalent when $G=S O(n)$.

Now let us consider matters more generally. Fix a compact group $G$. If $\Phi$ is a finite-dimensional representation of $G$ on $V$, then the contragredient $\Phi^{c}$ takes place on the dual space $V^{*}$ and is given by

$$
\begin{equation*}
\left\langle\Phi^{c}(g) v^{*}, v\right\rangle=\left\langle v^{*}, \Phi(g)^{-1} v\right\rangle \quad \text { for } v^{*} \in V^{*} \text { and } v \in V . \tag{4.1}
\end{equation*}
$$

Here $\langle\cdot, \cdot\rangle$ is the natural pairing of $V^{*}$ and $V$.
If $\Phi_{1}$ and $\Phi_{2}$ are finite-dimensional representations on $V_{1}$ and $V_{2}$, then their tensor product is the representation $\Phi_{1} \otimes \Phi_{2}$ of $G$ given on $V_{1} \otimes_{\mathbb{C}} V_{2}$ by

$$
\begin{equation*}
\left(\Phi_{1} \otimes \Phi_{2}\right)(g)=\Phi_{1}(g) \otimes \Phi_{2}(g) . \tag{4.2}
\end{equation*}
$$

Then $\left(\Phi_{1} \otimes \Phi_{2}\right)(g)$ is multiplicative in $g$ by (A.8), and the continuity follows by examining the effect on a basis. Hence $\Phi_{1} \otimes \Phi_{2}$ is a representation.

If $\Phi$ is a finite-dimensional representation on $V$, we can define representations on the spaces $S^{k}(V)$ and $\bigwedge^{k}(V)$ of symmetric and alternating tensors for every $k \geq 0$. The argument is just as in Example 3 for $U(n)$
and $S U(n)$ above. In the case of $S^{k}(V)$, we start with the representation on the $k$-fold tensor product $T^{k}(V)$. If $I$ is the defining ideal (A.18b) for $S(V)$, the representation on $T^{k}(V)$ will descend to $S^{k}(V)$ if it is shown that $T^{k}(V) \cap I$ is an invariant subspace. The space $T^{k}(V) \cap I$ is spanned by vectors

$$
x \otimes u \otimes v \otimes y-x \otimes v \otimes u \otimes y
$$

with $x \in T^{r}(V), u$ and $v$ in $T^{1}(V)$, and $y \in T^{s}(V)$, where $r+2+s=k$. When we apply $g$ to this element, we get the element

$$
g x \otimes g u \otimes g v \otimes g y-g x \otimes g v \otimes g u \otimes g y,
$$

which another element of the spanning set for $T^{k}(V) \cap I$. Hence the representation on $T^{k}(V)$ descends to $S^{k}(V)$. To get a representation on $\bigwedge^{k}(V)$, we argue similarly. The descent from $T^{k}(V)$ to $\bigwedge^{k}(V)$ is possible since $T^{k}(V) \cap I^{\prime}$, with $I^{\prime}$ as in (A.26b), is spanned by elements

$$
x \otimes v \otimes v \otimes y
$$

with $x \in T^{r}(V), v \in T^{1}(V)$, and $y \in T^{s}(V)$, and since $g$ of this element is another element of this form.

The motivation for the definitions of Lie algebra representations comes from thinking of $G$ as a closed linear group and differentiating the Lie group formulas. For example, if $\Phi_{1}$ and $\Phi_{2}$ are finite-dimensional representations on $V_{1}$ and $V_{2}$, then we have

$$
\left(\Phi_{1} \otimes \Phi_{2}\right)(g)\left(v_{1} \otimes v_{2}\right)=\Phi_{1}(g) v_{1} \otimes \Phi_{2}(g) v_{2}
$$

If $c(t)$ is a curve in $G$ with $c(0)=1$ and $c^{\prime}(0)=X$, then the product rule for differentiation gives

$$
d\left(\Phi_{1} \otimes \Phi_{2}\right)(X)\left(v_{1} \otimes v_{2}\right)=d \Phi_{1}(X) v_{1} \otimes v_{2}+v_{1} \otimes d \Phi_{2}(X) v_{2}
$$

for $X$ in the real Lie algebra $\mathfrak{g}_{0}$ of $G$. It will be convenient to pass to the complexification of $\mathfrak{g}_{0}$, thereby obtaining a (complex-linear) representation of $\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$ on $V_{1} \otimes_{\mathbb{C}} V_{2}$. Once we have formulas for representations of this particular kind of complex Lie algebra, we may as well make our definitions for all complex Lie algebras.

Thus let $\mathfrak{g}$ be a finite-dimensional complex Lie algebra. If $\varphi_{1}$ and $\varphi_{2}$ are representations of $\mathfrak{g}$ on vector spaces $V_{1}$ and $V_{2}$, then we define a representation $\varphi_{1} \otimes \varphi_{2}$ on $V_{1} \otimes_{\mathbb{C}} V_{2}$ by

$$
\begin{equation*}
\left(\varphi_{1} \otimes \varphi_{2}\right) X=\varphi_{1}(X) \otimes 1+1 \otimes \varphi_{2}(X) \tag{4.3}
\end{equation*}
$$

A little calculation using (A.8) shows that indeed $\varphi_{1} \otimes \varphi_{2}$ is a representation.
In a similar fashion we can define the tensor product of $n$ representations of $\mathfrak{g}$. Also in a similar fashion if $\varphi$ is a representation of $\mathfrak{g}$ on $V$, the contragredient is the representation $\varphi^{c}$ of $\mathfrak{g}$ on $V^{*}$ given by

$$
\begin{equation*}
\left\langle\varphi^{c}(X) v^{*}, v\right\rangle=-\left\langle v^{*}, \varphi(X) v\right\rangle \tag{4.4}
\end{equation*}
$$

If $\varphi$ is a representation of $\mathfrak{g}$ on $V$, we can construct corresponding representations on $S^{k}(V)$ and $\bigwedge^{k}(V)$. We start with the representations of $\mathfrak{g}$ on $T^{k}(E)$ and show that $X$ of a member of $T^{k}(V) \cap I$ or $T^{k}(V) \cap I^{\prime}$ is a member of the same space. Then the representation of $\mathfrak{g}$ on $T^{k}(V)$ descends to $S^{k}(V)$ or $\bigwedge^{k}(V)$.

## 2. Abstract Representation Theory

Let us be more systematic about some of the definitions in §1. A finitedimensional representation of a topological group $G$ is a continuous homomorphism $\Phi$ of $G$ into the group $G L_{\mathbb{C}}(V)$ of invertible linear transformations on a finite-dimensional complex vector space $V$. The continuity condition means that in any basis of $V$ the matrix entries of $\Phi(g)$ are continuous for $g \in G$. It is equivalent to say that $g \mapsto \Phi(g) v$ is a continuous function from $G$ into $V$ for each $v$ in $V$.

An equivalent definition of finite-dimensional representation is that $\Phi$ is a continuous group action of $G$ on a finite-dimensional complex vector space $V$ by linear transformations. In this case the assertion about continuity is that the map $G \times V \rightarrow V$ is continuous jointly, rather than continuous only as a function of the first variable. To deduce the joint continuity from continuity in the first variable, it is enough to verify continuity of $G \times V \rightarrow V$ at $g=1$ and $v=0$. Let $\operatorname{dim}_{\mathbb{C}} V=n$. We fix a basis $v_{1}, \ldots, v_{n}$ and recall that the map $\left\{c_{i}\right\}_{i=1}^{n} \mapsto \sum_{i=1}^{n} c_{i} v_{i}$ is a homeomorphism of $\mathbb{C}^{n}$ onto $V$. Put $\left\|\sum_{i=1}^{n} c_{i} v_{i}\right\|=\left(\sum_{i=1}^{n} c_{i}^{2}\right)^{1 / 2}$. Given $\epsilon>0$, choose for each $i$ between 1 and $n$ a neighborhood $U_{i}$ of 1 in $G$ such that $\left\|\Phi(g) v_{i}-v_{i}\right\|<1$ for $g \in U_{i}$. If $g$ is in $\bigcap_{i=1}^{n} U_{i}$ and if $v=\sum_{i} c_{i} v_{i}$ has $\|v\|<\varepsilon$, then

$$
\begin{aligned}
\|\Phi(g) v\| & \leq\left\|\Phi(g)\left(\sum c_{i} v_{i}\right)-\left(\sum c_{i} v_{i}\right)\right\|+\|v\| \\
& \leq \sum\left|c_{i}\right|\left\|\Phi(g) v_{i}-v_{i}\right\|+\|v\| \\
& \leq\left(\sum\left|c_{i}\right|^{2}\right)^{1 / 2} n^{1 / 2}+\|v\| \quad \text { by the Schwarz inequality } \\
& \leq\left(n^{1 / 2}+1\right) \varepsilon
\end{aligned}
$$

An invariant subspace for such a $\Phi$ is a vector subspace $U$ such that $\Phi(g)(U) \subseteq U$ for all $g \in G$. A representation on a nonzero vector space $V$ is irreducible if it has no invariant subspaces other than 0 and $V$.

A representation $\Phi$ on the finite-dimensional complex vector space $V$ is called unitary if a Hermitian inner product has been specified for $V$ and if each $\Phi(g)$ is unitary relative to that inner product (i.e., has $\Phi(g)^{*} \Phi(g)=1$ for all $g \in G$ ). For a unitary representation the orthogonal complement $U^{\perp}$ of an invariant subspace is an invariant subspace because

$$
\begin{equation*}
\left\langle\Phi(g) u^{\perp}, u\right\rangle=\left\langle u^{\perp}, \Phi(g)^{-1} u\right\rangle \in\left\langle u^{\perp}, U\right\rangle=0 \quad \text { for } u^{\perp} \in U^{\perp}, u \in U . \tag{4.5}
\end{equation*}
$$

Two representations of $G, \Phi$ on $V$ and $\Phi^{\prime}$ on $V^{\prime}$ are equivalent if there is a linear invertible $E: V \rightarrow V^{\prime}$ such that $\Phi^{\prime}(g) E=E \Phi(g)$ for all $g \in G$.

Now let us suppose that the topological group $G$ is compact. One of the critical properties of such a group for representation theory is that it has a left Haar measure, i.e., a nonzero regular Borel measure that is invariant under left translation. We shall take for granted this existence; it may be proved by techniques of functional analysis or, in the case of compact Lie groups, by an argument using differential forms. Let $\mu_{l}$ be a left Haar measure. Then $G$ possesses also a right Haar measure in the obvious sense, for example $\mu_{r}(E)=\mu_{l}\left(E^{-1}\right)$, where $E^{-1}$ denotes the set of inverses of elements of the set $E$. Let $A$ be a set in the $\sigma$-algebra generated by the compact subsets of $G$ that are countable intersections of open sets, and let $I_{A}$ be the characteristic function of $A$. Fubini's Theorem is applicable to the function $(x, y) \mapsto I_{A}(x y)$, and we have

$$
\begin{aligned}
\mu_{l}(G) \mu_{r}(A) & =\int_{G}\left[\int_{G} I_{A}(x) d \mu_{r}(x)\right] d \mu_{l}(y) \\
& =\int_{G}\left[\int_{G} I_{A}(x y) d \mu_{r}(x)\right] d \mu_{l}(y) \\
& =\int_{G}\left[\int_{G} I_{A}(x y) d \mu_{l}(y)\right] d \mu_{r}(x) \\
& =\int_{G}\left[\int_{G} I_{A}(y) d \mu_{l}(y)\right] d \mu_{r}(x) \\
& =\mu_{r}(G) \mu_{l}(A) .
\end{aligned}
$$

Since $\mu_{l}$ and $\mu_{r}$ are regular as Borel measures, this equality extends to be valid for all Borel sets $A$. In other words any left Haar measure is proportional to any right Haar measure. Consequently there is only one
left Haar measure up to a proportionality constant, and it is a right Haar measure. We may thus speak of a Haar measure, understanding that it is two-sided invariant. Let us normalize it so that it has total measure 1. Since the normalized measure is unambiguous, we write integrals with respect to normalized Haar measure by expressions like $\int_{G} f(x) d x$, dropping $\mu$ from the notation.

Proposition 4.6. If $\Phi$ is a representation of $G$ on a finite-dimensional $V$, then $V$ admits a Hermitian inner product such that $\Phi$ is unitary.

Proof. Let $\langle\cdot, \cdot\rangle$ be any Hermitian inner product on $V$, and define

$$
(u, v)=\int_{G}\langle\Phi(x) u, \Phi(x) v\rangle d x
$$

It is straightforward to see that $(\cdot, \cdot)$ has the required properties.
Corollary 4.7. If $\Phi$ is a representation of $G$ on a finite-dimensional $V$, then $\Phi$ is the direct sum of irreducible representations. In other words, $V=V_{1} \oplus \cdots \oplus V_{k}$, with each $V_{j}$ an invariant subspace on which $\Phi$ acts irreducibly.

Proof. Form $(\cdot, \cdot)$ as in Proposition 4.6. Find an invariant subspace $U \neq 0$ of minimal dimension and take its orthogonal complement $U^{\perp}$. Then (4.5) shows that $U^{\perp}$ is invariant. Repeating the argument with $U^{\perp}$ and iterating, we obtain the required decomposition.

Proposition 4.8 (Schur's Lemma). Suppose $\Phi$ and $\Phi^{\prime}$ are irreducible representations of $G$ on finite-dimensional vector spaces $V$ and $V^{\prime}$, respectively. If $L: V \rightarrow V^{\prime}$ is a linear map such that $\Phi^{\prime}(g) L=L \Phi(g)$ for all $g \in G$, then $L$ is one-one onto or $L=0$.

Proof. We see easily that ker $L$ and image $L$ are invariant subspaces of $V$ and $V^{\prime}$, respectively, and then the only possibilities are the ones listed.

Corollary 4.9. Suppose $\Phi$ is an irreducible representation of $G$ on a finite-dimensional $V$. If $L: V \rightarrow V$ is a linear map such that $\Phi(g) L=$ $L \Phi(g)$ for all $g \in G$, then $L$ is scalar.

Proof. Let $\lambda$ be an eigenvalue of $L$. Then $L-\lambda I$ is not one-one onto, but it does commute with $\Phi(g)$ for all $g \in G$. By Proposition 4.8, $L-\lambda I=0$.

EXAmple. If $G$ is abelian, then it follows from Corollary 4.9 (applied to $\left.L=\Phi\left(g_{0}\right)\right)$ that every irreducible finite-dimensional representation of $G$ is 1-dimensional. For the circle group $S^{1}=\left\{e^{i \theta}\right\}$, the 1-dimensional representations are parametrized by $n \in \mathbb{Z}$, the $n^{\text {th }}$ representation being

$$
e^{i \theta} \mapsto \text { multiplication by } e^{i n \theta} .
$$

Corollary 4.10 (Schur orthogonality relations).
(a) Let $\Phi$ and $\Phi^{\prime}$ be inequivalent irreducible unitary representations of $G$ on finite-dimensional spaces $V$ and $V^{\prime}$, respectively, and let the understood Hermitian inner products be denoted $(\cdot, \cdot)$. Then

$$
\int_{G}(\Phi(x) u, v) \overline{\left(\Phi^{\prime}(x) u^{\prime}, v^{\prime}\right)} d x=0 \quad \text { for all } u, v \in V \text { and } u^{\prime}, v^{\prime} \in V .
$$

(b) Let $\Phi$ be an irreducible unitary representation on a finite-dimensional $V$, and let the understood Hermitian inner product be denoted $(\cdot, \cdot)$. Then

$$
\int_{G}\left(\Phi(x) u_{1}, v_{1}\right) \overline{\left(\Phi(x) u_{2}, v_{2}\right)} d x=\frac{\left(u_{1}, u_{2}\right) \overline{\left(v_{1}, v_{2}\right)}}{\operatorname{dim} V} \text { for } u_{1}, v_{1}, u_{2}, v_{2} \in V .
$$

PROOF.
(a) Let $l: V^{\prime} \rightarrow V$ be linear and form

$$
L=\int_{G} \Phi(x) l \Phi^{\prime}\left(x^{-1}\right) d x
$$

(This integration can be regarded as occurring for matrix-valued functions and is to be handled entry-by-entry.) Then it follows that $\Phi(y) L \Phi^{\prime}\left(y^{-1}\right)=$ $L$, so that $\Phi(y) L=L \Phi^{\prime}(y)$ for all $y \in G$. By Proposition 4.8, $L=0$. Thus $\left(L v^{\prime}, v\right)=0$. Choose $l\left(w^{\prime}\right)=\left(w^{\prime}, u^{\prime}\right) u$, and then we have

$$
\begin{aligned}
0 & =\left(L v^{\prime}, v\right) \\
& =\int_{G}\left(\Phi(x) l \Phi^{\prime}\left(x^{-1}\right) v^{\prime}, v\right) d x \\
& =\int_{G}\left(\Phi(x)\left(\Phi^{\prime}\left(x^{-1}\right) v^{\prime}, u^{\prime}\right) u, v\right) d x \\
& =\int_{G}(\Phi(x) u, v)\left(\Phi^{\prime}\left(x^{-1}\right) v^{\prime}, u^{\prime}\right) d x
\end{aligned}
$$

and (a) results.
(b) We proceed in the same way, starting from $l: V \rightarrow V$ and obtain $L=\lambda I$ from Corollary 4.9. Taking the trace of both sides, we find

$$
\lambda \operatorname{dim} V=\operatorname{Tr} L=\operatorname{Tr} l,
$$

so that $\lambda=(\operatorname{Tr} l) / \operatorname{dim} V$. Thus

$$
\left(L v_{2}, v_{1}\right)=\frac{\operatorname{Tr} l}{\operatorname{dim} V} \overline{\left(v_{1}, v_{2}\right)} .
$$

Choosing $l(w)=\left(w, u_{2}\right) u_{1}$, we have

$$
\begin{aligned}
\frac{\left(u_{1}, u_{2}\right) \overline{\left(v_{1}, v_{2}\right)}}{\operatorname{dim} V} & =\frac{\operatorname{Tr} l}{\operatorname{dim} V} \overline{\left(v_{1}, v_{2}\right)} \\
& =\left(L v_{2}, v_{1}\right) \\
& =\int_{G}\left(\Phi(x) l \Phi\left(x^{-1}\right) v_{2}, v_{1}\right) d x \\
& =\int_{G}\left(\Phi(x) u_{1}, v_{1}\right)\left(\Phi\left(x^{-1}\right) v_{2}, u_{2}\right) d x
\end{aligned}
$$

and (b) results.
We can interpret Corollary 4.10 as follows. Let $\left\{\Phi^{(\alpha)}\right\}$ be a maximal set of mutually inequivalent finite-dimensional irreducible unitary representations of $G$. For each $\Phi^{(\alpha)}$, choose an orthonormal basis for the underlying vector space, and let $\Phi_{i j}^{(\alpha)}(x)$ be the matrix of $\Phi^{(\alpha)}(x)$ in this basis. Then the functions $\left\{\Phi_{i j}^{(\alpha)}(x)\right\}_{i, j, \alpha}$ form an orthogonal set in the space $L^{2}(G)$ of square integrable functions on $G$. In fact, if $d^{(\alpha)}$ denotes the degree of $\Phi^{(\alpha)}$ (i.e., the dimension of the underlying vector space), then $\left\{\left(d^{(\alpha)}\right)^{1 / 2} \Phi_{i j}^{(\alpha)}(x)\right\}_{i, j, \alpha}$ is an orthonormal set in $L^{2}(G)$. The Peter-Weyl Theorem in the next section will show that this orthonormal set is an orthonormal basis.

We can use Schur orthogonality to get a qualitative idea of the decomposition into irreducibles in Corollary 4.7 when $\Phi$ is a given finitedimensional representation of $G$. By Proposition 4.6 there is no loss of generality in assuming that $\Phi$ is unitary. If $\Phi$ is a unitary finite-dimensional representation of $G$, a matrix coefficient of $\Phi$ is any function on $G$ of the form $(\Phi(x) u, v)$. The character of $\Phi$ is the function

$$
\begin{equation*}
\chi_{\Phi}(x)=\operatorname{Tr} \Phi(x)=\sum_{i}\left(\Phi(x) u_{i}, u_{i}\right), \tag{4.11}
\end{equation*}
$$

where $\left\{u_{i}\right\}$ is an orthonormal basis. This function depends only on the equivalence class of $\Phi$ and satisfies

$$
\begin{equation*}
\chi_{\Phi}\left(g x g^{-1}\right)=\chi_{\Phi}(x) \quad \text { for all } g, x \in G . \tag{4.12}
\end{equation*}
$$

If a finite-dimensional $\Phi$ is the direct sum of representations $\Phi_{1}, \ldots, \Phi_{n}$, then

$$
\begin{equation*}
\chi_{\Phi}=\chi_{\Phi_{1}}+\cdots+\chi_{\Phi_{n}} . \tag{4.13}
\end{equation*}
$$

The corresponding formulas for characters of contragredients and tensor products are

$$
\begin{gather*}
\chi_{\Phi^{c}}=\overline{\chi_{\Phi}}  \tag{4.14}\\
\chi_{\Phi \otimes \Phi^{\prime}}=\chi_{\Phi} \chi_{\Phi^{\prime}} . \tag{4.15}
\end{gather*}
$$

Corollary 4.16. If $G$ is a compact group, then the character $\chi$ of an irreducible finite-dimensional representation has $L^{2}$ norm satisfying $\|\chi\|_{2}=1$. If $\chi$ and $\chi^{\prime}$ are characters of inequivalent irreducible finitedimensional representations, then $\int_{G} \chi(x) \overline{\chi^{\prime}(x)} d x=0$.

Proof. These formulas are immediate from Corollary 4.10 since characters are sums of matrix coefficients.

Now let $\Phi$ be a given finite-dimensional representation of $G$, and write $\Phi$ as the direct sum of irreducible representations $\Phi_{1}, \ldots, \Phi_{n}$. If $\tau$ is an irreducible finite-dimensional representation of $G$, then (4.13) and Corollary 4.16 show that $\int_{G} \chi_{\Phi}(x) \overline{\chi_{\tau}(x)} d x$ is the number of summands $\Phi_{i}$ equivalent with $\tau$. Evidently this integer is independent of the decomposition of $\Phi$ into irreducible representations. We call it the multiplicity of $\tau$ in $\Phi$.

To make concrete use of characters in determining reducibility, it is helpful to have explicit formulas for characters. Formula (4.12) says that characters are constant on conjugacy classes and therefore need to be determined only on one representative of each conjugacy class. The Weyl Character Formula in Chapter V will provide the required character formulas when $G$ is a compact connected Lie group.

## 3. Peter-Weyl Theorem

The goal of this section is to establish the more analytic parts of the abstract representation theory of compact groups. At the end of this section we deduce the important consequence that any compact Lie group can be realized as a group of complex matrices.

By way of preliminaries, let us see that the set $C(G)$ of continuous functions is dense in $L^{2}(G)$. This fact is valid for $L^{2}$ with respect to any regular Borel measure and is not a special property of Haar measure. Arguing by contradiction, suppose that $C(G)$ is not dense. Then there exists a nonzero $L^{2}$ function $h$ such that $\int_{G} f h d x=0$ for every continuous $f$. By a passage to the limit, $\int_{G} f h d x=0$ whenever $f$ is the characteristic function of a compact set that is the countable intersection of open sets, then whenever $f$ is the characteristic function of an open set, and finally whenever $f$ is the characteristic function of any Borel set. Applying this conclusion successively when the Borel set is the set where $\operatorname{Re} h>0$, the set where Re $h<0$, the set where $\operatorname{Im} h>0$, and the set where $\operatorname{Im} h<0$, we conclude that $h$ is 0 almost everywhere, contradiction.

Lemma 4.17. If $G$ is a compact group and $h$ is in $L^{2}(G)$, then the function $y \mapsto h\left(y^{-1} x\right)$ of $G$ into $L^{2}(G)$ is continuous.

Proof. Given $\epsilon>0$, we shall produce an open neighborhood $U$ of 1 in $G$ such that $\left\|h\left(y_{1}^{-1} x\right)-h\left(y_{2}^{-1} x\right)\right\|_{2, x}<\epsilon$ whenever $y_{1}^{-1} y_{2}$ is in $U$. Let $h \in L^{2}(G)$ be given, and find, by the remarks above, a continuous function $c$ such that $\|h-c\|_{2}<\epsilon / 3$. The function $c$, being continuous on $G$, is uniformly continuous. Thus we can find an open neighborhood $U$ of 1 in $G$ such that

$$
\left|c\left(y_{1}^{-1} x\right)-c\left(y_{2}^{-1} x\right)\right|<\epsilon / 3
$$

for all $x \in G$ whenever $y_{1}^{-1} y_{2}$ is in $U$. Then

$$
\begin{aligned}
\left\|h\left(y_{1}^{-1} x\right)-h\left(y_{2}^{-1} x\right)\right\|_{2, x} \leq & \left\|h\left(y_{1}^{-1} x\right)-c\left(y_{1}^{-1} x\right)\right\|_{2, x} \\
& +\left\|c\left(y_{1}^{-1} x\right)-c\left(y_{2}^{-1} x\right)\right\|_{2, x} \\
& +\left\|c\left(y_{2}^{-1} x\right)-h\left(y_{2}^{-1} x\right)\right\|_{2, x} \\
= & 2\|h-c\|_{2}+\left\|c\left(y_{1}^{-1} x\right)-c\left(y_{2}^{-1} x\right)\right\|_{2, x} \\
\leq & 2\|h-c\|_{2}+\sup _{x \in G}\left|c\left(y_{1}^{-1} x\right)-c\left(y_{2}^{-1} x\right)\right| \\
< & 2 \epsilon / 3+\epsilon / 3=\epsilon .
\end{aligned}
$$

Lemma 4.18. Let $G$ be a compact group, and let $h$ be in $L^{2}(G)$. For any $\epsilon>0$, there exist finitely many $y_{i} \in G$ and Borel sets $E_{i} \subseteq G$ such that the $E_{i}$ disjointly cover $G$ and

$$
\left\|h\left(y^{-1} x\right)-h\left(y_{i}^{-1} x\right)\right\|_{2, x}<\epsilon \quad \text { for all } i \text { and for all } y \in E_{i} .
$$

Proof. By Lemma 4.17 choose an open neighborhood $U$ of 1 so that $\|h(g x)-h(x)\|_{2, x}<\epsilon$ whenever $g$ is in $U$. For each $z_{0} \in G$, we have $\left\|h\left(g z_{0} x\right)-h\left(z_{0} x\right)\right\|_{2, x}<\epsilon$ whenever $g$ is in $U$. The set $U z_{0}$ is an open neighborhood of $z_{0}$, and such sets cover $G$ as $z_{0}$ varies. Find a finite subcover, say $U z_{1}, \ldots, U z_{n}$, and let $U_{i}=U z_{i}$. Define $F_{j}=U_{j}-\bigcup_{i=1}^{j-1} U_{i}$. Then the lemma follows with $y_{i}=z_{i}^{-1}$ and $E_{i}=F_{i}^{-1}$.

Lemma 4.19. Let $G$ be a compact group, let $f$ be in $L^{1}(G)$, and let $h$ be in $L^{2}(G)$. Put $F(x)=\int_{G} f(y) h\left(y^{-1} x\right) d y$. Then $F$ is the limit in $L^{2}(G)$ of a sequence of functions, each of which is a finite linear combination of left translates of $h$.

Proof. Given $\epsilon>0$, choose $y_{i}$ and $E_{i}$ as in Lemma 4.18, and put $c_{i}=\int_{E_{i}} f(y) d y$. Then

$$
\begin{aligned}
\| \int_{G} f(y) h\left(y^{-1} x\right) d y & -\sum_{i} c_{i} h\left(y_{i}^{-1} x\right) \|_{2, x} \\
& \leq\left\|\sum _ { i } \int _ { E _ { i } } \left|f(y)\left\|h\left(y^{-1} x\right)-h\left(y_{i}^{-1} x\right) \mid d y\right\|_{2, x}\right.\right. \\
& \leq \sum_{i} \int_{E_{i}}|f(y)|\left\|h\left(y^{-1} x\right)-h\left(y_{i}^{-1} x\right)\right\|_{2, x} d y \\
& \leq \sum_{i} \int_{E_{i}}|f(y)| \epsilon d y=\epsilon\|f\|_{1} .
\end{aligned}
$$

Theorem 4.20 (Peter-Weyl Theorem). If $G$ is a compact group, then the linear span of all matrix coefficients for all finite-dimensional irreducible unitary representations of $G$ is dense in $L^{2}(G)$.

Proof. If $h(x)=(\Phi(x) u, v)$ is a matrix coefficient, then the following functions of $x$ are also matrix coefficients for the same representation:

$$
\begin{aligned}
\overline{h\left(x^{-1}\right)} & =(\Phi(x) v, u) \\
h(g x) & =\left(\Phi(x) u, \Phi\left(g^{-1}\right) v\right) \\
h(x g) & =(\Phi(x) \Phi(g) u, v) .
\end{aligned}
$$

Then the closure $U$ in $L^{2}(G)$ of the linear span of all matrix coefficients of all finite-dimensional irreducible unitary representations is stable under $h(x) \mapsto \overline{h\left(x^{-1}\right)}$ and under left and right translation. Arguing by contradiction, suppose $U \neq L^{2}(G)$. Then $U^{\perp} \neq 0$ and $U^{\perp}$ is closed under $h(x) \mapsto \overline{h\left(x^{-1}\right)}$ and under left and right translation.

We first prove that there is a nonzero continuous function in $U^{\perp}$. Thus let $H \neq 0$ be in $U^{\perp}$. For each open neighborhood $N$ of 1 , we define

$$
F_{N}(x)=\frac{1}{|N|} \int_{G} I_{N}(y) H\left(y^{-1} x\right) d y
$$

where $I_{N}$ is the characteristic function of $N$ and $|N|$ is the Haar measure of $N$. Use of the Schwarz inequality and the fact that $I_{N}$ and $H$ are in $L^{2}(G)$ shows that $F_{N}$ is continuous. As $N$ shrinks to $\{1\}$, the functions $F_{N}$ tend to $H$ in $L^{2}$; hence some $F_{N}$ is not 0 . Finally each linear combination of left translates of $H$ is in $U^{\perp}$, and hence $F_{N}$ is in $U^{\perp}$ by Lemma 4.19.

Thus $U^{\perp}$ contains a nonzero continuous function. Using translations and scalar multiplications, we can adjust this function so that it becomes a continuous $F_{1}$ in $U^{\perp}$ with $F_{1}(1)$ real and nonzero. Set

$$
F_{2}(x)=\int_{G} F_{1}\left(y x y^{-1}\right) d y
$$

Then $F_{2}$ is continuous and is in $U^{\perp}, F_{2}\left(g x g^{-1}\right)=F_{2}(x)$ for all $g \in G$, and $F_{2}(1)=F_{1}(1)$ is real and nonzero. Finally put

$$
F(x)=F_{2}(x)+\overline{F_{2}\left(x^{-1}\right)} .
$$

Then $F$ is continuous and is in $U^{\perp}, F\left(g x g^{-1}\right)=F(x)$ for all $g \in G$, $F(1)=2 F_{2}(1)$ is real and nonzero, and $F(x)=\overline{F\left(x^{-1}\right)}$. In particular, $F$ is not the 0 function in $L^{2}(G)$.

Form the function $k(x, y)=F\left(x^{-1} y\right)$ and the integral operator

$$
T f(x)=\int_{G} k(x, y) f(y) d y=\int_{G} F\left(x^{-1} y\right) f(y) d y \quad \text { for } f \in L^{2}(G)
$$

Then $k(x, y)=\overline{k(y, x)}$ and $\int_{G \times G}|k(x, y)|^{2} d x d y<\infty$, and hence $T$ is a Hilbert-Schmidt operator from $L^{2}(G)$ into itself. Also $T$ is not 0 since $F \neq 0$. According to the Hilbert-Schmidt Theorem (Riesz-Nagy [1955], p. 242), such an operator has a real nonzero eigenvalue $\lambda$ and the corresponding eigenspace $V_{\lambda} \subseteq L^{2}(G)$ is finite dimensional.

Let us see that the subspace $V_{\lambda}$ is invariant under left translation by $g$, which we write as $(L(g) f)(x)=f\left(g^{-1} x\right)$. In fact, $f$ in $V_{\lambda}$ implies

$$
\begin{aligned}
T L(g) f(x) & =\int_{G} F\left(x^{-1} y\right) f\left(g^{-1} y\right) d y=\int_{G} F\left(x^{-1} g y\right) f(y) d y \\
& =T f\left(g^{-1} x\right)=\lambda f\left(g^{-1} x\right)=\lambda L(g) f(x)
\end{aligned}
$$

By Lemma 4.17, $g \mapsto L(g) f$ is continuous, and therefore $L$ is a representation of $G$ in the finite-dimensional space $V_{\lambda}$. By Corollary 4.7, $V_{\lambda}$ contains an irreducible invariant subspace $W_{\lambda} \neq 0$.

Let $f_{1}, \ldots, f_{n}$ be an orthonormal basis of $W_{\lambda}$. The matrix coefficients for $W_{\lambda}$ are

$$
h_{i j}(x)=\left(L(x) f_{j}, f_{i}\right)=\int_{G} f_{j}\left(x^{-1} y\right) \overline{f_{i}(y)} d y
$$

and by definition are in $U$. Since $F$ is in $U^{\perp}$, we have

$$
\begin{aligned}
0 & =\int_{G} F(x) \overline{h_{i i}(x)} d x \\
& =\int_{G} \int_{G} F(x) \overline{f_{i}\left(x^{-1} y\right)} f_{i}(y) d y d x \\
& =\int_{G} \int_{G} F(x) \overline{f_{i}\left(x^{-1} y\right)} f_{i}(y) d x d y \\
& =\int_{G} \int_{G} F\left(y x^{-1}\right) \overline{f_{i}(x)} f_{i}(y) d x d y \\
& =\int_{G}\left[\int_{G} F\left(x^{-1} y\right) f_{i}(y) d y\right] \overline{f_{i}(x)} d x \quad \text { since } F\left(g x g^{-1}\right)=F(x) \\
& =\int_{G}\left[T f_{i}(x)\right] \overline{f_{i}(x)} d x \\
& =\lambda \int_{G}\left|f_{i}(x)\right|^{2} d x
\end{aligned}
$$

for all $i$, in contradiction with the fact that $W_{\lambda} \neq 0$. We conclude that $U^{\perp}=0$ and therefore that $U=L^{2}(G)$.

Example. For $S^{1}=\left\{e^{i \theta}\right\}$, we observed after Corollary 4.9 that the irreducible finite-dimensional representations are 1 -dimensional. The matrix coefficients are just the functions $e^{i n \theta}$. For this group the Peter-Weyl Theorem says that the finite linear combinations of these functions are dense in $L^{2}\left(S^{1}\right)$. An equivalent formulation of this result is that $\left\{e^{i n \theta}\right\}_{n=-\infty}^{\infty}$ is an orthonormal basis of $L^{2}\left(S^{1}\right)$. This equivalent formulation is generalized in Corollary 4.21 below.

Corollary 4.21. If $\left\{\Phi^{(\alpha)}\right\}$ is a maximal set of mutually inequivalent finite-dimensional irreducible unitary representations of a compact group $G$ and if $\left\{\left(d^{(\alpha)}\right)^{1 / 2} \Phi_{i j}^{(\alpha)}(x)\right\}_{i, j, \alpha}$ is a corresponding orthonormal set of matrix coefficients, then $\left\{\left(d^{(\alpha)}\right)^{1 / 2} \Phi_{i j}^{(\alpha)}(x)\right\}_{i, j, \alpha}$ is an orthonormal basis of $L^{2}(G)$.

Proof. The linear span of the functions in question is the linear span considered in the theorem. Then the theorem and general Hilbert space theory imply the corollary.

Now we specialize to Lie groups. Recall from §I. 10 that any continuous homomorphism between Lie groups is automatically smooth. Therefore the Lie algebra of a Lie group is an important tool in working with arbitrary finite-dimensional representations of the group. This idea will be used implicitly in the proof of the next corollary and more explicitly in the proofs in the next section.

Corollary 4.22. Any compact Lie group $G$ has a one-one finitedimensional representation and hence is isomorphic to a closed linear group.

Proof. It follows from Theorem 4.20 that for each $x \neq 1$ in $G$, there is a finite-dimensional representation $\Phi_{x}$ of $G$ such that $\Phi_{x}(x) \neq 1$. If the identity component $G_{0}$ is not $\{1\}$, pick $x_{1} \neq 1$ in the identity component $G_{0}$. Then $G_{1}=\operatorname{ker} \Phi_{x_{1}}$ is a closed subgroup of $G$, and its identity component is a proper subgroup of $G_{0}$. If $\left(G_{1}\right)_{0} \neq\{1\}$, pick $x_{2} \neq 1$ in $\left(G_{1}\right)_{0}$. Then $G_{2}=\operatorname{ker}\left(\Phi_{x_{1}} \oplus \Phi_{x_{2}}\right)$ is a closed subgroup of $G_{1}$, and its identity component is a proper subgroup of $\left(G_{1}\right)_{0}$. Continuing in this way and using the finite dimensionality of $G$, we see that we can find a finite-dimensional representation $\Phi_{0}$ of $G$ such that $\operatorname{ker} \Phi_{0}$ is 0 -dimensional. Then $\operatorname{ker} \Phi_{0}$ is finite, being a compact 0 -dimensional Lie group. Say $\operatorname{ker} \Phi_{0}=\left\{y_{1}, \ldots, y_{n}\right\}$. Then

$$
\Phi=\Phi_{0} \oplus \bigoplus_{j=1}^{n} \Phi_{y_{j}}
$$

is a one-one finite-dimensional representation of $G$.

## 4. Compact Lie Algebras

Let $\mathfrak{g}$ be a real Lie algebra. We say that $\mathfrak{g}$ is a compact Lie algebra if the group Int $\mathfrak{g}$ is compact. More generally let $\mathfrak{k}$ be a Lie subalgebra of $\mathfrak{g}$, and let $\operatorname{Int}_{\mathfrak{g}}(\mathfrak{k})$ be the analytic subgroup of $G L(\mathfrak{g})$ with Lie algebra $\operatorname{ad}_{\mathfrak{g}}(\mathfrak{k})$. We say that $\mathfrak{k}$ is compactly embedded in $\mathfrak{g}$ if $\operatorname{Int}_{\mathfrak{g}}(\mathfrak{k})$ is compact.

Proposition 4.23. If $G$ is a Lie group with Lie algebra $\mathfrak{g}$ and if $K$ is a compact subgroup with corresponding Lie subalgebra $\mathfrak{k}$, then $\mathfrak{k}$ is a
compactly embedded subalgebra of $\mathfrak{g}$. In particular, the Lie algebra of a compact Lie group is always a compact Lie algebra.

Proof. Since $K$ is compact, so is the identity component $K_{0}$. Then $\mathrm{Ad}_{\mathfrak{g}}\left(K_{0}\right)$ must be compact, being the continuous image of a compact group. The groups $\mathrm{Ad}_{\mathfrak{g}}\left(K_{0}\right)$ and $\operatorname{Int}_{\mathfrak{g}}(\mathfrak{k})$ are both analytic subgroups of $G L(\mathfrak{g})$ with Lie algebra $\operatorname{ad}_{\mathfrak{g}}(\mathfrak{k})$ and hence are isomorphic as Lie groups. Therefore $\operatorname{Int}_{\mathfrak{g}}(\mathfrak{k})$ is compact.

The next proposition and its two corollaries give properties of compact Lie algebras.

Proposition 4.24. Let $G$ be a compact Lie group, and let $\mathfrak{g}$ be its Lie algebra. Then the real vector space $\mathfrak{g}$ admits an inner product $(\cdot, \cdot)$ that is invariant under $\operatorname{Ad}(G):(\operatorname{Ad}(g) u, \operatorname{Ad}(g) v)=(u, v)$. Relative to this inner product the members of $\operatorname{Ad}(G)$ act by orthogonal transformations, and the members of ad $\mathfrak{g}$ act by skew-symmetric transformations.

Proof. Proposition 4.6 applies to complex vector spaces, but the same argument can be used here to obtain the first conclusion. Then $\operatorname{Ad}(G)$ acts by orthogonal transformations. Differentiating the identity $(\operatorname{Ad}(\exp t X) u, \operatorname{Ad}(\exp t X) v)=(u, v)$ at $t=0$, we see that $((\operatorname{ad} X) u, v)=$ $-(u,(\operatorname{ad} X) v)$ for all $X \in \mathfrak{g}$. In other words, $\operatorname{ad} X$ is skew symmetric.

Corollary 4.25. Let $G$ be a compact Lie group, and let $\mathfrak{g}$ be its Lie algebra. Then $\mathfrak{g}$ is reductive, and hence $\mathfrak{g}=Z_{\mathfrak{g}} \oplus[\mathfrak{g}, \mathfrak{g}]$, where $Z_{\mathfrak{g}}$ is the center and where $[\mathfrak{g}, \mathfrak{g}]$ is semisimple.

Proof. Define $(\cdot, \cdot)$ as in Proposition 4.24. The invariant subspaces of $\mathfrak{g}$ under ad $\mathfrak{g}$ are the ideals of $\mathfrak{g}$. If $\mathfrak{a}$ is an ideal, then $\mathfrak{a}$ is an invariant subspace. By (4.5), $\mathfrak{a}^{\perp}$ relative to this inner product is an invariant subspace, and thus $\mathfrak{a}^{\perp}$ is an ideal. Since $(\cdot, \cdot)$ is definite, $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{a}^{\perp}$. Hence $\mathfrak{a}$ has $\mathfrak{a}^{\perp}$ as a complementary ideal, and $\mathfrak{g}$ is reductive. The rest follows from Corollary 1.56 .

Corollary 4.26. If $G$ is a compact Lie group with Lie algebra $\mathfrak{g}$, then the Killing form of $\mathfrak{g}$ is negative semidefinite.

Remarks. Starting in the next section, we shall bring roots into the analysis of $\mathfrak{g}$, and we shall want the theory in the semisimple case to be consistent with the theory in Chapter II. Recall from the remarks with Corollary 2.38 that the Killing form can be replaced in the theory of

Chapter II by any nondegenerate invariant symmetric bilinear form that yields a positive-definite form on the real subspace of the Cartan subalgebra where the roots are real valued. Once we see from (4.32) below that this space is contained in $i \mathfrak{g}_{0}$, Corollary 4.26 will imply that the negative of the invariant inner product, rather than the inner product itself, is a valid substitute for the Killing form in the semisimple case.

Proof. Define $(\cdot, \cdot)$ as in Proposition 4.24. By the proposition, ad $X$ is skew symmetric for $X \in \mathfrak{g}$. The eigenvalues of ad $X$ are therefore purely imaginary, and the eigenvalues of $(\operatorname{ad} X)^{2}$ must be $\leq 0$. If $B$ is the Killing form, then it follows that $B(X, X)=\operatorname{Tr}\left((\operatorname{ad} X)^{2}\right)$ is $\leq 0$.

The next proposition provides a kind of converse to Corollary 4.26.
Proposition 4.27. If the Killing form of a real Lie algebra $\mathfrak{g}$ is negative definite, then $\mathfrak{g}$ is a compact Lie algebra.

Proof. By Cartan's Criterion for Semisimplicity (Theorem 1.45), $\mathfrak{g}$ is semisimple. By Propositions 1.120 and 1.121, Int $\mathfrak{g}=\left(\operatorname{Aut}_{\mathbb{R}} \mathfrak{g}\right)_{0}$. Consequently Int $\mathfrak{g}$ is a closed subgroup of $G L(\mathfrak{g})$. On the other hand, the negative of the Killing form is an inner product on $\mathfrak{g}$ in which every member of ad $\mathfrak{g}$ is skew symmetric. Therefore the corresponding analytic group Int $\mathfrak{g}$ acts by orthogonal transformations. Since Int $\mathfrak{g}$ is then exhibited as a closed subgroup of the orthogonal group, $\operatorname{Int} \mathfrak{g}$ is compact.

Lemma 4.28. Any 1-dimensional representation of a semisimple Lie algebra is 0 . Consequently any 1 -dimensional representation of a semisimple Lie group is trivial.

Remark. Recall that semisimple Lie groups are connected by definition.
Proof. Let $\mathfrak{g}$ be the Lie algebra. A 1-dimensional representation of $\mathfrak{g}$ is a Lie algebra homomorphism of $\mathfrak{g}$ into the abelian real Lie algebra $\mathbb{C}$. Commutators must map to commutators, which are 0 in $\mathbb{C}$. Thus $[\mathfrak{g}, \mathfrak{g}]$ maps to 0 . But $[\mathfrak{g}, \mathfrak{g}]=\mathfrak{g}$ by Corollary 1.55, and thus $\mathfrak{g}$ maps to 0 . The conclusion about groups follows from the conclusion about Lie algebras, since any continuous homomorphism between Lie groups is smooth (§I.10).

Theorem 4.29. Let $G$ be a compact connected Lie group with center $Z_{G}$, let $\mathfrak{g}$ be its Lie algebra, and let $G_{s s}$ be the analytic subgroup of $G$ with Lie algebra $\left[\mathfrak{g}, \mathfrak{g}\right.$ ]. Then $G_{s s}$ has finite center, $\left(Z_{G}\right)_{0}$ and $G_{s s}$ are closed subgroups, and $G$ is the commuting product $G=\left(Z_{G}\right)_{0} G_{s s}$.

Proof. By Corollary 4.25 we have $\mathfrak{g}=Z_{\mathfrak{g}} \oplus[\mathfrak{g}, \mathfrak{g}]$. If $\left(Z_{G}\right)_{0}^{\sim}$ and $G_{s s}^{\sim}$ denote simply connected covers of $\left(Z_{G}\right)_{0}$ and $G_{s s}$, then $\left(Z_{G}\right)_{0}^{\sim} \times G_{s s}^{\sim}$ is a simply connected group with Lie algebra $\mathfrak{g}$ and hence is a covering group $\widetilde{G}$ of $G$. The covering homomorphism carries $\widetilde{G}$ onto $G,\left(Z_{G}\right)_{0}^{\tilde{0}}$ onto $\left(Z_{G}\right)_{0}$, and $G_{s s}^{\sim}$ onto $G_{s s}$. Since $\widetilde{G}=\left(Z_{G}\right)_{0}^{\sim} G_{s s}^{\sim}$, it follows that $G=\left(Z_{G}\right)_{0} G_{s s}$.

Since $\left(Z_{G}\right)_{0}$ is the identity component of the center and since the center is closed, $\left(Z_{G}\right)_{0}$ is closed.

Let us show that the center $Z_{s s}$ of $G_{s s}$ is finite. By Corollary 4.22, $G$ has a one-one representation $\Phi$ on some finite-dimensional complex vector space $V$. By Corollary 4.7 we can write $V=V_{1} \oplus \cdots \oplus V_{n}$ with $G$ acting irreducibly on each $V_{j}$. Let $d_{j}=\operatorname{dim} V_{j}$, and put $\Phi_{j}(g)=\left.\Phi(g)\right|_{V_{j}}$. Since $G=\left(Z_{G}\right)_{0} G_{s s}$, the members of $Z_{s s}$ are central in $G$, and Corollary 4.9 shows that $\Phi_{j}(x)$ is a scalar operator for each $x \in Z_{s s}$. On the other hand, Lemma 4.28 shows that det $\Phi_{j}(x)=1$ for all $x \in G_{s s}$. Thus $\Phi_{j}(x)$ for $x \in Z_{s s}$ acts on $V_{j}$ by a scalar that is a power of $\exp 2 \pi i / d_{j}$. Therefore there are at most $\prod_{j=1}^{n} d_{j}$ possibilities for the operator $\Phi(x)$ when $x$ is in $Z_{s s}$. Since $\Phi$ is one-one, $Z_{s s}$ has at most $\prod_{j=1}^{n} d_{j}$ elements.

Finally we prove that $G_{s s}$ is closed. By Corollary 4.26 the Killing form of $\mathfrak{g}$ is negative semidefinite. The Killing form of an ideal is obtained by restriction, and thus the Killing form of $[\mathfrak{g}, \mathfrak{g}]$ is negative semidefinite. But $[\mathfrak{g}, \mathfrak{g}]$ is semisimple, and Cartan's Criterion for Semisimplicity (Theorem 1.45) says that the Killing form of $[\mathfrak{g}, \mathfrak{g}]$ is nondegenerate. Consequently the Killing form of $[\mathfrak{g}, \mathfrak{g}]$ is negative definite. By Proposition 4.27, $[\mathfrak{g}, \mathfrak{g}]$ is a compact Lie algebra. That is, $\operatorname{Int}([\mathfrak{g}, \mathfrak{g}])$ is compact. But $\operatorname{Int}([\mathfrak{g}, \mathfrak{g}]) \cong \operatorname{Ad}\left(G_{s s}\right)$. Since, as we have seen, $G_{s s}$ has finite center, the covering $G_{s s} \rightarrow \operatorname{Ad}\left(G_{s s}\right)$ is a finite covering. Therefore $G_{s s}$ is a compact group. Consequently $G_{s s}$ is closed as a subgroup of $G$.

## 5. Centralizers of Tori

Throughout this section, $G$ will denote a compact connected Lie group, $\mathfrak{g}_{0}$ will be its Lie algebra, and $\mathfrak{g}$ will be $\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$. Fix an invariant inner product $\mathfrak{g}_{0}$ as in Proposition 4.24, and, in accordance with the remarks with Corollary 4.26, write $B$ for its negative.

A torus is a product of circle groups. From Corollary 1.103 we know that every compact connected abelian Lie group is a torus.

Within $G$ we can look for tori as subgroups. These are ordered by inclusion, and any torus is contained in a maximal torus just by dimensional considerations. A key role in the structure theory for $G$ is played
by maximal tori, and we begin by explaining their significance. In the discussion we shall make use of the following proposition without specific reference.

Proposition 4.30. The maximal tori in $G$ are exactly the analytic subgroups corresponding to the maximal abelian subalgebras of $\mathfrak{g}_{0}$.

PROOF. If $T$ is a maximal torus and $\mathfrak{t}_{0}$ is its Lie algebra, we show that $\mathfrak{t}_{0}$ is maximal abelian. Otherwise let $\mathfrak{h}_{0}$ be a strictly larger abelian subalgebra. The corresponding analytic subgroup $H$ will be abelian and will strictly contain $T$. Hence $\bar{H}$ will be a torus strictly containing $T$.

Conversely if $\mathfrak{t}_{0}$ is maximal abelian in $\mathfrak{g}_{0}$, then the corresponding analytic subgroup $T$ is abelian. If $T$ were not closed, then $\bar{T}$ would have a strictly larger abelian Lie algebra than $\mathfrak{t}_{0}$, in contradiction with maximality. Hence $T$ is closed and is a torus, clearly maximal.

## EXAMPLES.

1) For $G=S U(n)$, $\mathfrak{g}_{0}$ is $\mathfrak{s u}(n)$ and $\mathfrak{g}$ is $\mathfrak{s l}(n, \mathbb{C})$. Let

$$
T=\operatorname{diag}\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{n}}\right)
$$

The Lie algebra of $T$ is

$$
\mathfrak{t}_{0}=\operatorname{diag}\left(i \theta_{1}, \ldots, i \theta_{n}\right)
$$

and the complexification is the Cartan subalgebra of $\mathfrak{g}$ that was denoted $\mathfrak{h}$ in Example 1 of $\S$ II.1. Then $\mathfrak{h}$ is maximal abelian in $\mathfrak{g}$, and hence $\mathfrak{t}_{0}$ is maximal abelian in $\mathfrak{g}_{0}$. By Proposition $4.30, T$ is a maximal torus of $G$.
2) For $G=S O(2 n+1)$, $\mathfrak{g}_{0}$ is $\mathfrak{s o}(2 n+1)$ and $\mathfrak{g}$ is $\mathfrak{s o}(2 n+1, \mathbb{C})$. Referring to Example 2 of $\S$ II. 1 and using Proposition 4.30, we see that
is a maximal torus of $G$.
3) For $G=S p(n, \mathbb{C}) \cap U(2 n), \mathfrak{g}_{0}$ is $\mathfrak{s p}(n, \mathbb{C}) \cap \mathfrak{u}(2 n)$ and $\mathfrak{g}$ is $\mathfrak{s p}(n, \mathbb{C})$. Referring to Example 3 of §II. 1 and using Proposition 4.30, we see that

$$
T=\operatorname{diag}\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{n}}, e^{-i \theta_{1}}, \ldots, e^{-i \theta_{n}}\right)
$$

is a maximal torus of $G$. From Proposition 1.139 we know that $G \cong S p(n)$.
4) For $G=S O(2 n), \mathfrak{g}_{0}$ is $\mathfrak{s o}(2 n)$ and $\mathfrak{g}$ is $\mathfrak{s o}(2 n, \mathbb{C})$. Referring to Example 4 of §II. 1 and using Proposition 4.30, we see that

$$
T=\left\{\left(\begin{array}{ccc}
\left.\begin{array}{rr}
\cos \theta_{1} & \sin \theta_{1} \\
-\sin \theta_{1} & \cos \theta_{1}
\end{array}\right) & & \\
& \ddots & \\
& & \left(\begin{array}{rr}
\cos \theta_{n} & \sin \theta_{n} \\
-\sin \theta_{n} & \cos \theta_{n}
\end{array}\right)
\end{array}\right)\right\}
$$

is a maximal torus of $G$.
Let $T$ be a maximal torus in $G$, and let $\mathfrak{t}_{0}$ be its Lie algebra. By Corollary 4.25 we know that $\mathfrak{g}_{0}=Z_{\mathfrak{g}_{0}} \oplus\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ with $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ semisimple. Since $\mathfrak{t}_{0}$ is maximal abelian in $\mathfrak{g}_{0}$, $\mathfrak{t}_{0}$ is of the form $\mathfrak{t}_{0}=Z_{\mathfrak{g}_{0}} \oplus \mathfrak{t}_{0}^{\prime}$, where $\mathfrak{t}_{0}^{\prime}$ is maximal abelian in $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$. Dropping subscripts 0 to indicate complexifications, we have $\mathfrak{g}=Z_{\mathfrak{g}} \oplus[\mathfrak{g}, \mathfrak{g}]$ with $[\mathfrak{g}, \mathfrak{g}]$ semisimple. Also $\mathfrak{t}=Z_{\mathfrak{g}} \oplus \mathfrak{t}^{\prime}$ with $\mathfrak{t}^{\prime}$ maximal abelian in $\left[\mathfrak{g}, \mathfrak{g ]}\right.$. The members of $\operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right)$ are diagonable over $\mathbb{C}$ by Proposition 4.24, and hence the members of $\mathrm{ad}_{\mathfrak{g}}(\mathfrak{t})$ are diagonable. Consequently the members of $\operatorname{ad}_{[\mathfrak{g}, \mathfrak{q}]}\left(\mathfrak{t}^{\prime}\right)$ are diagonable. By Proposition $2.13, \mathfrak{t}^{\prime}$ is a Cartan subalgebra of the complex semisimple Lie algebra $[\mathfrak{g}, \mathfrak{g}]$.

Using the root-space decomposition of $[\mathfrak{g}, \mathfrak{g}$ ], we can write

$$
\mathfrak{g}=Z_{\mathfrak{g}} \oplus \mathfrak{t}^{\prime} \oplus \bigoplus_{\alpha \in \Delta\left([\mathfrak{g}, \mathfrak{g}], \mathfrak{t}^{\prime}\right)}[\mathfrak{g}, \mathfrak{g}]_{\alpha} .
$$

From this decomposition and the definition of Cartan subalgebra, it is clear that $\mathfrak{t}$ is a Cartan subalgebra of $\mathfrak{g}$. If we extend the members $\alpha$ of $\Delta\left([\mathfrak{g}, \mathfrak{g}], \mathfrak{t}^{\prime}\right)$ to $t$ by defining them to be 0 on $Z_{\mathfrak{g}}$, then the weight-space decomposition of $\mathfrak{g}$ relative to ad $t$ may be written

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{t} \oplus \bigoplus_{\alpha \in \Delta(\mathfrak{g}, \mathrm{t})} \mathfrak{g}_{\alpha} . \tag{4.31}
\end{equation*}
$$

Here, as in the semisimple case, $\mathfrak{g}_{\alpha}$ is given by

$$
\mathfrak{g}_{\alpha}=\{X \in \mathfrak{g} \mid[H, X]=\alpha(H) X \text { for all } H \in \mathfrak{t}\},
$$

and we say that $\alpha$ is a root if $\mathfrak{g}_{\alpha} \neq 0$ and $\alpha \neq 0$. The members of $\mathfrak{g}_{\alpha}$ are the root vectors for the root $\alpha$, and we refer to (4.31) as the root-space decomposition of $\mathfrak{g}$ relative to $\mathfrak{t}$. The set $\Delta(\mathfrak{g}, \mathfrak{t})$ has all the usual properties of roots except that the roots do not span the dual of $t$.

In general for a real reductive Lie algebra $\mathfrak{g}_{0}^{\prime}$, we call a Lie subalgebra of $\mathfrak{g}_{0}^{\prime}$ a Cartan subalgebra if its complexification is a Cartan subalgebra of $\mathfrak{g}^{\prime}$. The dimension of the Cartan subalgebra is called the rank of $\mathfrak{g}_{0}^{\prime}$ and of any corresponding analytic group. In this terminology the Lie algebra $\mathfrak{t}_{0}$ of the maximal torus $T$ of the compact connected Lie group $G$ is a Cartan subalgebra of $\mathfrak{g}_{0}$, and the rank of $\mathfrak{g}_{0}$ and of $G$ is the dimension of $\mathfrak{t}_{0}$.

Because of the presence of the groups $G$ and $T$, we get extra information about the root-space decomposition (4.31). In fact, $\operatorname{Ad}(T)$ acts by orthogonal transformations on $\mathfrak{g}_{0}$ relative to our given inner product. If we extend this inner product on $\mathfrak{g}_{0}$ to a Hermitian inner product on $\mathfrak{g}$, then $\operatorname{Ad}(T)$ acts on $\mathfrak{g}$ by a commuting family of unitary transformations. Such a family must have a simultaneous eigenspace decomposition, and it is clear that (4.31) is that eigenspace decomposition. The action of $\operatorname{Ad}(T)$ on the 1-dimensional space $\mathfrak{g}_{\alpha}$ is a 1-dimensional representation of $T$, necessarily of the form

$$
\begin{equation*}
\operatorname{Ad}(t) X=\xi_{\alpha}(t) X \quad \text { for } t \in T \tag{4.32}
\end{equation*}
$$

where $\xi_{\alpha}: T \rightarrow S^{1}$ is a continuous homomorphism of $T$ into the group of complex numbers of modulus 1 . We call $\xi_{\alpha}$ a multiplicative character. From (4.32) the differential of $\xi_{\alpha}$ is $\left.\alpha\right|_{t_{0}}$. In particular, $\left.\alpha\right|_{t_{0}}$ is imaginary valued, and the roots are real valued on $i t_{0}$.

Although we can easily deduce from Theorem 2.15 that the Cartan subalgebras $\mathfrak{t}$ of $\mathfrak{g}$ obtained from all maximal tori are conjugate via Int $\mathfrak{g}$, we need a separate argument to get the conjugacy of the $\mathfrak{t}_{0}$ 's to take place within $\mathfrak{g}_{0}$.

Lemma 4.33. Let $T$ be a maximal torus in $G$, let $\mathfrak{t}$ be its complexified Lie algebra, and let $\Delta$ be the set of roots. If $H \in \mathfrak{t}$ has $\alpha(H) \neq 0$ for all $\alpha \in \Delta$, then the centralizer $Z_{\mathfrak{g}}(H)$ is just $\mathfrak{t}$.

Proof. Let $X$ be in $Z_{\mathfrak{g}}(H)$, and let $X=H^{\prime}+\sum_{\alpha \in \Delta} X_{\alpha}$ be the decomposition of $X$ according to (4.31). Then

$$
0=[H, X]=0+\sum_{\alpha \in \Delta}\left[H, X_{\alpha}\right]=\sum_{\alpha \in \Delta} \alpha(H) X_{\alpha},
$$

and it follows that $\alpha(H) X_{\alpha}=0$ for all $\alpha \in \Delta$. Since $\alpha(H) \neq 0, X_{\alpha}=0$. Thus $X=H^{\prime}$ is in $\mathfrak{t}$.

Theorem 4.34. For a compact connected Lie group $G$, any two maximal abelian subalgebras of $\mathfrak{g}_{0}$ are conjugate via $\operatorname{Ad}(G)$.

Proof. Let $\mathfrak{t}_{0}$ and $\mathfrak{t}_{0}^{\prime}$ be maximal abelian subalgebras with $T$ and $T^{\prime}$ the corresponding maximal tori. There are only finitely many roots relative to $\mathfrak{t}^{\prime}$, and the union of their kernels therefore cannot exhaust $\mathfrak{t}^{\prime}$. By Lemma 4.33 we can find $X \in \mathfrak{t}_{0}^{\prime}$ such that $Z_{\mathfrak{g}}(X)=\mathfrak{t}^{\prime}$. Similarly we can find $Y \in \mathfrak{t}_{0}$ such that $Z_{\mathfrak{g}}(Y)=\mathfrak{t}$. Remembering that $B$ is defined to be the negative of the invariant inner product on $\mathfrak{g}_{0}$, choose $g_{0}$ in $G$ such that $B(\operatorname{Ad}(g) X, Y)$ is minimized for $g=g_{0}$. For any $Z$ in $\mathfrak{g}_{0}, r \mapsto B\left(\operatorname{Ad}(\exp r Z) \operatorname{Ad}\left(g_{0}\right) X, Y\right)$ is then a smooth function of $r$ that is minimized for $r=0$. Differentiating and setting $r=0$, we obtain
$0=B\left((\operatorname{ad} Z) \operatorname{Ad}\left(g_{0}\right) X, Y\right)=B\left(\left[Z, \operatorname{Ad}\left(g_{0}\right) X\right], Y\right)=B\left(Z,\left[\operatorname{Ad}\left(g_{0}\right) X, Y\right]\right)$.

Since $Z$ is arbitrary, $\left[\operatorname{Ad}\left(g_{0}\right) X, Y\right]=0$. Thus $\operatorname{Ad}\left(g_{0}\right) X$ is in $Z_{\mathfrak{g}_{0}}(Y)=\mathfrak{t}_{0}$. Since $\mathrm{t}_{0}$ is abelian, this means

$$
\mathfrak{t}_{0} \subseteq Z_{\mathfrak{g}_{0}}\left(\operatorname{Ad}\left(g_{0}\right) X\right)=\operatorname{Ad}\left(g_{0}\right) Z_{\mathfrak{g}_{0}}(X)=\operatorname{Ad}\left(g_{0}\right) \mathfrak{t}_{0}^{\prime} .
$$

Equality must hold since $\mathfrak{t}_{0}$ is maximal abelian. Thus $\mathfrak{t}_{0}=\operatorname{Ad}\left(g_{0}\right) \mathfrak{t}_{0}^{\prime}$.

Corollary 4.35. For a compact connected Lie group, any two maximal tori are conjugate.

Proof. This follows by combining Proposition 4.30 and Theorem 4.34.

We come to the main result of this section.

Theorem 4.36. If $G$ is a compact connected Lie group and $T$ is a maximal torus, then each element of $G$ is conjugate to a member of $T$.

REmARK. If $G=U(n)$ and $T$ is the diagonal subgroup, this theorem says that each unitary matrix is conjugate by a unitary matrix to a diagonal matrix. This is just the finite-dimensional Spectral Theorem and is an easy result. Theorem 4.36 lies deeper, and thus $U(n)$ is not completely typical. Even for $S O(n)$ and $S p(n)$, the theorem is a little harder, and the full power of the theorem comes in handling those compact connected Lie groups that have not yet arisen as examples.

Proof. We use the following notation for conjugates:

$$
\begin{aligned}
y^{x} & =x y x^{-1} \\
T^{g} & =\left\{t^{g} \mid t \in T\right\} \\
T^{G} & =\bigcup_{g \in G} T^{g} .
\end{aligned}
$$

The statement of the theorem is that $T^{G}=G$.
We prove the theorem by induction on $\operatorname{dim} G$, the trivial case for the induction being $\operatorname{dim} G=0$. Suppose that the theorem is known when the dimension is $<n$, and suppose that $\operatorname{dim} G=n>0$. By Theorem 4.29 and the inductive hypothesis, there is no loss of generality in assuming that $G$ is semisimple.

Let $Z_{G}$ be the center of $G$, and write $T^{\times}=T-\left(T \cap Z_{G}\right)$ and $G^{\times}=$ $G-Z_{G}$. Since $G$ is compact semisimple, Theorem 4.29 notes that $\left|Z_{G}\right|<\infty$. From the examples in §I.1, we know that no Lie algebra of dimension 1 or 2 is semisimple, and hence $\operatorname{dim} G \geq 3$. Therefore $G^{\times}$is open connected dense in $G$. And, of course, $\left(T^{\times}\right)^{G}$ is nonempty. We shall prove that

$$
\begin{equation*}
\left(T^{\times}\right)^{G} \text { is open and closed in } G^{\times}, \tag{4.37}
\end{equation*}
$$

and then it follows that

$$
\begin{equation*}
G^{\times}=\left(T^{\times}\right)^{G} . \tag{4.38}
\end{equation*}
$$

To obtain the conclusion of the theorem from this result, we observe that $T^{G}$ is the image of the compact set $G \times T$ under the map $(x, t) \mapsto x t x^{-1}$. Hence $T^{G}$ is a closed set, and (4.38) shows that it contains $G^{\times}$. Since $G^{\times}$ is dense, we obtain $T^{G}=G$. This conclusion will complete the induction and the proof of the theorem.

Thus we are to prove (4.37). To prove that $\left(T^{\times}\right)^{G}$ is closed in $G^{\times}$, let $\left\{t_{n}\right\}$ and $\left\{x_{n}\right\}$ be sequences in $T$ and $G$ with $\lim \left(t_{n}\right)^{x_{n}}=g \in G^{\times}$. Passing to a subsequence (by compactness) if necessary, we may assume that $\lim t_{n}=t \in T$ and $\lim x_{n}=x \in G$. Then continuity gives $g=t^{x}$. To see that $t$ is in $T^{\times}$, suppose on the contrary that $t$ is in $T \cap Z_{G}$. Then $g=t$ is in $Z_{G}$ and is not in $G^{\times}$, contradiction. We conclude that $t$ is in $T^{\times}$and that $g$ is in $\left(T^{\times}\right)^{G}$. Hence $\left(T^{\times}\right)^{G}$ is closed in $G^{\times}$.

To prove that $\left(T^{\times}\right)^{G}$ is open in $G^{\times}$, it is enough to prove that any $t \in T^{\times}$ is an interior point of $\left(T^{\times}\right)^{G}$. Fix $t$ in $T^{\times}$. Let $Z=\left(Z_{G}(t)\right)_{0}$. This is a
compact connected group with $T \subseteq Z \subseteq G$. Let $\mathfrak{z}_{0}$ be its Lie algebra. Since by assumption $t$ is not in $Z_{G}$, we see that $\mathfrak{z}_{0} \neq \mathfrak{g}_{0}$ and hence $\operatorname{dim} Z<\operatorname{dim} G$. By inductive hypothesis,

$$
\begin{equation*}
T^{Z}=Z \tag{4.39}
\end{equation*}
$$

Let $Z^{\times}=Z-\left(Z \cap Z_{G}\right)$. Then (4.39) gives

$$
\begin{align*}
Z^{\times} & =\bigcup_{y \in Z} T^{y}-\left(Z \cap Z_{G}\right)=\bigcup_{y \in Z} T^{y}-\left(\left(\bigcup_{y \in \mathcal{Z}} T^{y}\right) \cap Z_{G}\right) \\
& =\bigcup_{y \in Z} T^{y}-\bigcup_{y \in \mathcal{Z}}\left(T^{y} \cap Z_{G}\right)=\bigcup_{y \in \mathcal{Z}} T^{y}-\bigcup_{y \in Z}\left(T \cap Z_{G}\right)^{y} \\
& \subseteq \bigcup_{y \in Z}\left(T-\left(T \cap Z_{G}\right)\right)^{y}=\bigcup_{y \in Z}\left(T^{\times}\right)^{y} . \tag{4.40}
\end{align*}
$$

The right side of (4.40) is contained in $Z$. Also it does not contain any member of $Z \cap Z_{G}$. In fact, if $\left(t^{\prime}\right)^{y}=z$ is in $Z \cap Z_{G}$ with $y \in Z$, then $t^{\prime}=z^{y^{-1}}=z$ shows that $t^{\prime}$ is in $Z_{G}$, contradiction. Consequently the right side of (4.40) is contained in $Z^{\times}$. Then equality must hold throughout (4.40), and we find that $Z^{\times}=\left(T^{\times}\right)^{Z}$. Hence

$$
\begin{equation*}
\left(T^{\times}\right)^{G}=\left(Z^{\times}\right)^{G} . \tag{4.41}
\end{equation*}
$$

We shall introduce a certain open subset $Z_{1}$ of $Z^{\times}$containing $t$. Let $\mathfrak{q}_{0}$ be the orthogonal complement to $\mathfrak{z}_{0}$ in $\mathfrak{g}_{0}$ relative to our given inner product $-B$. We have

$$
\mathfrak{z}_{0}=\left\{X \in \mathfrak{g}_{0} \mid \operatorname{Ad}(t) X=X\right\}=\operatorname{ker}(\operatorname{Ad}(t)-1) .
$$

Since $\operatorname{Ad}(t)$ is an orthogonal transformation, we have

$$
\mathfrak{q}_{0}=\operatorname{image}(\operatorname{Ad}(t)-1)
$$

For any $z \in Z$, the orthogonal transformation $\operatorname{Ad}(z)$ leaves $\mathfrak{z}_{0}$ stable, and therefore it leaves $\mathfrak{q}_{0}$ stable also. Put

$$
Z_{1}=\left\{z \in Z|\operatorname{det}(\operatorname{Ad}(z)-1)|_{q_{0}} \neq 0\right\} .
$$

This set is open in $Z$, and no member of $Z_{G}$ is in it (since $\mathfrak{q}_{0} \neq 0$ ). Since $\operatorname{Ad}(t)$ does not have the eigenvalue 1 on $\mathfrak{q}_{0}, t$ is in $Z_{1}$. Thus $Z_{1}$ is an open subset of $Z^{\times}$containing $t$.

By (4.41), we obtain

$$
t \in Z_{1}^{G} \subseteq\left(Z^{\times}\right)^{G}=\left(T^{\times}\right)^{G}
$$

Thus it is enough to prove that $Z_{1}^{G}$ is open in $G$. To do so, we shall prove that the map $\psi: G \times Z \rightarrow G$ given by $\psi(y, x)=x^{y}$ has differential mapping onto at every point of $G \times Z_{1}$. Thus fix $y \in G$ and $x \in Z_{1}$. We identify the tangent spaces at $y, x$, and $x^{y}$ with $\mathfrak{g}_{0}, \mathfrak{z}_{0}$, and $\mathfrak{g}_{0}$ by left translation. First let $Y$ be in $\mathfrak{g}_{0}$. To compute $(d \psi)_{(y, x)}(Y, 0)$, we observe from (1.88) that

$$
\begin{equation*}
x^{y \exp r Y}=x^{y} \exp \left(r \operatorname{Ad}\left(y x^{-1}\right) Y\right) \exp (-r \operatorname{Ad}(y) Y) \tag{4.42}
\end{equation*}
$$

We know from Lemma 1.90a that

$$
\exp r X^{\prime} \exp r Y^{\prime}=\exp \left\{r\left(X^{\prime}+Y^{\prime}\right)+O\left(r^{2}\right)\right\} \quad \text { as } r \rightarrow 0
$$

Hence the right side of (4.42) is

$$
=x^{y} \exp \left(r \operatorname{Ad}(y)\left(\operatorname{Ad}\left(x^{-1}\right)-1\right) Y+O\left(r^{2}\right)\right)
$$

and

$$
\begin{equation*}
d \psi(Y, 0)=\operatorname{Ad}(y)\left(\operatorname{Ad}\left(x^{-1}\right)-1\right) Y \tag{4.43}
\end{equation*}
$$

Next let $X$ be in $\mathfrak{z}_{0}$. Then (1.88) gives

$$
(x \exp r X)^{y}=x^{y} \exp (r \operatorname{Ad}(y) X)
$$

and hence

$$
\begin{equation*}
d \psi(0, X)=\operatorname{Ad}(y) X \tag{4.44}
\end{equation*}
$$

Combining (4.43) and (4.44), we obtain

$$
\begin{equation*}
d \psi(Y, X)=\operatorname{Ad}(y)\left(\left(\operatorname{Ad}\left(x^{-1}\right)-1\right) Y+X\right) \tag{4.45}
\end{equation*}
$$

Since $x$ is in $Z_{1}, \operatorname{Ad}\left(x^{-1}\right)-1$ is invertible on $\mathfrak{q}_{0}$, and thus the set of all $\left(\operatorname{Ad}\left(x^{-1}\right)-1\right) Y$ contains $\mathfrak{q}_{0}$. Since $X$ is arbitrary in $\mathfrak{z}_{0}$, the set of all $\left(\operatorname{Ad}\left(x^{-1}\right)-1\right) Y+X$ is all of $\mathfrak{g}_{0}$. But $\operatorname{Ad}(y)$ is invertible, and thus (4.45) shows that $d \psi$ is onto $\mathfrak{g}_{0}$. This completes the proof that $\left(T^{\times}\right)^{G}$ is open in $G^{\times}$, and the theorem follows.

Corollary 4.46. Every element of a compact connected Lie group $G$ lies in some maximal torus.

Proof. Let $T$ be a maximal torus. If $y$ is given, then Theorem 4.36 gives $y=x t x^{-1}$ for some $x \in G$ and $t \in T$. Then $y$ is in $T^{x}$, and $T^{x}$ is the required maximal torus.

Corollary 4.47. The center $Z_{G}$ of a compact connected Lie group lies in every maximal torus.

Proof. Let $T$ be a maximal torus. If $z \in Z_{G}$ is given, then Theorem 4.36 gives $z=x t x^{-1}$ for some $x \in G$ and $t \in T$. Multiplying on the left by $x^{-1}$ and on the right by $x$ and using that $z$ is central, we see that $z=t$. Hence $z$ is in $T$.

Corollary 4.48. For any compact connected Lie group $G$, the exponential map is onto $G$.

Proof. The exponential map is onto for each maximal torus, and hence this corollary follows from Corollary 4.46.

Lemma 4.49. Let $A$ be a compact abelian Lie group such that $A / A_{0}$ is cyclic, where $A_{0}$ denotes the identity component of $A$. Then $A$ has an element whose powers are dense in $A$.

Proof. Since $A_{0}$ is a torus, we can choose $a_{0}$ in $A_{0}$ such that the powers of $a_{0}$ are dense in $A_{0}$. Let $N=\left|A / A_{0}\right|$, and let $b$ be a representative of $A$ of a generating coset of $A / A_{0}$. Since $b^{N}$ is in $A_{0}$, we can find $c$ in $A_{0}$ with $b^{N} c^{N}=a_{0}$. Then the closure of the powers of $b c$ is a subgroup containing $A_{0}$ and a representative of each coset of $A / A_{0}$, hence is all of $A$.

Theorem 4.50. Let $G$ be a compact connected Lie group, and let $S$ be a torus of $G$. If $g$ in $G$ centralizes $S$, then there is a torus $S^{\prime}$ in $G$ containing both $S$ and $g$.

Proof. Let $A$ be the closure of $\bigcup_{n=-\infty}^{\infty} g^{n} S$. Then the identity component $A_{0}$ is a torus. Since $A_{0}$ is open in $A, \bigcup_{n=-\infty}^{\infty} g^{n} A_{0}$ is an open subgroup of $A$ containing $\bigcup_{n=-\infty}^{\infty} g^{n} S$. Hence $\bigcup_{n=-\infty}^{\infty} g^{n} A_{0}=A$. By compactness of $A_{0}$, some nonzero power of $g$ is in $A_{0}$. If $N$ denotes the smallest positive such power, then $A / A_{0}$ is cyclic of order $N$. Applying Lemma 4.49, we can find $a$ in $A$ whose powers are dense in $A$. By Corollary 4.48 we can write $a=\exp X$ for some $X \in \mathfrak{g}_{0}$. Then the closure of $\{\exp r X,-\infty<r<\infty\}$ is a torus $S^{\prime}$ containing $A$, hence containing both $S$ and $g$.

Corollary 4.51. In a compact connected Lie group, the centralizer of a torus is connected.

Proof. Theorem 4.50 shows that the centralizer is the union of the tori containing the given torus.

Corollary 4.52. A maximal torus in a compact connected Lie group is equal to its own centralizer.

Proof. Apply Theorem 4.50.

## 6. Analytic Weyl Group

We continue with the notation of $\S 5$ : $G$ is a compact connected Lie group, $\mathfrak{g}_{0}$ is its Lie algebra, and $B$ is the negative of an invariant inner product on $\mathfrak{g}_{0}$. Let $T$ be a maximal torus, and let $\mathfrak{t}_{0}$ be its Lie algebra. We indicate complexifications of Lie algebras by dropping subscripts 0 . Let $\Delta(\mathfrak{g}, \mathfrak{t})$ be the set of roots of $\mathfrak{g}$ with respect to $\mathfrak{t}$. The center $Z_{\mathfrak{g}_{0}}$ of $\mathfrak{g}_{0}$ is contained in $\mathfrak{t}_{0}$, and all roots vanish on $Z_{\mathfrak{g}}$.

The roots are purely imaginary on $\mathfrak{t}_{0}$, as a consequence of (4.32) and passage to differentials. We define $\mathfrak{t}_{\mathbb{R}}=i \mathfrak{t}_{0}$; this is a real form of $\mathfrak{t}$ on which all the roots are real. We may then regard all roots as members of $\mathfrak{t}_{\mathbb{R}}^{*}$. The set $\Delta(\mathfrak{g}, \mathfrak{t})$ is an abstract reduced root system in the subspace of $\mathfrak{t}_{\mathbb{R}}^{*}$ coming from the semisimple Lie algebra $[\mathfrak{g}, \mathfrak{g}]$.

The negative-definite form $B$ on $\mathfrak{t}_{0}$ leads by complexification to a positive-definite form on $\mathfrak{t}_{\mathbb{R}}$. Thus, for $\lambda \in \mathfrak{t}_{\mathbb{R}}^{*}$, let $H_{\lambda}$ be the member of $t_{\mathbb{R}}$ such that

$$
\lambda(H)=B\left(H, H_{\lambda}\right) \quad \text { for } H \in \mathfrak{t}_{\mathbb{R}} .
$$

The resulting linear map $\lambda \mapsto H_{\lambda}$ is a vector-space isomorphism of $\mathfrak{t}_{\mathbb{R}}^{*}$ with $\mathfrak{t}_{\mathbb{R}}$. Under this isomorphism let $\left(i Z_{\mathfrak{g}_{0}}\right)^{*}$ be the subspace of $t_{\mathbb{R}}^{*}$ corresponding to $i Z_{\mathfrak{g}_{0}}$. The inner product on $\mathfrak{t}_{\mathbb{R}}$ induces an inner product on $\mathfrak{t}_{\mathbb{R}}^{*}$ denoted by $\langle\cdot, \cdot\rangle$. Relative to this inner product, the members of $\Delta(\mathfrak{g}, \mathfrak{t})$ span the orthogonal complement of $\left(i Z_{\mathfrak{g}_{0}}\right)^{*}$, and $\Delta(\mathfrak{g}, \mathfrak{t})$ is an abstract reduced root system in this orthogonal complement. Also we have

$$
\langle\lambda, \mu\rangle=\lambda\left(H_{\mu}\right)=\mu\left(H_{\lambda}\right)=B\left(H_{\lambda}, H_{\mu}\right) .
$$

For $\alpha \in \Delta(\mathfrak{g}, \mathfrak{t})$, the root reflection $s_{\alpha}$ is given as in the semisimple case by

$$
s_{\alpha}(\lambda)=\lambda-\frac{2\langle\lambda, \alpha\rangle}{|\alpha|^{2}} \alpha .
$$

The linear transformation $s_{\alpha}$ is the identity on $\left(i Z_{\mathfrak{g}_{0}}\right)^{*}$ and is the usual root reflection in the orthogonal complement. The Weyl group $W(\Delta(\mathfrak{g}, \mathfrak{t}))$ is the group generated by the $s_{\alpha}$ 's for $\alpha \in \Delta(\mathfrak{g}, \mathfrak{t})$. This consists of the members of the usual Weyl group of the abstract root system, with each member extended to be the identity on $\left(i Z_{\mathfrak{g}_{0}}\right)^{*}$.

We might think of $W(\Delta(\mathfrak{g}, \mathfrak{t}))$ as an algebraically defined Weyl group. There is also an analytically defined Weyl group $W(G, T)$, defined as the quotient of normalizer by centralizer

$$
W(G, T)=N_{G}(T) / Z_{G}(T) .
$$

The group $W(G, T)$ acts by automorphisms of $T$, hence by invertible linear transformations on $\mathfrak{t}_{0}$ and the associated spaces $\mathfrak{t}_{\mathbb{R}}=i \mathfrak{t}_{0}, \mathfrak{t}, \mathfrak{t}_{\mathbb{R}}^{*}$, and $\mathfrak{t}^{*}$. Only 1 acts as the identity. In the definition of $W(G, T)$, we can replace $Z_{G}(T)$ by $T$, according to Corollary 4.52. The group $W(G, T)$ plays the following role in the theory.

Proposition 4.53. For a compact connected Lie group $G$ with maximal torus $T$, every element of $G$ is conjugate to a member of $T$, and two elements of $T$ are conjugate within $G$ if and only if they are conjugate via $W(G, T)$. Thus the conjugacy classes in $G$ are parametrized by $T / W(G, T)$. This correspondence respects the topologies in that a continuous complex-valued function $f$ on $T$ extends to a continuous function $F$ on $G$ invariant under group conjugation if and only if $f$ is invariant under $W(G, T)$.

Proof. Theorem 4.36 says that every conjugacy class meets $T$. Suppose that $s$ and $t$ are in $T$ and $g$ is in $G$ and $g t g^{-1}=s$. We show that there is an element $g_{0}$ of $N_{G}(T)$ with $g_{0} t g_{0}^{-1}=s$. In fact, consider the centralizer $Z_{G}(s)$. This is a closed subgroup of $G$ with Lie algebra

$$
Z_{\mathfrak{g}}(s)=\{X \in \mathfrak{g} \mid \operatorname{Ad}(s) X=X\} .
$$

The identity component $\left(Z_{G}(s)\right)_{0}$ is a group to which we can apply Theorem 4.34. Both $\mathfrak{t}$ and $\operatorname{Ad}(g) \mathfrak{t}$ are in $Z_{\mathfrak{g}}(s)$, and they are maximal abelian; hence there exists $z \in\left(Z_{G}(s)\right)_{0}$ with

$$
\mathfrak{t}=\operatorname{Ad}(z g) \mathfrak{t}
$$

Then $g_{0}=z g$ is in $N_{G}(T)$ and $(z g) t(z g)^{-1}=s$.
Thus the conjugacy classes in $G$ are given by $T / W(G, T)$. Let us check that continuous functions correspond. If $F$ is continuous on $G$,
then certainly its restriction $f$ to $T$ is continuous. Conversely suppose $f$ is continuous on $T$ and invariant under $W(G, T)$. Define $F$ on $G$ by $F\left(x t x^{-1}\right)=f(t)$; we have just shown that $F$ is well defined. Let $\left\{g_{n}\right\}$ be a sequence in $G$ with limit $g$, and write $g_{n}=x_{n} t_{n} x_{n}^{-1}$. Using the compactness of $G$ and $T$, we can pass to a subsequence so that $\left\{x_{n}\right\}$ and $\left\{t_{n}\right\}$ have limits, say $\lim x_{n}=x$ and $\lim t_{n}=t$. Then $g=x t x^{-1}$, and the continuity of $f$ gives

$$
\lim F\left(g_{n}\right)=\lim f\left(t_{n}\right)=f(t)=F(g) .
$$

Hence $F$ is continuous.
The discussion of characters of finite-dimensional representations in §2 showed the importance of understanding the conjugacy classes in $G$, and Proposition 4.53 has now reduced that question to an understanding of $W(G, T)$. There is a simple description of $W(G, T)$, which is the subject of the following theorem.

Theorem 4.54. For a compact connected Lie group $G$ with maximal torus $T$, the analytically defined Weyl group $W(G, T)$, when considered as acting on $\mathfrak{t}_{\mathbb{R}}^{*}$, coincides with the algebraically defined Weyl group $W(\Delta(\mathfrak{g}, \mathfrak{t})$ ).

Remark. Most of the argument consists in exhibiting the root reflections as occurring in $W(G, T)$. The calculation for this part is motivated by what happens in $S U(2)$. For this group, $T$ is diagonal and $s_{\alpha}$ is given by $\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$. Let bar denote conjugation of $\mathfrak{s l}(2, \mathbb{C})$ with respect to $\mathfrak{s u}(2)$. With $E_{\alpha}=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$, we have $\overline{E_{\alpha}}=\left(\begin{array}{rr}0 & 0 \\ -1 & 0\end{array}\right)$ and $\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)=\exp \frac{\pi}{2}\left(E_{\alpha}+\overline{E_{\alpha}}\right)$. The general case amounts to embedding this argument in $G$.

Proof. In view of Theorem 4.29, we may assume that $G$ is semisimple. To show that $W(\Delta(\mathfrak{g}, \mathfrak{t})) \subseteq W(G, T)$, it is enough to show that $\alpha$ in $\Delta(\mathfrak{g}, \mathfrak{t})$ implies $s_{\alpha}$ in $W(G, T)$. Thus let bar denote conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$, and extend $B$ to a complex bilinear form on $\mathfrak{g}$. Let $E_{\alpha}$ be in $\mathfrak{g}_{\alpha}$, and write $E_{\alpha}=X_{\alpha}+i Y_{\alpha}$ with $X_{\alpha}$ and $Y_{\alpha}$ in $\mathfrak{g}_{0}$. Then $\overline{E_{\alpha}}=X_{\alpha}-i Y_{\alpha}$ is in $\mathfrak{g}_{-\alpha}$. For $H$ in $\mathfrak{t}$, we have

$$
\begin{equation*}
\left[X_{\alpha}, H\right]=-\frac{1}{2}\left[H, E_{\alpha}+\overline{E_{\alpha}}\right]=-\frac{1}{2} \alpha(H)\left(E_{\alpha}-\overline{E_{\alpha}}\right)=-i \alpha(H) Y_{\alpha} . \tag{4.55}
\end{equation*}
$$

Also Lemma 2.18a, reinterpreted with $B$ in place of the Killing form, gives

$$
\begin{align*}
{\left[X_{\alpha}, Y_{\alpha}\right] } & =\frac{1}{4 i}\left[E_{\alpha}+\overline{E_{\alpha}}, E_{\alpha}-\overline{E_{\alpha}}\right]  \tag{4.56}\\
& =-\frac{1}{2 i}\left[E_{\alpha}, \overline{E_{\alpha}}\right]=-\frac{1}{2 i} B\left(E_{\alpha}, \overline{E_{\alpha}}\right) H_{\alpha} .
\end{align*}
$$

Since $B\left(E_{\alpha}, \overline{E_{\alpha}}\right)<0$, we can define a real number $r$ by

$$
r=\frac{\sqrt{2} \pi}{|\alpha| \sqrt{-B\left(E_{\alpha}, \overline{E_{\alpha}}\right)}}
$$

Since $X_{\alpha}$ is in $\mathfrak{g}_{0}, g=\exp r X_{\alpha}$ is in $G$. We compute $\operatorname{Ad}(g) H$ for $H \in \mathfrak{t}_{\mathbb{R}}$. We have

$$
\begin{equation*}
\operatorname{Ad}(g) H=e^{\operatorname{ad} r X_{\alpha}} H=\sum_{k=0}^{\infty} \frac{r^{k}}{k!}\left(\operatorname{ad} X_{\alpha}\right)^{k} H . \tag{4.57}
\end{equation*}
$$

If $\alpha(H)=0$, then (4.55) shows that the series (4.57) collapses to $H$. If $H=H_{\alpha}$, then we obtain

$$
r^{2}\left(\operatorname{ad} X_{\alpha}\right)^{2} H_{\alpha}=\frac{1}{2}|\alpha|^{2} B\left(E_{\alpha}, \overline{E_{\alpha}}\right) r^{2} H_{\alpha}=-\pi^{2} H_{\alpha}
$$

from (4.55) and (4.56). Therefore (4.57) shows that

$$
\begin{aligned}
\operatorname{Ad}(g) H_{\alpha} & =\sum_{m=0}^{\infty} \frac{r^{2 m}}{(2 m)!}\left(\operatorname{ad} X_{\alpha}\right)^{2 m} H_{\alpha}+\sum_{m=0}^{\infty} \frac{r^{2 m+1}}{(2 m+1)!}\left(\operatorname{ad} X_{\alpha}\right)^{2 m+1} H_{\alpha} \\
& =\sum_{m=0}^{\infty} \frac{(-1)^{m} \pi^{2 m}}{(2 m!)} H_{\alpha}+r \sum_{m=0}^{\infty} \frac{(-1)^{m} \pi^{2 m}}{(2 m+1)!}\left[X_{\alpha}, H_{\alpha}\right] \\
& =(\cos \pi) H_{\alpha}+r \pi^{-1}(\sin \pi)\left[X_{\alpha}, H_{\alpha}\right] \\
& =-H_{\alpha} .
\end{aligned}
$$

Thus every $H \in \mathfrak{t}_{\mathbb{R}}$ satisfies

$$
\operatorname{Ad}(g) H=H-\frac{2 \alpha(H)}{|\alpha|^{2}} H_{\alpha}
$$

and $\operatorname{Ad}(g)$ normalizes $\mathfrak{t}_{\mathbb{R}}$, operating as $s_{\alpha}$ on $\mathfrak{t}_{\mathbb{R}}^{*}$.
It follows that $W(\Delta(\mathfrak{g}, \mathfrak{t})) \subseteq W(G, T)$. Next let us observe that $W(G, T)$ permutes the roots. In fact, let $g$ be in $N_{G}(T)=N_{G}(\mathfrak{t})$, let $\alpha$ be in $\Delta$, and let $E_{\alpha}$ be in $\mathfrak{g}_{\alpha}$. Then

$$
\begin{aligned}
{\left[H, \operatorname{Ad}(g) E_{\alpha}\right] } & =\operatorname{Ad}(g)\left[\operatorname{Ad}(g)^{-1} H, E_{\alpha}\right]=\operatorname{Ad}(g)\left(\alpha\left(\operatorname{Ad}(g)^{-1} H\right) E_{\alpha}\right) \\
& =\alpha\left(\operatorname{Ad}(g)^{-1} H\right) \operatorname{Ad}(g) E_{\alpha}=(g \alpha)(H) \operatorname{Ad}(g) E_{\alpha}
\end{aligned}
$$

shows that $g \alpha$ is in $\Delta$ and that $\operatorname{Ad}(g) E_{\alpha}$ is a root vector for $g \alpha$. Thus $W(G, T)$ permutes the roots.

Fix a simple system $\Pi$ for $\Delta$, let $g$ be given in $W(G, T)$, and let $\tilde{g}$ be a representative of $g$ in $N_{G}(T)$. It follows from the previous paragraph that $g \Pi$ is another simple system for $\Delta$. By Theorem 2.63 choose $w$ in $W(\Delta(\mathfrak{g}, \mathfrak{t}))$ with $w g \Pi=\Pi$. We show that $w g$ fixes $\mathfrak{t}_{\mathbb{R}}^{*}$. If so, then $w g$ is the identity in $W(G, T)$, and $g=w^{-1}$. So $g$ is exhibited as in $W(\Delta(\mathfrak{g}, \mathfrak{t}))$, and $W(\Delta(\mathfrak{g}, \mathfrak{t}))=W(G, T)$.

Thus let $w g \Pi=\Pi$. Since $W(\Delta(\mathfrak{g}, \mathfrak{t})) \subseteq W(G, T), w$ has a representative $\widetilde{w}$ in $N_{G}(T)$. Let $\Delta^{+}$be the positive system corresponding to $\Pi$, and define $\delta=\frac{1}{2} \sum_{\alpha \in \Delta^{+}} \alpha$. Then $w g \delta=\delta$, and so $\operatorname{Ad}(\widetilde{w} \widetilde{g}) H_{\delta}=H_{\delta}$. If $S$ denotes the closure of $\left\{\exp \operatorname{ir} H_{\delta} \mid r \in \mathbb{R}\right\}$, then $S$ is a torus, and $\tilde{w} \tilde{g}$ is in its centralizer $Z_{G}(S)$. Let $\mathfrak{s}_{0}$ be the Lie algebra of $S$. We claim that $Z_{\mathfrak{g}_{0}}\left(\mathfrak{s}_{0}\right)=\mathfrak{t}_{0}$. If so, then $Z_{G}(S)=T$ by Corollary 4.51. Hence $\widetilde{w} \widetilde{g}$ is in $T, w g=\operatorname{Ad}(\widetilde{w} \widetilde{g})$ fixes $\mathfrak{t}_{\mathbb{R}}^{*}$, and the proof is complete.

To see that $Z_{\mathfrak{g}_{0}}\left(\mathfrak{s}_{0}\right)=\mathfrak{t}_{0}$, let $\alpha_{i}$ be a simple root. Proposition 2.69 shows that $2\left\langle\delta, \alpha_{i}\right\rangle /\left|\alpha_{i}\right|^{2}=1$. For a general positive root $\alpha$, we therefore have $\langle\delta, \alpha\rangle>0$. Thus $\alpha\left(H_{\delta}\right) \neq 0$ for all $\alpha \in \Delta(\mathfrak{g}, \mathfrak{t})$. By Lemma 4.33, $Z_{\mathfrak{g}}\left(H_{\delta}\right)=\mathfrak{t}$. Hence

$$
Z_{\mathfrak{g}_{0}}\left(\mathfrak{s}_{0}\right)=\mathfrak{g}_{0} \cap Z_{\mathfrak{g}}\left(\mathfrak{s}_{0}\right)=\mathfrak{g}_{0} \cap Z_{\mathfrak{g}}\left(H_{\delta}\right)=\mathfrak{g}_{0} \cap \mathfrak{t}=\mathfrak{t}_{0}
$$

as required.

## 7. Integral Forms

We continue with the notation of §§5-6 for a compact connected Lie group $G$ with maximal torus $T$. We saw in (4.32) that roots $\alpha \in \Delta(\mathfrak{g}, \mathfrak{t})$ have the property that they lift from imaginary-valued linear functionals on $\mathfrak{t}_{0}$ to multiplicative characters of $T$. Let us examine this phenomenon more systematically.

Proposition 4.58. If $\lambda$ is in $\mathfrak{t}^{*}$, then the following conditions on $\lambda$ are equivalent:
(i) Whenever $H \in \mathfrak{t}_{0}$ satisfies $\exp H=1, \lambda(H)$ is in $2 \pi i \mathbb{Z}$.
(ii) There is a multiplicative character $\xi_{\lambda}$ of $T$ with $\xi_{\lambda}(\exp H)=e^{\lambda(H)}$ for all $H \in \mathfrak{t}_{0}$.
All roots have these properties. If $\lambda$ has these properties, then $\lambda$ is real valued on $\mathfrak{t}_{\mathbb{R}}$.

REMARK. A linear functional $\lambda$ satisfying (i) and (ii) is said to be analytically integral.

Proof. If $\widetilde{T}$ denotes a universal covering group of $T$, we can regard the exponential map of $\widetilde{T}$ as carrying $\mathfrak{t}_{0}$ into $\widetilde{T} \cong \mathbb{R}^{n}$; in doing so, it is a group isomorphism. Since $\widetilde{T}$ is simply connected, the Lie algebra homomorphism $\lambda: \mathfrak{t}_{0} \rightarrow \mathbb{C}$ lifts to a group homomorphism $\widetilde{\xi}_{\lambda}: \widetilde{T} \rightarrow \mathbb{C}^{\times}$. This homomorphism satisfies $\widetilde{\tilde{F}}_{\lambda}\left(\exp _{\widetilde{T}} H\right)=e^{\lambda(H)}$ by (1.82). Since $\exp _{\widetilde{T}}$ is onto $\widetilde{T}$, the homomorphism $\widetilde{\xi}_{\lambda}$ descends to $T$ if and only if $\tilde{\xi}_{\lambda}\left(\exp _{\widetilde{T}} H\right)$ is 1 whenever $\exp _{\widetilde{T}} H$ is carried to 1 in $T$ by the covering map, i.e., whenever $\exp _{T} H=1$. Thus $\widetilde{\xi}_{\lambda}$ descends to $T$ if and only if (i) holds, and so (i) and (ii) are equivalent. If $\widetilde{\xi}_{\lambda}$ descends to $\xi_{\lambda}$ on $T$, then $\xi_{\lambda}$ has compact image in $\mathbb{C}^{\times}$, hence image in the unit circle, and it follows that $\lambda$ is real valued on $\mathfrak{t}_{\mathbb{R}}$. We saw in (4.32) that roots satisfy (ii).

Proposition 4.59. If $\lambda$ in $\mathfrak{t}^{*}$ is analytically integral, then $\lambda$ satisfies the condition

$$
\begin{equation*}
\frac{2\langle\lambda, \alpha\rangle}{|\alpha|^{2}} \text { is in } \mathbb{Z} \text { for each } \alpha \in \Delta . \tag{4.60}
\end{equation*}
$$

REMARK. A linear functional $\lambda$ satisfying the condition (4.60) is said to be algebraically integral.

Proof. Let bar denote conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$, and extend $B$ to a complex bilinear form on $\mathfrak{g}$. Fix $\alpha \in \Delta(\mathfrak{g}, \mathfrak{t})$, and let $E_{\alpha}$ be a nonzero root vector. Since $B\left(E_{\alpha}, \overline{E_{\alpha}}\right)<0$, we can normalize $E_{\alpha}$ so that $B\left(E_{\alpha}, \overline{E_{\alpha}}\right)=-2 /|\alpha|^{2}$. Write $E_{\alpha}=X_{\alpha}+i Y_{\alpha}$ with $X_{\alpha}$ and $Y_{\alpha}$ in $\mathfrak{g}_{0}$. Put $Z_{\alpha}=-i|\alpha|^{-2} H_{\alpha} \in \mathfrak{g}_{0}$. Then $X_{\alpha}, Y_{\alpha}$, and $Z_{\alpha}$ are in $\mathfrak{g}_{0}$, and (4.55) and (4.56) respectively give

$$
\left[Z_{\alpha}, X_{\alpha}\right]=\frac{i}{|\alpha|^{2}}\left[X_{\alpha}, H_{\alpha}\right]=\frac{i}{|\alpha|^{2}}\left(-i \alpha\left(H_{\alpha}\right) Y_{\alpha}\right)=Y_{\alpha}
$$

and

$$
\left[X_{\alpha}, Y_{\alpha}\right]=\frac{1}{2 i} \frac{2}{|\alpha|^{2}} H_{\alpha}=Z_{\alpha}
$$

Similarly

$$
\left[Y_{\alpha}, Z_{\alpha}\right]=\frac{i}{|\alpha|^{2}}\left[H_{\alpha}, \frac{1}{2 i}\left(E_{\alpha}-\overline{E_{\alpha}}\right)\right]=\frac{1}{2|\alpha|^{2}} \alpha\left(H_{\alpha}\right)\left(E_{\alpha}+\overline{E_{\alpha}}\right)=X_{\alpha} .
$$

Hence the correspondence

$$
\frac{1}{2}\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right) \leftrightarrow X_{\alpha}, \quad \frac{1}{2}\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right) \leftrightarrow Y_{\alpha}, \quad \frac{1}{2}\left(\begin{array}{rr}
-i & 0 \\
0 & i
\end{array}\right) \leftrightarrow Z_{\alpha}
$$

gives us an isomorphism

$$
\begin{equation*}
\mathfrak{s u}(2) \cong \mathbb{R} X_{\alpha}+\mathbb{R} Y_{\alpha}+\mathbb{R} Z_{\alpha} . \tag{4.61}
\end{equation*}
$$

Since $S U(2)$ is simply connected, there exists a homomorphism $\Phi$ of $S U(2)$ into $G$ whose differential implements (4.61). Under the complexification of (4.61), $h=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$ maps to $2 i Z_{\alpha}=2|\alpha|^{-2} H_{\alpha}$. Thus $d \Phi(i h)=-2 Z_{\alpha}=2 i|\alpha|^{-2} H_{\alpha}$. By (1.82),

$$
1=\Phi(1)=\Phi(\exp 2 \pi i h)=\exp (d \Phi(2 \pi i h))=\exp \left(2 \pi i\left(2|\alpha|^{-2} H_{\alpha}\right)\right)
$$

Since $\lambda$ is analytically integral, (i) of Proposition 4.58 shows that $\lambda\left(2 \pi i\left(2|\alpha|^{-2} H_{\alpha}\right)\right)$ is in $2 \pi i \mathbb{Z}$. This means that $2\langle\lambda, \alpha\rangle /|\alpha|^{2}$ is in $\mathbb{Z}$.

Proposition 4.62. Fix a simple system of roots $\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$. Then $\lambda \in \mathfrak{t}^{*}$ is algebraically integral if and only if $2\left\langle\lambda, \alpha_{i}\right\rangle /\left|\alpha_{i}\right|^{2}$ is in $\mathbb{Z}$ for each simple root $\alpha_{i}$.

Proof. If $\lambda$ is algebraically integral, then $2\left\langle\lambda, \alpha_{i}\right\rangle /\left|\alpha_{i}\right|^{2}$ is in $\mathbb{Z}$ for each $\alpha_{i}$ by definition. Conversely if $2\left\langle\lambda, \alpha_{i}\right\rangle /\left|\alpha_{i}\right|^{2}$ is an integer for each $\alpha_{i}$, let $\alpha=\sum c_{i} \alpha_{i}$ be a positive root. We prove by induction on the level $\sum c_{i}$ that $2\langle\lambda, \alpha\rangle /|\alpha|^{2}$ is an integer. Level 1 is the given case. Assume the assertion when the level is $<n$, and let the level be $n>1$ for $\alpha$. Choose $\alpha_{i}$ with $\left\langle\alpha, \alpha_{i}\right\rangle>0$. By Lemma 2.61, $\beta=s_{\alpha_{i}} \alpha$ is positive, and it certainly has level $<n$. Then

$$
\frac{2\langle\lambda, \alpha\rangle}{|\alpha|^{2}}=\frac{2\left\langle s_{\alpha_{i}} \lambda, \beta\right\rangle}{|\beta|^{2}}=\frac{2\langle\lambda, \beta\rangle}{|\beta|^{2}}-\frac{2\left\langle\lambda, \alpha_{i}\right\rangle}{\left|\alpha_{i}\right|^{2}} \frac{2\left\langle\alpha_{i}, \beta\right\rangle}{|\beta|^{2}},
$$

and the right side is an integer by inductive hypothesis. The proposition follows.

Propositions 4.58 and 4.59 tell us that we have inclusions

$$
\begin{align*}
\mathbb{Z} \text { combinations of roots } & \subseteq \text { analytically integral forms } \\
& \subseteq \text { algebraically integral forms } . \tag{4.63}
\end{align*}
$$

Each of these three sets may be regarded as an additive group in $\mathfrak{t}_{\mathbb{R}}^{*}$.
Let us specialize to the case that $G$ is semisimple. Propositions 2.49 and 4.62 show that the right member of (4.63) is a lattice in $\mathfrak{t}_{\mathbb{R}}^{*}$, i.e., a discrete subgroup with compact quotient. Proposition 2.49 shows that the left member of (4.63) spans $t_{\mathbb{R}}^{*}$ over $\mathbb{R}$ and hence is a sublattice. Thus (4.63) provides us with an inclusion relation for three lattices. Matters are controlled somewhat by the following result.

Proposition 4.64. If $G$ is semisimple, then the index of the lattice of $\mathbb{Z}$ combinations of roots in the lattice of algebraically integral forms is exactly the determinant of the Cartan matrix.

Lemma 4.65. Let $F$ be a free abelian group of rank $l$, and let $R$ be a subgroup of rank $l$. Then it is possible to choose $\mathbb{Z}$ bases $\left\{t_{i}\right\}$ of $F$ and $\left\{u_{i}\right\}$ of $R$ such that $u_{i}=\delta_{i} t_{i}$ (with $\delta_{i} \in \mathbb{Z}$ ) for all $i$ and such that $\delta_{i}$ divides $\delta_{j}$ if $i<j$.

REMARK. This result tells what happens in a standard proof of the Fundamental Theorem for Finitely Generated Abelian Groups. We omit the argument. Artin [1991], p. 458, gives details.

Lemma 4.66. Let $F$ be a free abelian group of rank $l$, and let $R$ be a subgroup of rank $l$. Let $\left\{t_{i}\right\}$ and $\left\{u_{i}\right\}$ be $\mathbb{Z}$ bases of $F$ and $R$, respectively, and suppose that $u_{j}=\sum_{i=1}^{l} d_{i j} t_{i}$. Then $F / R$ has order $\left|\operatorname{det}\left(d_{i j}\right)\right|$.

Proof. A change of basis in the $t$ 's or in the $u$ 's corresponds to multiplying $\left(d_{i j}\right)$ by an integer matrix of determinant $\pm 1$. In view of Lemma 4.65, we may therefore assume $\left(d_{i j}\right)$ is diagonal. Then the result is obvious.

Proof of Proposition 4.64. Fix a simple system $\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ and define $\left\{\lambda_{1}, \ldots, \lambda_{l}\right\}$ by $2\left\langle\lambda_{i}, \alpha_{j}\right\rangle /\left|\alpha_{j}\right|^{2}=\delta_{i j}$. The $\left\{\lambda_{i}\right\}$ form a $\mathbb{Z}$ basis of the lattice of algebraically integral forms by Proposition 4.62, and the $\left\{\alpha_{i}\right\}$ form a $\mathbb{Z}$ basis of the lattice generated by the roots by Proposition 2.49. Write

$$
\alpha_{j}=\sum_{k=1}^{l} d_{k j} \lambda_{k},
$$

and apply $2\left\langle\alpha_{i}, \cdot\right\rangle /\left|\alpha_{i}\right|^{2}$ to both sides. Then we see that $d_{i j}$ equals $2\left\langle\alpha_{i}, \alpha_{j}\right\rangle /\left|\alpha_{i}\right|^{2}$. Proposition 2.52e shows that the determinant of the Cartan matrix is positive; thus the result follows from Lemma 4.66.

Proposition 4.67. If $G$ is a compact connected Lie group and $\widetilde{G}$ is a finite covering group, then the index of the group of analytically integral forms for $G$ in the group of analytically integral forms for $\widetilde{G}$ equals the order of the kernel of the covering homomorphism $\widetilde{G} \rightarrow G$.

Proof. This follows by combining Corollary 4.47 and Proposition 4.58.
Proposition 4.68. If $G$ is a compact semisimple Lie group with trivial center, then every analytically integral form is a $\mathbb{Z}$ combination of roots.

Proof. Let $\lambda$ be analytically integral. Let $\alpha_{1}, \ldots, \alpha_{l}$ be a simple system, and define $H_{j} \in \mathfrak{t}_{0}$ by $\alpha_{k}\left(H_{j}\right)=2 \pi i \delta_{k j}$. If $\alpha=\sum_{m} n_{m} \alpha_{m}$ is a root and if $X$ is in $\mathfrak{g}_{\alpha}$, then

$$
\operatorname{Ad}\left(\exp H_{j}\right) X=e^{\operatorname{ad} H_{j}} X=e^{\alpha\left(H_{j}\right)} X=e^{\sum n_{m} \alpha_{n}\left(H_{j}\right)} X=e^{2 \pi i n_{j}} X=X .
$$

So $\exp H_{j}$ is in $Z_{G}$ and therefore is 1 . Since $\lambda$ is analytically integral, Proposition 4.58 shows that $\lambda\left(H_{j}\right)$ is in $2 \pi i \mathbb{Z}$. Write $\lambda=\sum_{m} c_{m} \alpha_{m}$. Evaluating both sides on $H_{j}$, we see that $c_{j} 2 \pi i$ is in $2 \pi i \mathbb{Z}$. Hence $c_{j}$ is in $\mathbb{Z}$ for each $j$, and $\lambda$ is a $\mathbb{Z}$ combination of roots.

## 8. Weyl's Theorem

We now combine a number of results from this chapter to prove the following theorem.

Theorem 4.69 (Weyl's Theorem). If $G$ is a compact semisimple Lie group, then the fundamental group of $G$ is finite. Consequently the universal covering group of $G$ is compact.

Lemma 4.70. If $G$ is a compact connected Lie group, then its fundamental group is finitely generated.

Proof. We can write $G=\widetilde{G} / Z$ where $\widetilde{G}$ is the universal covering group of $G$ and $Z$ is a discrete subgroup of the center of $\widetilde{G}$. Here $Z$ is isomorphic to the fundamental group of $G$. Let $e: \widetilde{G} \rightarrow G$ be the covering homomorphism. About each point $x \in G$, choose a connected simply connected open neighborhood $N_{x}$ and a connected simply connected neighborhood $N_{x}^{\prime}$ with closure in $N_{x}$. Extract a finite subcover of $G$ from among the $N_{x}^{\prime}$, say $N_{x_{1}}^{\prime}, \ldots, N_{x_{n}}^{\prime}$. Since $N_{x_{j}}^{\prime}$ is connected and simply connected, the components of $e^{-1}\left(N_{x_{j}}^{\prime}\right)$ in $\widetilde{G}$ are homeomorphic to $N_{x_{j}}^{\prime}$. Let $M_{x_{j}}$ be one of them. Since $N_{x_{j}}$ is connected and simply connected, the homeomorphism of $M_{x_{j}}$ with $N_{x_{j}}^{\prime}$ extends to a homeomorphism of the closures. Therefore $U=\bigcup_{j=1}^{n} M_{x_{j}}$ is an open set in $\widetilde{G}$ such that $\bar{U}$ is compact and $\widetilde{G}=Z U$. By enlarging $U$, we may suppose also that 1 is in $U$ and $U=U^{-1}$.

The set $\bar{U} \bar{U}^{-1}$ is compact in $\widetilde{G}$ and is covered by the open sets $z U$, $z \in Z$, since $\widetilde{G}=Z U$. Thus we can find $z_{1}, \ldots, z_{k}$ in $Z$ such that

$$
\begin{equation*}
\bar{U} \bar{U}^{-1} \subseteq \bigcup_{j=1}^{k} z_{j} U \tag{4.71}
\end{equation*}
$$

Let $Z_{1}$ be the subgroup of $Z$ generated by $z_{1}, \ldots, z_{k}$, and let $E$ be the image of $\bar{U}$ in $\widetilde{G} / Z_{1}$. Then $E$ contains the identity and $E=E^{-1}$, and (4.71) shows that $E E^{-1} \subseteq E$. Thus $E$ is a subgroup of $\widetilde{G} / Z_{1}$. Since $E$ contains the image of $U, E$ is open, and thus $E=\widetilde{G} / Z_{1}$ by connectedness. Since $\bar{U}$ is compact, $E$ is compact. Consequently $E$ is a finite-sheeted covering group of $G$. That is, $G$ has a finite-sheeted covering group whose fundamental group $Z_{1}$ is finitely generated. The lemma follows.

Proof of Theorem 4.69. Let $G=\widetilde{G} / Z$, where $\widetilde{G}$ is the universal covering group of $G$ and $Z$ is a discrete subgroup of the center of $\widetilde{G}$. Here $Z$ is a finitely generated abelian group by Lemma 4.70. If $Z$ is finite, we are done. Otherwise $Z$ has an infinite cyclic direct summand, and we can find a subgroup $Z_{1}$ of $Z$ such that $Z_{1}$ has finite index in $Z$ greater than the determinant of the Cartan matrix. Then $\widetilde{G} / Z_{1}$ is a compact covering group of $G$ with a number of sheets exceeding the determinant of the Cartan matrix. By Proposition 4.67 the index of the lattice of analytically integral forms for $G$ in the corresponding lattice for $\widetilde{G} / Z_{1}$ exceeds the determinant of the Cartan matrix. Comparing this conclusion with (4.63) and Proposition 4.64, we arrive at a contradiction. Theorem 4.69 follows.

More is true. As we noted in the proof of Weyl's Theorem, Propositions 4.64 and 4.67 show for a compact semisimple Lie group that the order of the center is $\leq$ the determinant of the Cartan matrix. Actually equality holds when the group is simply connected. This result may be regarded as a kind of existence theorem. For example, the group $S O(2 n)$ has the 2-element center $\{ \pm 1\}$, while the determinant of the Cartan matrix (type $D_{n}$ ) is 4. It follows that $S O(2 n)$ is not simply connected and has a double cover. The relevant existence theorem will be proved in Chapter V as the Theorem of the Highest Weight, and the consequence about the order of the center of a compact semisimple Lie group will be proved at the end of that chapter.

## 9. Problems

1. Example 2 for $S U(n)$ in $\S 1$ gives a representation of $S U(2)$ in the space of holomorphic polynomials in $z_{1}, z_{2}$ homogeneous of degree $N$. Call this representation $\Phi_{N}$, and let $\chi_{N}$ be its character. Let $T$ be the maximal torus $T=\left\{t_{\theta}\right\}$ with $t_{\theta}=\left(\begin{array}{cc}e^{i \theta} & 0 \\ 0 & e^{-i \theta}\end{array}\right)$.
(a) Compute $\Phi_{N}\left(t_{\theta}\right)$ on each monomial $z_{1}^{k} z_{2}^{N-k}$.
(b) Compute $d \Phi_{N}\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$, and use Theorem 1.66 to deduce that $\Phi_{N}$ is irreducible.
(c) Give an explicit $(N+1)$-term geometric series for $\chi_{N}\left(t_{\theta}\right)$, and write the sum as a quotient.
(d) Decompose $\chi_{M} \chi_{N}$ as a sum of $\chi_{N^{\prime}}$ 's, and give a formula for the multiplicity of $\Phi_{N^{\prime}}$ in $\Phi_{M} \otimes \Phi_{N}$.
2. Deduce Theorem 4.36 from Corollary 4.48 and Theorem 4.34.
3. Give direct proofs of Theorem 4.36 for $S O(n)$ and $S p(n)$ in the spirit of the remarks with that theorem.
4. In $S O(3)$, show that there is an element whose centralizer in $S O(3)$ is not connected.
5. For $G=U(n)$ with $T$ equal to the diagonal subgroup, what elements are in the normalizer $N_{G}(T)$ ?
6. Let $G$ be a compact semisimple Lie group, and suppose that every algebraically integral form is analytically integral. Prove that $G$ is simply connected.
7. Let $\Phi$ be an irreducible unitary finite-dimensional representation of the compact group $G$ on the space $V$. The linear span of the matrix coefficients $(\Phi(x) u, v)$ is a vector space $\widetilde{V}$, and it was noted in the proof of Theorem 4.20 that this space is invariant under the representation $r(g) f(x)=f(x g)$. Find the multiplicity of $\Phi$ in the space $\widetilde{V}$ when $\widetilde{V}$ is acted upon by $r$.
8. Let $G$ be a compact group with normalized Haar measure $d x$, and let $\Phi$ be a finite-dimensional irreducible unitary representation with degree $d$ and character $\chi$. Prove that $\chi(u) \chi(v)=d \int_{G} \chi\left(u t v t^{-1}\right) d t$.
Problems 9-14 concern Example 2 for $G=S O(n)$ in $\S 1$. Let $V_{N}$ be the space of complex-valued polynomials in $x_{1}, \ldots, x_{n}$ homogeneous of degree $N$. For any homogeneous polynomial $p$, we define a differential operator $\partial(p)$ with constant coefficients by requiring that $\partial(\cdot)$ is linear in $(\cdot)$ and that

$$
\partial\left(x_{1}^{k_{1}} \cdots x_{n}^{k_{n}}\right)=\frac{\partial^{k_{1}+\cdots+k_{n}}}{\partial x_{1}^{k_{1}} \cdots \partial x_{n}^{k_{n}}} .
$$

For example, if we write $|x|^{2}=x_{1}^{2}+\cdots+x_{n}^{2}$, then $\partial\left(|x|^{2}\right)=\Delta$. If $p$ and $q$ are in the same $V_{N}$, then $\partial(\bar{q}) p$ is a constant polynomial, and we define $\langle p, q\rangle$ to be that constant.
9. Prove that $\langle\cdot, \cdot\rangle$ is $G$ invariant on $V_{N}$.
10. Prove that distinct monomials in $V_{N}$ are orthogonal relative to $\langle\cdot, \cdot\rangle$ and that $\langle p, p\rangle$ is $>0$ for such a monomial. Deduce that $\langle\cdot, \cdot\rangle$ is a Hermitian inner product.
11. Call $p \in V_{N}$ harmonic if $\partial\left(|x|^{2}\right) p=0$, and let $H_{N}$ be the subspace of harmonic polynomials. Prove that the orthogonal complement of $|x|^{2} V_{N-2}$ in $V_{N}$ relative to $\langle\cdot, \cdot\rangle$ is $H_{N}$.
12. Deduce from Problem 11 that $\Delta$ carries $V_{N}$ onto $V_{N-2}$.
13. Deduce from Problem 11 that each $p \in V_{N}$ decomposes uniquely as

$$
p=h_{N}+|x|^{2} h_{N-2}+|x|^{4} h_{N-4}+\cdots
$$

with $h_{N}, h_{N-2}, h_{N-4}, \ldots$ homogeneous harmonic of the indicated degrees.
14. Compute the dimension of $H_{N}$.

Problems 15-17 concern Example 2 for $S U(n)$ in $\S 1$. Let $V_{N}$ be the space of polynomials in $z_{1}, \ldots, z_{n}, \bar{z}_{1}, \ldots, \bar{z}_{n}$ that are homogeneous of degree $N$.
15. Show for each pair $(p, q)$ with $p+q=N$ that the subspace $V_{p, q}$ of polynomials with $p z$-type factors and $q \bar{z}$-type factors is an invariant subspace under $S U(n)$.
16. The Laplacian in these coordinates is a multiple of $\sum_{j} \frac{\partial^{2}}{\partial z_{j} \partial \bar{z}_{j}}$. Using the result of Problem 12, prove that the Laplacian carries $V_{p, q}$ onto $V_{p-1, q-1}$.
17. Compute the dimension of the subspace of harmonic polynomials in $V_{p, q}$.

Problems $18-21$ deal with integral forms. In each case the maximal torus $T$ is understood to be as in the corresponding example of $\S 5$, and the notation for members of $\mathfrak{t}^{*}$ is to be as in the corresponding example of §II.1 (with $\mathfrak{h}=\mathfrak{t}$ ).
18. For $S U(n)$, a general member of $\mathfrak{t}^{*}$ may be written uniquely as $\sum_{j=1}^{n} c_{j} e_{j}$ with $\sum_{j=1}^{n} c_{j}=0$.
(a) Prove that the $\mathbb{Z}$ combinations of roots are those forms with all $c_{j}$ in $\mathbb{Z}$.
(b) Prove that the algebraically integral forms are those for which all $c_{j}$ are in $\mathbb{Z}+\frac{k}{n}$ for some $k$.
(c) Prove that every algebraically integral form is analytically integral.
(d) Prove that the quotient of the lattice of algebraically integral forms by the lattice of $\mathbb{Z}$ combinations of roots is a cyclic group of order $n$.
19. For $S O(2 n+1)$, a general member of $\mathfrak{t}^{*}$ is $\sum_{j=1}^{n} c_{j} e_{j}$.
(a) Prove that the $\mathbb{Z}$ combinations of roots are those forms with all $c_{j}$ in $\mathbb{Z}$.
(b) Prove that the algebraically integral forms are those forms with all $c_{j}$ in $\mathbb{Z}$ or all $c_{j}$ in $\mathbb{Z}+\frac{1}{2}$.
(c) Prove that every analytically integral form is a $\mathbb{Z}$ combination of roots.
20. For $\operatorname{Sp}(n, \mathbb{C}) \cap U(2 n)$, a general member of $\mathfrak{t}^{*}$ is $\sum_{j=1}^{n} c_{j} e_{j}$.
(a) Prove that the $\mathbb{Z}$ combinations of roots are those forms with all $c_{j}$ in $\mathbb{Z}$ and with $\sum_{j=1}^{n} c_{j}$ even.
(b) Prove that the algebraically integral forms are those forms with all $c_{j}$ in $\mathbb{Z}$.
(c) Prove that every algebraically integral form is analytically integral.
21. For $S O(2 n)$, a general member of $\mathfrak{t}^{*}$ is $\sum_{j=1}^{n} c_{j} e_{j}$.
(a) Prove that the $\mathbb{Z}$ combinations of roots are those forms with all $c_{j}$ in $\mathbb{Z}$ and with $\sum_{j=1}^{n} c_{j}$ even.
(b) Prove that the algebraically integral forms are those forms with all $c_{j}$ in $\mathbb{Z}$ or all $c_{j}$ in $\mathbb{Z}+\frac{1}{2}$.
(c) Prove that the analytically integral forms are those forms with all $c_{j}$ in $\mathbb{Z}$.
(d) The quotient of the lattice of algebraically integral forms by the lattice of $\mathbb{Z}$ combinations of roots is a group of order 4 . Identify the group.

## CHAPTER V

## Finite-Dimensional Representations


#### Abstract

In any finite-dimensional representation of a complex semisimple Lie algebra $\mathfrak{g}$, a Cartan subalgebra $\mathfrak{h}$ acts completely reducibly, the simultaneous eigenvalues being called "weights." Once a positive system for the roots $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ has been fixed, one can speak of highest weights. The Theorem of the Highest Weight says that irreducible finitedimensional representations are characterized by their highest weights and that the highest weight can be any dominant algebraically integral linear functional on $\mathfrak{h}$. The hard step in the proof is the construction of an irreducible representation corresponding to a given dominant algebraically integral form. This step is carried out by using "Verma modules," which are universal highest weight modules.

All finite-dimensional representations of $\mathfrak{g}$ are completely reducible. Consequently the nature of such a representation can be determined from the representation of $\mathfrak{h}$ in the space of " $\mathfrak{n}$ invariants." The Harish-Chandra Isomorphism identifies the center of the universal enveloping algebra $U(\mathfrak{g})$ with the Weyl-group invariant members of $U(\mathfrak{h})$. The proof uses the complete reducibility of finite-dimensional representations of $\mathfrak{g}$.

The center of $U(\mathfrak{g})$ acts by scalars in any irreducible representation of $\mathfrak{g}$, whether finite dimensional or infinite dimensional. The result is a homomorphism of the center into $\mathbb{C}$ and is known as the "infinitesimal character" of the representation. The Harish-Chandra Isomorphism makes it possible to parametrize all possible homomorphisms of the center into $\mathbb{C}$, thus to parametrize all possible infinitesimal characters. The parametrization is by the quotient of $\mathfrak{h}^{*}$ by the Weyl group.

The Weyl Character Formula attaches to each irreducible finite-dimensional representation a formal exponential sum corresponding to the character of the representation. The proof uses infinitesimal characters. The formula encodes the multiplicity of each weight, and this multiplicity is made explicit by the Kostant Multiplicity Formula. The formula encodes also the dimension of the representation, which is made explicit by the Weyl Dimension Formula.


Parabolic subalgebras provide a framework for generalizing the Theorem of the Highest Weight so that the Cartan subalgebra is replaced by a larger subalgebra called the "Levi factor" of the parabolic subalgebra.

The theory of finite-dimensional representations of complex semisimple Lie algebras has consequences for compact connected Lie groups. One of these is a formula for the order of the fundamental group. Another is a version of the Theorem of the Highest Weight that takes global properties of the group into account. The Weyl Character Formula becomes more explicit, giving an expression for the character of any irreducible representation when restricted to a maximal torus.

## 1. Weights

For most of this chapter we study finite-dimensional representations of complex semisimple Lie algebras. As introduced in Example 4 of §I.5, these are complex-linear homomorphisms of a complex semisimple Lie algebra into End ${ }_{\mathbb{C}} V$, where $V$ is a finite-dimensional complex vector space. Historically the motivation for studying such representations comes from two sources-representations of $\mathfrak{s l}(2, \mathbb{C})$ and representations of compact Lie groups. Representations of $\mathfrak{s l}(2, \mathbb{C})$ were studied in $\S$ I. 9 , and the theory of the present chapter may be regarded as generalizing the results of that section to all complex semisimple Lie algebras.

Representations of compact connected Lie groups were studied in Chapter IV. If $G$ is a compact connected Lie group, then a representation of $G$ on a finite-dimensional complex vector space $V$ yields a representation of the Lie algebra $\mathfrak{g}_{0}$ on $V$ and then a representation of the complexification $\mathfrak{g}$ of $\mathfrak{g}_{0}$ on $V$. The Lie algebra $\mathfrak{g}_{0}$ is the direct sum of an abelian Lie algebra and a semisimple Lie algebra, and the same thing is true of $\mathfrak{g}$. Through studying the representations of the semisimple part of $\mathfrak{g}$, we shall be able, with only little extra effort, to complete the study of the representations of $G$ at the end of this chapter.

The examples of representations in Chapter IV give us examples for the present chapter, as well as clues for how to proceed. The easy examples, apart from the trivial representation with $\mathfrak{g}$ acting as 0 , are the standard representations of $\mathfrak{s u}(n)^{\mathbb{C}}$ and $\mathfrak{s o}(n)^{\mathbb{C}}$. These are obtained by differentiation of the standard representations of $S U(n)$ and $S O(n)$ and just amount to multiplication of a matrix by a column vector, namely

$$
\varphi(X)\left(\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right)=X\left(\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right) .
$$

The differentiated versions of the other examples in §IV. 1 are more complicated because they involve tensor products. Although tensor products on the group level (4.2) are fairly simple, they become more complicated on the Lie algebra level (4.3) because of the product rule for differentiation. This complication persists for representations in spaces of symmetric or alternating tensors, since such spaces are subspaces of tensor products. Thus the usual representation of $S U(n)$ on $\bigwedge^{l} \mathbb{C}^{n}$ is given simply by

$$
\Phi(g)\left(\varepsilon_{j_{1}} \wedge \cdots \wedge \varepsilon_{j_{l}}\right)=g \varepsilon_{j_{1}} \wedge \cdots \wedge g \varepsilon_{j_{i}}
$$

while the corresponding representation of $\mathfrak{s u}(n)^{\mathbb{C}}$ on $\bigwedge^{l} \mathbb{C}^{n}$ is given by

$$
\varphi(X)\left(\varepsilon_{j_{1}} \wedge \cdots \wedge \varepsilon_{j_{l}}\right)=\sum_{k=1}^{l} \varepsilon_{j_{1}} \wedge \cdots \wedge \varepsilon_{j_{k-1}} \wedge X \varepsilon_{j_{k}} \wedge \varepsilon_{j_{k+1}} \wedge \cdots \wedge \varepsilon_{j_{l}}
$$

The second construction that enters the examples of §IV. 1 is contragredient, given on the Lie group level by (4.1) and on the Lie algebra level by (4.4). Corollary A. 24 b , with $E=\mathbb{C}^{n}$, shows that the representation in a space $S^{n}\left(E^{*}\right)$ of polynomials may be regarded as the contragredient of the representation in the space $S^{n}(E)$ of symmetric tensors.

The clue for how to proceed comes from the representation theory of compact connected Lie groups $G$ in Chapter IV. Let $\mathfrak{g}_{0}$ be the Lie algebra of $G$, and let $\mathfrak{g}$ be the complexification. If $T$ is a maximal torus in $G$, then the complexified Lie algebra of $T$ is a Cartan subalgebra $\mathfrak{t}$ of $\mathfrak{g}$. Insight into $\mathfrak{g}$ comes from roots relative to $\mathfrak{t}$, which correspond to simultaneous eigenspaces for the action of $T$, according to (4.32). If $\Phi$ is any finitedimensional representation of $G$ on a complex vector space $V$, then $\Phi$ may be regarded as unitary by Proposition 4.6. Hence $\left.\Phi\right|_{T}$ is unitary, and Corollary 4.7 shows that $\left.\Phi\right|_{T}$ splits as the direct sum of irreducible representations of $T$. By Corollary 4.9 each of these irreducible representations of $T$ is 1-dimensional. Thus $V$ is the direct sum of simultaneous eigenspaces for the action of $T$, hence also for the action of t .

At first this kind of decomposition seems unlikely to persist when the compact groups are dropped and we have only a representation of a complex semisimple Lie algebra, since Proposition 2.4 predicts only a generalized weight-space decomposition. But a decomposition into simultaneous eigenspaces is nonetheless valid and is the starting point for our investigation. Before coming to this, let us record that the proofs of Schur's Lemma and its corollary in §IV. 2 are valid for representations of Lie algebras.

Proposition 5.1 (Schur's Lemma). Suppose $\varphi$ and $\varphi^{\prime}$ are irreducible representations of a Lie algebra $\mathfrak{g}$ on finite-dimensional vector spaces $V$ and $V^{\prime}$, respectively. If $L: V \rightarrow V^{\prime}$ is a linear map such that $\varphi^{\prime}(X) L=L \varphi(X)$ for all $X \in \mathfrak{g}$, then $L$ is one-one onto or $L=0$.

Proof. We see easily that ker $L$ and image $L$ are invariant subspaces of $V$ and $V^{\prime}$, respectively, and then the only possibilities are the ones listed.

Corollary 5.2. Suppose $\varphi$ is an irreducible representation of a Lie algebra $\mathfrak{g}$ on a finite-dimensional complex vector space $V$. If $L: V \rightarrow V$ is a linear map such that $\varphi(X) L=L \varphi(X)$ for all $X \in \mathfrak{g}$, then $L$ is scalar.

Proof. Let $\lambda$ be an eigenvalue of $L$. Then $L-\lambda I$ is not one-one onto, but it does commute with $\varphi(X)$ for all $X \in \mathfrak{g}$. By Proposition 5.1, $L-\lambda I=0$.

Let $\mathfrak{g}$ be a complex semisimple Lie algebra. Fix a Cartan subalgebra $\mathfrak{h}$, and let $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$ be the set of roots. Following the notation first introduced in Corollary 2.38, let $\mathfrak{h}_{0}$ be the real form of $\mathfrak{h}$ on which all roots are real valued. Let $B$ be any nondegenerate symmetric invariant bilinear form on $\mathfrak{g}$ that is positive definite on $\mathfrak{h}_{0}$. Relative to $B$, we can define members $H_{\alpha}$ of $\mathfrak{h}$ for each $\alpha \in \Delta$. Then $\mathfrak{h}_{0}=\sum_{\alpha \in \Delta} \mathbb{R} H_{\alpha}$.

Let $\varphi$ be a representation on the complex vector space $V$. Recall from $\S$ II. 2 that if $\lambda$ is in $\mathfrak{h}^{*}$, we define $V_{\lambda}$ to be the subspace
$\left\{v \in V \mid(\varphi(H)-\lambda(H) 1)^{n} v=0\right.$ for all $H \in \mathfrak{h}$ and some $\left.n=n(H, V)\right\}$.
If $V_{\lambda} \neq 0$, then $V_{\lambda}$ is called a generalized weight space and $\lambda$ is a weight. Members of $V_{\lambda}$ are called generalized weight vectors. When $V$ is finite dimensional, $V$ is the direct sum of its generalized weight spaces by Proposition 2.4.

The weight space corresponding to $\lambda$ is

$$
\{v \in V \mid \varphi(H) v=\lambda(H) v \text { for all } H \in \mathfrak{h}\},
$$

i.e., the subspace of $V_{\lambda}$ for which $n$ can be taken to be 1 . Members of the weight space are called weight vectors. The examples of weight vectors below continue the discussion of examples in §IV.1.

EXAmples for $G=S U(n)$. Here $\mathfrak{g}=\mathfrak{s u}(n)^{\mathbb{C}}=\mathfrak{s l}(n, \mathbb{C})$. As in Example 1 of §II.1, we define $\mathfrak{h}$ to be the diagonal subalgebra. The roots are all $e_{i}-e_{j}$ with $i \neq j$.

1) Let $V$ consist of all polynomials in $z_{1}, \ldots, z_{n}, \bar{z}_{1}, \ldots, \bar{z}_{n}$ homogeneous of degree $N$. Let $H=\operatorname{diag}\left(i t_{1}, \ldots, i t_{n}\right)$ with $\sum t_{j}=0$. Then the Lie algebra representation $\varphi$ has

$$
\begin{aligned}
\varphi(H) P(z, \bar{z}) & =\frac{d}{d r} P\left(e^{-r H}\left(\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right), e^{r H}\left(\begin{array}{c}
\bar{z}_{1} \\
\vdots \\
\bar{z}_{n}
\end{array}\right)\right)_{r=0} \\
& =\frac{d}{d r} P\left(\left(\begin{array}{c}
e^{-i r t_{1}} z_{1} \\
\vdots \\
e^{-i r t_{n}} z_{n}
\end{array}\right),\left(\begin{array}{c}
e^{i r t_{1}} \bar{z}_{1} \\
\vdots \\
e^{i r t_{n}} \bar{z}_{n}
\end{array}\right)\right)_{r=0} \\
& =\sum_{j=1}^{n}\left(-i t_{j} z_{j}\right) \frac{\partial P}{\partial z_{j}}(z, \bar{z})+\sum_{j=1}^{n}\left(i t_{j} \bar{z}_{j}\right) \frac{\partial P}{\partial \bar{z}_{j}}(z, \bar{z}) .
\end{aligned}
$$

If $P$ is a monomial of the form

$$
P(z, \bar{z})=z_{1}^{k_{1}} \cdots z_{n}^{k_{n}} \bar{z}_{1}^{l_{1}} \cdots \bar{z}_{n}^{l_{n}} \quad \text { with } \sum_{j=1}^{n}\left(k_{j}+l_{j}\right)=N
$$

then the above expression simplifies to

$$
\varphi(H) P=\left(\sum_{j=0}^{n}\left(l_{j}-k_{j}\right)\left(i t_{j}\right)\right) P
$$

Thus the monomial $P$ is a weight vector of weight $\sum_{j=0}^{n}\left(l_{j}-k_{j}\right) e_{j}$.
2) Let $V=\bigwedge^{l} \mathbb{C}^{n}$. Again let $H=\operatorname{diag}\left(i t_{1}, \ldots, i t_{n}\right)$ with $\sum t_{j}=0$. Then the Lie algebra representation $\varphi$ has

$$
\begin{aligned}
\varphi(H)\left(\varepsilon_{j_{1}} \wedge \cdots \wedge \varepsilon_{j_{l}}\right) & =\sum_{k=1}^{l} \varepsilon_{j_{1}} \wedge \cdots \wedge H \varepsilon_{j_{k}} \wedge \cdots \wedge \varepsilon_{j_{l}} \\
& =\sum_{k=1}^{l}\left(i t_{j_{k}}\right)\left(\varepsilon_{j_{1}} \wedge \cdots \wedge \varepsilon_{j_{l}}\right) .
\end{aligned}
$$

Thus $\varepsilon_{j_{1}} \wedge \cdots \wedge \varepsilon_{j l}$ is a weight vector of weight $\sum_{k=1}^{l} e_{j_{k}}$.
EXAMPLES FOR $G=S O(2 n+1)$. Here $\mathfrak{g}=\mathfrak{s o}(2 n+1)^{\mathbb{C}}=$ $\mathfrak{s o}(2 n+1, \mathbb{C})$. As in Example 2 of §II.1, we define $\mathfrak{h}$ to be built from the first $n$ diagonal blocks of size 2 . The roots are $\pm e_{j}$ and $\pm e_{i} \pm e_{j}$ with $i \neq j$.

1) Let $m=2 n+1$, and let $V$ consist of all complex-valued polynomials on $\mathbb{R}^{m}$ of degree $\leq N$. Let $H_{1}$ be the member of $\mathfrak{h}$ equal to $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ in the first 2-by- 2 block and 0 elsewhere. Then the Lie algebra representation $\varphi$ has
$\varphi\left(H_{1}\right) P\left(\begin{array}{c}x_{1} \\ \vdots \\ x_{m}\end{array}\right)=\frac{d}{d r} P\left(\begin{array}{c}x_{1} \cos r-x_{2} \sin r \\ x_{1} \sin r+x_{2} \cos r \\ x_{3} \\ \vdots \\ x_{m}\end{array}\right)_{r=0}=-x_{2} \frac{\partial P}{\partial x_{1}}(x)+x_{1} \frac{\partial P}{\partial x_{2}}(x)$.

For $P(x)=\left(x_{1}+i x_{2}\right)^{k}, \varphi\left(H_{1}\right)$ thus acts as the scalar $i k$. The other 2-by-2 blocks of $\mathfrak{h}$ annihilate this $P$, and it follows that $\left(x_{1}+i x_{2}\right)^{k}$ is a weight vector of weight $-k e_{1}$. Similarly $\left(x_{1}-i x_{2}\right)^{k}$ is a weight vector of weight $+k e_{1}$.

Replacing $P$ in (5.3) by $\left(x_{2 j-1} \pm x_{2 j}\right) Q$ and making the obvious adjustments in the computation, we obtain
$\varphi(H)\left(\left(x_{2 j-1} \pm i x_{2 j}\right) Q\right)=\left(x_{2 j-1} \pm i x_{2 j}\right)\left(\varphi(H) \mp e_{j}(H)\right) Q \quad$ for $H \in \mathfrak{h}$.
Since $x_{2 j-1}+i x_{2 j}$ and $x_{2 j-1}-i x_{2 j}$ together generate $x_{2 j-1}$ and $x_{2 j}$ and since $\varphi(H)$ acts as 0 on $x_{2 n+1}^{k}$, this equation tells us how to compute $\varphi(H)$ on any monomial, hence on any polynomial.

It is clear that the subspace of polynomials homogeneous of degree $N$ is an invariant subspace under the representation. This invariant subspace is spanned by the weight vectors

$$
\left(x_{1}+i x_{2}\right)^{k_{1}}\left(x_{1}-i x_{2}\right)^{l_{1}}\left(x_{3}+i x_{4}\right)^{k_{2}} \cdots\left(x_{2 n-1}-i x_{2 n}\right)^{l_{n}} x_{2 n+1}^{k_{0}},
$$

where $\sum_{j=0}^{n} k_{j}+\sum_{j=1}^{n} l_{j}=N$. Hence the weights of the subspace are all expressions $\sum_{j=1}^{n}\left(l_{j}-k_{j}\right) e_{j}$ with $\sum_{j=0}^{n} k_{j}+\sum_{j=1}^{n} l_{j}=N$.
2) Let $V=\bigwedge^{l} \mathbb{C}^{2 n+1}$. The element $H_{1}$ of $\mathfrak{h}$ in the above example acts on $\varepsilon_{1}+i \varepsilon_{2}$ by the scalar $+i$ and on $\varepsilon_{1}-i \varepsilon_{2}$ by the scalar $-i$. Thus $\varepsilon_{1}+i \varepsilon_{2}$ and $\varepsilon_{1}-i \varepsilon_{2}$ are weight vectors in $\mathbb{C}^{2 n+1}$ of respective weights $-e_{1}$ and $+e_{1}$. Also $\varepsilon_{2 n+1}$ has weight 0 . Then the product rule for differentiation allows us to compute the weights in $\bigwedge^{l} \mathbb{C}^{2 n+1}$ and find that they are all expressions

$$
\pm e_{j_{1}} \pm \cdots \pm e_{j_{r}}
$$

with

$$
j_{1}<\cdots<j_{r} \quad \text { and } \quad \begin{cases}r \leq l & \text { if } l \leq n \\ r \leq 2 n+1-l & \text { if } l>n\end{cases}
$$

Motivated by Proposition 4.59 for compact Lie groups, we say that a member $\lambda$ of $\mathfrak{h}^{*}$ is algebraically integral if $2\langle\lambda, \alpha\rangle /|\alpha|^{2}$ is in $\mathbb{Z}$ for each $\alpha \in \Delta$.

Proposition 5.4. Let $\mathfrak{g}$ be a complex semisimple Lie algebra, let $\mathfrak{h}$ be a Cartan subalgebra, let $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$ be the roots, and let $\mathfrak{h}_{0}=\sum_{\alpha \in \Delta} \mathbb{R} H_{\alpha}$. If $\varphi$ is a representation of $\mathfrak{g}$ on the finite-dimensional complex vector space $V$, then
(a) $\varphi(\mathfrak{h})$ acts diagonably on $V$, so that every generalized weight vector is a weight vector and $V$ is the direct sum of all the weight spaces,
(b) every weight is real valued on $\mathfrak{h}_{0}$ and is algebraically integral,
(c) roots and weights are related by $\varphi\left(\mathfrak{g}_{\alpha}\right) V_{\lambda} \subseteq V_{\lambda+\alpha}$.

Proof.
(a, b) If $\alpha$ is a root and $E_{\alpha}$ and $E_{-\alpha}$ are nonzero root vectors for $\alpha$ and $-\alpha$, then $\left\{H_{\alpha}, E_{\alpha}, E_{-\alpha}\right\}$ spans a subalgebra $\mathfrak{s l}_{\alpha}$ of $\mathfrak{g}$ isomorphic to $\mathfrak{s l}(2, \mathbb{C})$, with $2|\alpha|^{-2} H_{\alpha}$ corresponding to $h=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$. Then the restriction of $\varphi$ to $\mathfrak{s l}_{\alpha}$ is a finite-dimensional representation of $\mathfrak{s l}_{\alpha}$, and Corollary 1.72 shows that $\varphi\left(2|\alpha|^{-2} H_{\alpha}\right)$ is diagonable with integer eigenvalues. This proves (a) and the first half of (b). If $\lambda$ is a weight and $v \in V_{\lambda}$ is nonzero, then we have just seen that $\varphi\left(2|\alpha|^{-2} H_{\alpha}\right) v=2|\alpha|^{-2}\langle\lambda, \alpha\rangle v$ is an integral multiple of $v$. Hence $2\langle\lambda, \alpha\rangle /|\alpha|^{2}$ is an integer, and $\lambda$ is algebraically integral.
(c) Let $E_{\alpha}$ be in $\mathfrak{g}_{\alpha}$, let $v$ be in $V_{\lambda}$, and let $H$ be in $\mathfrak{h}$. Then

$$
\begin{aligned}
\varphi(H) \varphi\left(E_{\alpha}\right) v & =\varphi\left(E_{\alpha}\right) \varphi(H) v+\varphi\left(\left[H, E_{\alpha}\right]\right) v \\
& =\lambda(H) \varphi\left(E_{\alpha}\right) v+\alpha(H) \varphi\left(E_{\alpha}\right) v \\
& =(\lambda+\alpha)(H) \varphi\left(E_{\alpha}\right) v
\end{aligned}
$$

Hence $\varphi\left(E_{\alpha}\right) v$ is in $V_{\lambda+\alpha}$.

## 2. Theorem of the Highest Weight

In this section let $\mathfrak{g}$ be a complex semisimple Lie algebra, let $\mathfrak{h}$ be a Cartan subalgebra, let $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$ be the set of roots, and let $W(\Delta)$ be the Weyl group. Let $\mathfrak{h}_{0}$ be the real form of $\mathfrak{h}$ on which all roots are real valued, and let $B$ be any nondegenerate symmetric invariant bilinear form on $\mathfrak{g}$ that is positive definite on $\mathfrak{h}_{0}$. Introduce an ordering in $\mathfrak{h}_{0}^{*}$ in the usual way, and let $\Pi$ be the resulting simple system.

If $\varphi$ is a representation of $\mathfrak{g}$ on a finite-dimensional complex vector space $V$, then the weights of $V$ are in $\mathfrak{h}_{0}^{*}$ by Proposition 5.4b. The largest weight in the ordering is called the highest weight of $\varphi$.

Theorem 5.5 (Theorem of the Highest Weight). Apart from equivalence the irreducible finite-dimensional representations $\varphi$ of $\mathfrak{g}$ stand in one-one correspondence with the dominant algebraically integral linear functionals $\lambda$ on $\mathfrak{h}$, the correspondence being that $\lambda$ is the highest weight of $\varphi_{\lambda}$. The highest weight $\lambda$ of $\varphi_{\lambda}$ has these additional properties:
(a) $\lambda$ depends only on the simple system $\Pi$ and not on the ordering used to define $\Pi$,
(b) the weight space $V_{\lambda}$ for $\lambda$ is 1-dimensional,
(c) each root vector $E_{\alpha}$ for arbitrary $\alpha \in \Delta^{+}$annihilates the members of $V_{\lambda}$, and the members of $V_{\lambda}$ are the only vectors with this property,
(d) every weight of $\varphi_{\lambda}$ is of the form $\lambda-\sum_{i=1}^{l} n_{i} \alpha_{i}$ with the integers $\geq 0$ and the $\alpha_{i}$ in $\Pi$,
(e) each weight space $V_{\mu}$ for $\varphi_{\lambda}$ has $\operatorname{dim} V_{w \mu}=\operatorname{dim} V_{\mu}$ for all $w$ in the Weyl group $W(\Delta)$, and each weight $\mu$ has $|\mu| \leq|\lambda|$ with equality only if $\mu$ is in the orbit $W(\Delta) \lambda$.

## Remarks.

1) Because of (e) the weights in the orbit $W(\Delta) \lambda$ are said to be extreme. The set of extreme weights does not depend on the choice of $\Pi$.
2) Much of the proof of Theorem 5.5 will be given in this section after some examples. The proof will be completed in $\S 3$. The examples continue the notation of the examples in $\S 1$.

## Examples.

1) With $\mathfrak{g}=\mathfrak{s l}(n, \mathbb{C})$, let $V$ consist of all polynomials in $z_{1}, \ldots, z_{n}$, and $\bar{z}_{1}, \ldots, \bar{z}_{n}$ homogeneous of total degree $N$. The weights are all expressions $\sum_{j=1}^{n}\left(l_{j}-k_{j}\right) e_{j}$ with $\sum_{j=1}^{n}\left(k_{j}+l_{j}\right)=N$. The highest weight relative to the usual positive system is $N e_{1}$. The subspace of holomorphic polynomials is an invariant subspace, and it has highest weight $-N e_{n}$. The subspace of antiholomorphic polynomials is another invariant subspace, and it has highest weight $N e_{1}$.
2) With $\mathfrak{g}=\mathfrak{s l}(n, \mathbb{C})$, let $V=\bigwedge^{l} \mathbb{C}^{n}$. The weights are all expressions $\sum_{k=1}^{l} e_{j_{k}}$. The highest weight relative to the usual positive system is $\sum_{k=1}^{l} e_{k}$.
3) With $\mathfrak{g}=\mathfrak{s o}(2 n+1, \mathbb{C})$, let the representation space consist of all complex-valued polynomials in $x_{1}, \ldots, x_{2 n+1}$ homogeneous of degree $N$. The weights are all expressions $\sum_{j=1}^{n}\left(l_{j}-k_{j}\right) e_{j}$ with $k_{0}+\sum_{j=1}^{n}\left(k_{j}+l_{j}\right)=$ $N$. The highest weight relative to the usual positive system is $N e_{1}$.
4) With $\mathfrak{g}=\mathfrak{s o}(2 n+1, \mathbb{C})$, let $V=\bigwedge^{l} \mathbb{C}^{2 n+1}$. If $l \leq n$, the weights are all expressions $\pm e_{j_{1}} \pm \cdots \pm e_{j_{r}}$ with $j_{1}<\cdots<j_{r}$ and $r \leq l$, and the highest weight relative to the usual positive system is $\sum_{k=1}^{l} e_{k}$.

Proof of existence of the correspondence. Let $\varphi$ be an irreducible finite-dimensional representation of $\mathfrak{g}$ on a space $V$. The representation $\varphi$ has weights by Proposition 2.4, and we let $\lambda$ be the highest. Then $\lambda$ is algebraically integral by Proposition 5.4b.

If $\alpha$ is in $\Delta^{+}$, then $\lambda+\alpha$ exceeds $\lambda$ and cannot be a weight. Thus $E_{\alpha} \in \mathfrak{g}_{\alpha}$ and $v \in V_{\lambda}$ imply $\varphi\left(E_{\alpha}\right) v=0$ by Proposition 5.4c. This proves the first part of (c).

Extend $\varphi$ multiplicatively to be defined on all of $U(\mathfrak{g})$ with $\varphi(1)=1$ by Corollary 3.6. Since $\varphi$ is irreducible, $\varphi(U(\mathfrak{g})) v=V$ for each $v \neq 0$ in $V$. Let $\beta_{1}, \ldots, \beta_{k}$ be an enumeration of $\Delta^{+}$, and let $H_{1}, \ldots, H_{l}$ be a basis of $\mathfrak{h}$. By the Poincaré-Birkhoff-Witt Theorem (Theorem 3.8) the monomials

$$
\begin{equation*}
E_{-\beta_{1}}^{q_{1}} \cdots E_{-\beta_{k}}^{q_{k}} H_{1}^{m_{1}} \cdots H_{l}^{m_{l}} E_{\beta_{1}}^{p_{1}} \cdots E_{\beta_{k}}^{p_{k}} \tag{5.6}
\end{equation*}
$$

form a basis of $U(\mathfrak{g})$. Let us apply $\varphi$ of each of these monomials to $v$ in $V_{\lambda}$. The $E_{\beta}$ 's give 0 , the $H$ 's multiply by constants (by Proposition 5.4a), and the $E_{-\beta}$ 's push the weight down (by Proposition 5.4c). Consequently the only members of $V_{\lambda}$ that can be obtained by applying $\varphi$ of (5.6) to $v$ are the vectors of $\mathbb{C} v$. Thus $V_{\lambda}$ is 1-dimensional, and (b) is proved.

The effect of $\varphi$ of (5.6) applied to $v$ in $V_{\lambda}$ is to give a weight vector with weight

$$
\begin{equation*}
\lambda-\sum_{j=1}^{k} q_{j} \beta_{j}, \tag{5.7}
\end{equation*}
$$

and these weight vectors span $V$. Thus the weights (5.7) are the only weights of $\varphi$, and (d) follows from Proposition 2.49. Also (d) implies (a).

To prove the second half of (c), let $v \notin V_{\lambda}$ satisfy $\varphi\left(E_{\alpha}\right) v=0$ for all $\alpha \in \Delta^{+}$. Subtracting the component in $V_{\lambda}$, we may assume that $v$ has 0 component in $V_{\lambda}$. Let $\lambda_{0}$ be the largest weight such that $v$ has a nonzero component in $V_{\lambda_{0}}$, and let $v^{\prime}$ be the component. Then $\varphi\left(E_{\alpha}\right) v^{\prime}=0$ for all $\alpha \in \Delta^{+}$, and $\varphi(\mathfrak{h}) v^{\prime} \subseteq \mathbb{C} v^{\prime}$. Applying $\varphi$ of (5.6), we see that

$$
V=\sum \mathbb{C} \varphi\left(E_{-\beta_{1}}\right)^{q_{1}} \cdots \varphi\left(E_{-\beta_{k}}\right)^{q_{k}} v^{\prime} .
$$

Every weight of vectors on the right side is strictly lower than $\lambda$, and we have a contradiction with the fact that $\lambda$ occurs as a weight.

Next we prove that $\lambda$ is dominant. Let $\alpha$ be in $\Delta^{+}$, and form $H_{\alpha}^{\prime}, E_{\alpha}^{\prime}$, and $E_{-\alpha}^{\prime}$ as in (2.26). These vectors span a Lie subalgebra $\mathfrak{s l}_{\alpha}$ of $\mathfrak{g}$ isomorphic to $\mathfrak{s l}(2, \mathbb{C})$, and the isomorphism carries $H_{\alpha}^{\prime}$ to $h=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$. For $v \neq 0$ in $V_{\lambda}$, the subspace of $V$ spanned by all

$$
\varphi\left(E_{-\alpha}^{\prime}\right)^{p} \varphi\left(H_{\alpha}^{\prime}\right)^{q} \varphi\left(E_{\alpha}^{\prime}\right)^{r} v
$$

is stable under $\mathfrak{s l}_{\alpha}$, and (c) shows that it is the same as the span of all $\varphi\left(E_{-\alpha}^{\prime}\right)^{p} v$. On these vectors $\varphi\left(H_{\alpha}^{\prime}\right)$ acts with eigenvalue

$$
(\lambda-p \alpha)\left(H_{\alpha}^{\prime}\right)=\frac{2\langle\lambda, \alpha\rangle}{|\alpha|^{2}}-2 p
$$

and the largest eigenvalue of $\varphi\left(H_{\alpha}^{\prime}\right)$ is therefore $2\langle\lambda, \alpha\rangle /|\alpha|^{2}$. By Corollary 1.72 the largest eigenvalue for $h$ in any finite-dimensional representation of $\mathfrak{s l}(2, \mathbb{C})$ is $\geq 0$, and $\lambda$ is therefore dominant.

Finally we prove (e). Fix $\alpha \in \Delta$, and form $\mathfrak{s l}_{\alpha}$ as above. Proposition 5.4a shows that $V$ is the direct sum of its simultaneous eigenspaces under $\mathfrak{h}$ and hence also under the subspace $\operatorname{ker} \alpha$ of $\mathfrak{h}$. In turn, since $\operatorname{ker} \alpha$ commutes with $\mathfrak{s l}_{\alpha}$, each of these simultaneous eigenspaces under $\operatorname{ker} \alpha$ is invariant under $\mathfrak{s l}_{\alpha}$ and is completely reducible by Theorem 1.67.

Thus $V$ is the direct sum of subspaces invariant and irreducible under $\mathfrak{s l}_{\alpha} \oplus \operatorname{ker} \alpha$. Let $V^{\prime}$ be one of these irreducible subspaces. Since $\mathfrak{h} \subseteq$ $\mathfrak{s l}_{\alpha} \oplus \operatorname{ker} \alpha, V^{\prime}$ is the direct sum of its weight spaces: $V^{\prime}=\bigoplus_{v}\left(V^{\prime} \cap V_{v}\right)$. If $v$ and $v^{\prime}$ are two weights occurring in $V^{\prime}$, then the irreducibility under $\mathfrak{s l}_{\alpha} \oplus \operatorname{ker} \alpha$ forces $\nu^{\prime}-v=n \alpha$ for some integer $n$.

Fix a weight $\mu$, and consider such a space $V^{\prime}$. The weights of $V^{\prime}$ are $\mu+n \alpha$, and these are distinguished from one another by their values on $H_{\alpha}^{\prime}$. By Corollary 1.72, $\operatorname{dim}\left(V^{\prime} \cap V_{\mu}\right)=\operatorname{dim}\left(V^{\prime} \cap V_{s_{\alpha} \mu}\right)$. Summing over $V^{\prime}$, we obtain $\operatorname{dim} V_{\mu}=\operatorname{dim} V_{s_{\alpha} \mu}$. Since the root reflections generate $W(\Delta)$, it follows that $\operatorname{dim} V_{\mu}=\operatorname{dim} V_{w \mu}$ for all $w \in W(\Delta)$. This proves the first half of (e).

For the second half of (e), Corollary 2.68 and the result just proved show that there is no loss of generality in assuming that $\mu$ is dominant. Under this restriction on $\mu$, let us use (d) to write $\lambda=\mu+\sum_{i=1}^{l} n_{i} \alpha_{i}$ with all $n_{i} \geq 0$. Then

$$
\begin{aligned}
|\lambda|^{2} & =|\mu|^{2}+\sum_{i=1}^{l} n_{i}\left\langle\mu, \alpha_{i}\right\rangle+\left|\sum_{i=1}^{l} n_{i} \alpha_{i}\right|^{2} \\
& \geq|\mu|^{2}+\left|\sum_{i=1}^{l} n_{i} \alpha_{i}\right|^{2} \quad \text { by dominance of } \mu .
\end{aligned}
$$

The right side is $\geq|\mu|^{2}$ with equality only if $\sum_{i=1}^{l} n_{i} \alpha_{i}=0$. In this case $\mu=\lambda$.

Proof that the correspondence is one-one. Let $\varphi$ and $\varphi^{\prime}$ be irreducible finite dimensional on $V$ and $V^{\prime}$, respectively, both with highest weight $\lambda$, and regard $\varphi$ and $\varphi^{\prime}$ as representations of $U(\mathfrak{g})$. Let $v_{0}$ and $v_{0}^{\prime}$ be nonzero highest weight vectors. Form $\varphi \oplus \varphi^{\prime}$ on $V \oplus V^{\prime}$. We claim that

$$
S=\left(\varphi \oplus \varphi^{\prime}\right)(U(\mathfrak{g}))\left(v_{0} \oplus v_{0}^{\prime}\right)
$$

is an irreducible invariant subspace of $V \oplus V^{\prime}$.

Certainly $S$ is invariant. Let $T \subseteq S$ be an irreducible invariant subspace, and let $v \oplus v^{\prime}$ be a nonzero highest weight vector. For $\alpha \in \Delta^{+}$, we have

$$
0=\left(\varphi \oplus \varphi^{\prime}\right)\left(E_{\alpha}\right)\left(v \oplus v^{\prime}\right)=\varphi\left(E_{\alpha}\right) v \oplus \varphi^{\prime}\left(E_{\alpha}\right) v^{\prime},
$$

and thus $\varphi\left(E_{\alpha}\right) v=0$ and $\varphi^{\prime}\left(E_{\alpha}\right) v^{\prime}=0$. By (c), $v=c v_{0}$ and $v^{\prime}=c^{\prime} v_{0}^{\prime}$. Hence $v \oplus v^{\prime}=c v_{0} \oplus c^{\prime} v_{0}^{\prime}$. This vector by assumption is in $\varphi(U(\mathfrak{g}))\left(v_{0} \oplus v_{0}^{\prime}\right)$. When we apply $\varphi$ of (5.6) to $v_{0} \oplus v_{0}^{\prime}$, the $E_{\beta}$ 's give 0 , while the $H$ 's multiply by constants, namely

$$
\left(\varphi \oplus \varphi^{\prime}\right)(H)\left(v_{0} \oplus v_{0}^{\prime}\right)=\varphi(H) v_{0} \oplus \varphi^{\prime}(H) v_{0}^{\prime}=\lambda(H)\left(v_{0} \oplus v_{0}^{\prime}\right) .
$$

Also the $E_{-\beta}$ 's push weights down by Proposition 5.4c. We conclude that $c^{\prime}=c$. Hence $T=S$, and $S$ is irreducible.

The projection of $S$ to $V$ commutes with the representations and is not identically 0 . By Schur's Lemma (Proposition 5.1), $\left.\varphi \oplus \varphi^{\prime}\right|_{S}$ is equivalent with $\varphi$. Similarly it is equivalent with $\varphi^{\prime}$. Hence $\varphi$ and $\varphi^{\prime}$ are equivalent.

To complete the proof of Theorem 5.5, we need to prove an existence result. The existence result says that for any dominant algebraically integral $\lambda$, there exists an irreducible finite-dimensional representation $\varphi_{\lambda}$ of $\mathfrak{g}$ with highest weight $\lambda$. We carry out this step in the next section.

## 3. Verma Modules

In this section we complete the proof of the Theorem of the Highest Weight (Theorem 5.5): Under the assumption that $\lambda$ is algebraically integral, we give an algebraic construction of an irreducible finite-dimensional representation of $\mathfrak{g}$ with highest weight $\lambda$.

By means of Corollary 3.6 , we can identify representations of $\mathfrak{g}$ with unital left $U(\mathfrak{g})$ modules, and henceforth we shall often drop the name of the representation when working in this fashion. The idea is to consider all $U(\mathfrak{g})$ modules, finite dimensional or infinite dimensional, that possess a vector that behaves like a highest weight vector with weight $\lambda$. Among these we shall see that there is one (called a "Verma module") with a universal mapping property. A suitable quotient of the Verma module will give us our irreducible representation, and the main step will be to prove that it is finite dimensional.

We retain the notation of $\S 2$, and we write $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$. In addition we let

$$
\begin{align*}
\mathfrak{n} & =\bigoplus_{\alpha \in \Delta^{+}} \mathfrak{g}_{\alpha} \\
\mathfrak{n}^{-} & =\bigoplus_{\alpha \in \Delta^{+}} \mathfrak{g}_{-\alpha}  \tag{5.8}\\
\mathfrak{b} & =\mathfrak{h} \oplus \mathfrak{n} \\
\delta & =\frac{1}{2} \sum_{\alpha \in \Delta^{+}} \alpha .
\end{align*}
$$

Then $\mathfrak{n}, \mathfrak{n}^{-}$, and $\mathfrak{b}$ are Lie subalgebras of $\mathfrak{g}$, and $\mathfrak{g}=\mathfrak{b} \oplus \mathfrak{n}^{-}$as a direct sum of vector spaces.

Let the complex vector space $V$ be a unital left $U(\mathfrak{g})$ module. We allow $V$ to be infinite dimensional. Because of Corollary 3.6 we have already defined in $\S 1$ the notions "weight," "weight space," and "weight vector" for $V$. Departing slightly from the notation of that section, let $V_{\mu}$ be the weight space for the weight $\mu$. The sum $\sum V_{\mu}$ is necessarily a direct sum. As in Proposition 5.4c, we have

$$
\begin{equation*}
\mathfrak{g}_{\alpha}\left(V_{\mu}\right) \subseteq V_{\mu+\alpha} \tag{5.9}
\end{equation*}
$$

if $\alpha$ is in $\Delta$ and $\mu$ is in $\mathfrak{h}^{*}$. Moreover, (5.9) and the root-space decomposition of $\mathfrak{g}$ show that

$$
\begin{equation*}
\mathfrak{g}\left(\bigoplus_{\mu \in \mathfrak{h}^{*}} V_{\mu}\right) \subseteq\left(\bigoplus_{\mu \in \mathfrak{h}^{*}} V_{\mu}\right) . \tag{5.10}
\end{equation*}
$$

A highest weight vector for $V$ is by definition a weight vector $v \neq 0$ with $\mathfrak{n}(v)=0$. The set $\mathfrak{n}(v)$ will be 0 as soon as $E_{\alpha} v=0$ for the root vectors $E_{\alpha}$ of simple roots $\alpha$. In fact, we easily see this assertion by expanding any positive $\alpha$ in terms of simple roots as $\sum_{i} n_{i} \alpha_{i}$ and proceeding by induction on the level $\sum_{i} n_{i}$.

A highest weight module is a $U(\mathfrak{g})$ module generated by a highest weight vector. "Verma modules," to be defined below, will be universal highest weight modules.

Proposition 5.11. Let $M$ be a highest weight module for $U(\mathfrak{g})$, and let $v$ be a highest weight vector generating $M$. Suppose $v$ is of weight $\lambda$. Then
(a) $M=U\left(\mathfrak{n}^{-}\right) v$,
(b) $M=\bigoplus_{\mu \in \mathfrak{h}^{*}} M_{\mu}$ with each $M_{\mu}$ finite dimensional and with $\operatorname{dim} M_{\lambda}=1$,
(c) every weight of $M$ is of the form $\lambda-\sum_{i=1}^{l} n_{i} \alpha_{i}$ with the $\alpha_{i}$ 's in $\Pi$ and with each $n_{i}$ an integer $\geq 0$.

Proof.
(a) We have $\mathfrak{g}=\mathfrak{n}^{-} \oplus \mathfrak{h} \oplus \mathfrak{n}$. By the Poincaré-Birkhoff-Witt Theorem (Theorem 3.8 and (3.14)), $U(\mathfrak{g})=U\left(\mathfrak{n}^{-}\right) U(\mathfrak{h}) U(\mathfrak{n})$. On the vector $v$, $U(\mathfrak{n})$ and $U(\mathfrak{h})$ act to give multiples of $v$. Thus $U(\mathfrak{g}) v=U\left(\mathfrak{n}^{-}\right) v$. Since $v$ generates $M, M=U(\mathfrak{g}) v=U\left(\mathfrak{n}^{-}\right) v$.
(b, c) By (5.10), $\bigoplus M_{\mu}$ is $U(\mathfrak{g})$ stable, and it contains $v$. Since $M=$ $U(\mathfrak{g}) v, M=\bigoplus M_{\mu}$. By (a), $M=U\left(\mathfrak{n}^{-}\right) v$, and (5.9) shows that any expression

$$
\begin{equation*}
E_{-\beta_{1}}^{q_{1}} \cdots E_{-\beta_{k}}^{q_{k}} v \quad \text { with all } \beta_{j} \in \Delta^{+} \tag{5.12}
\end{equation*}
$$

is a weight vector with weight $\mu=\lambda-q_{1} \beta_{1}-\cdots-q_{k} \beta_{k}$, from which (c) follows. The number of expressions (5.12) leading to this $\mu$ is finite, and so $\operatorname{dim} M_{\mu}<\infty$. The number of expressions (5.12) leading to $\lambda$ is 1 , from $v$ itself, and so $\operatorname{dim} M_{\lambda}=1$.

Before defining Verma modules, we recall some facts about tensor products of associative algebras. (A special case has already been treated in $\S$ I.3.) Let $M_{1}$ and $M_{2}$ be complex vector spaces, and let $A$ and $B$ be complex associative algebras with identity. Suppose that $M_{1}$ is a right $B$ module and $M_{2}$ is a left $B$ module, and suppose that $M_{1}$ is also a left $A$ module in such a way that $\left(a m_{1}\right) b=a\left(m_{1} b\right)$. We define

$$
M_{1} \otimes_{B} M_{2}=\frac{M_{1} \otimes_{\mathbb{C}} M_{2}}{\text { subspace generated by all } m_{1} b \otimes m_{2}-m_{1} \otimes b m_{2}},
$$

and we let $A$ act on the quotient by $a\left(m_{1} \otimes m_{2}\right)=\left(a m_{1}\right) \otimes m_{2}$. Then $M_{1} \otimes_{B} M_{2}$ is a left $A$ module, and it has the following universal mapping property: Whenever $\psi: M_{1} \times M_{2} \rightarrow E$ is a bilinear map into a complex vector space $E$ such that $\psi\left(m_{1} b, m_{2}\right)=\psi\left(m_{1}, b m_{2}\right)$, then there exists a unique linear map $\widetilde{\psi}: M_{1} \otimes_{B} M_{2} \rightarrow E$ such that $\psi\left(m_{1}, m_{2}\right)=\widetilde{\psi}\left(m_{1} \otimes m_{2}\right)$.

Now let $\lambda$ be in $\mathfrak{h}^{*}$, and make $\mathbb{C}$ into a left $U(\mathfrak{b})$ module $\mathbb{C}_{\lambda-\delta}$ by defining

$$
\begin{array}{ll}
H z=(\lambda-\delta)(H) z & \\
\text { for } H \in \mathfrak{h}, z \in \mathbb{C}  \tag{5.13}\\
X z=0 & \\
\text { for } X \in \mathfrak{n} .
\end{array}
$$

(Equation (5.13) defines a 1-dimensional representation of $\mathfrak{b}$, and thus $\mathbb{C}_{\lambda-\delta}$ becomes a left $U(\mathfrak{b})$ module.) The algebra $U(\mathfrak{g})$ itself is a right $U(\mathfrak{b})$ module and a left $U(\mathfrak{g})$ module under multiplication, and we define the Verma module $V(\lambda)$ to be the left $U(\mathfrak{g})$ module

$$
V(\lambda)=U(\mathfrak{g}) \otimes_{U(\mathfrak{b})} \mathbb{C}_{\lambda-\delta} .
$$

Proposition 5.14. Let $\lambda$ be in $\mathfrak{h}^{*}$.
(a) $V(\lambda)$ is a highest weight module under $U(\mathfrak{g})$ and is generated by $1 \otimes 1$ (the canonical generator), which is of weight $\lambda-\delta$.
(b) The map of $U\left(\mathfrak{n}^{-}\right)$into $V(\lambda)$ given by $u \mapsto u(1 \otimes 1)$ is one-one onto.
(c) If $M$ is any highest weight module under $U(\mathfrak{g})$ generated by a highest weight vector $v \neq 0$ of weight $\lambda-\delta$, then there exists one and only one $U(\mathfrak{g})$ homomorphism $\widetilde{\psi}$ of $V(\lambda)$ into $M$ such that $\widetilde{\psi}(1 \otimes 1)=v$. The map $\widetilde{\psi}$ is onto. Also $\widetilde{\psi}$ is one-one if and only if $u \neq 0$ in $U\left(\mathfrak{n}^{-}\right)$implies $u(v) \neq 0$ in $M$.

Proof.
(a) Clearly $V(\lambda)=U(\mathfrak{g})(1 \otimes 1)$. Also

$$
\begin{array}{ll}
H(1 \otimes 1)=H \otimes 1=1 \otimes H(1)=(\lambda-\delta)(H)(1 \otimes 1) & \\
\text { for } H \in \mathfrak{h} \\
X(1 \otimes 1)=X \otimes 1=1 \otimes X(1)=0 & \\
\text { for } X \in \mathfrak{n},
\end{array}
$$

and so $1 \otimes 1$ is a highest weight vector of weight $\lambda-\delta$.
(b) By the Poincaré-Birkhoff-Witt Theorem (Theorem 3.8 and (3.14)), we have $U(\mathfrak{g}) \cong U\left(\mathfrak{n}^{-}\right) \otimes_{\mathbb{C}} U(\mathfrak{b})$, and this isomorphism is clearly an isomorphism of left $U\left(\mathfrak{n}^{-}\right)$modules. Thus we obtain a chain of canonical left $U\left(\mathfrak{n}^{-}\right)$module isomorphisms

$$
\begin{aligned}
V(\lambda) & =U(\mathfrak{g}) \otimes_{U(\mathfrak{b})} \mathbb{C} \cong\left(U\left(\mathfrak{n}^{-}\right) \otimes_{\mathbb{C}} U(\mathfrak{b})\right) \otimes_{U(\mathfrak{b})} \mathbb{C} \\
& \cong U\left(\mathfrak{n}^{-}\right) \otimes_{\mathbb{C}}\left(U(\mathfrak{b}) \otimes_{U(\mathfrak{b})} \mathbb{C}\right) \cong U\left(\mathfrak{n}^{-}\right) \otimes_{\mathbb{C}} \mathbb{C} \cong U\left(\mathfrak{n}^{-}\right),
\end{aligned}
$$

and (b) follows.
(c) We consider the bilinear map of $U(\mathfrak{g}) \times \mathbb{C}_{\lambda-\delta}$ into $M$ given by $(u, z) \mapsto u(z v)$. In terms of the action of $U(\mathfrak{b})$ on $\mathbb{C}_{\lambda-\delta}$, we check for $b$ in $\mathfrak{h}$ and then for $b$ in $\mathfrak{n}$ that

$$
(u, b(z)) \mapsto u(b(z) v)=z u((b(1)) v)
$$

and

$$
(u b, z) \mapsto u b(z v)=z u b(v)=z u((b(1)) v) .
$$

By the universal mapping property, there exists one and only one linear map

$$
\tilde{\psi}: U(\mathfrak{g}) \otimes_{U(\mathfrak{b})} \mathbb{C}_{\lambda-\delta} \rightarrow M
$$

such that $u(z v)=\tilde{\psi}(u \otimes z)$ for all $u \in U(\mathfrak{g})$ and $z \in \mathbb{C}$, i.e., such that $u(v)=\widetilde{\psi}(u(1 \otimes 1))$. This condition says that $\widetilde{\psi}$ is a $U(\mathfrak{g})$ homomorphism
and that $1 \otimes 1$ maps to $v$. Hence existence and uniqueness follow. Clearly $\widetilde{\psi}$ is onto.

Let $u$ be in $U\left(\mathfrak{n}^{-}\right)$. If $u(v)=\underset{\sim}{0}$ with $u \neq 0$, then $\widetilde{\psi}(u(1 \otimes 1))=0$ while $u(1 \otimes 1) \neq 0$, by (b). Hence $\widetilde{\psi}$ is not one-one. Conversely if $\widetilde{\psi}$ is not one-one, then Proposition 5.11a implies that there exists $u \in U\left(\mathfrak{n}^{-}\right)$with $u \neq 0$ and $\widetilde{\psi}(u \otimes 1)=0$. Then

$$
u(v)=u(\widetilde{\psi}(1 \otimes 1))=\widetilde{\psi}(u(1 \otimes 1))=\widetilde{\psi}(u \otimes 1)=0
$$

This completes the proof.
Proposition 5.15. Let $\lambda$ be in $\mathfrak{h}^{*}$, and let $V(\lambda)_{+}=\bigoplus_{\mu \neq \lambda-\delta} V(\lambda)_{\mu}$. Then every proper $U(\mathfrak{g})$ submodule of $V(\lambda)$ is contained in $V(\lambda)_{+}$. Consequently the sum $S$ of all proper $U(\mathfrak{g})$ submodules is a proper $U(\mathfrak{g})$ submodule, and $L(\lambda)=V(\lambda) / S$ is an irreducible $U(\mathfrak{g})$ module. Moreover, $L(\lambda)$ is a highest weight module with highest weight $\lambda-\delta$.

Proof. If $N$ is a $U(\mathfrak{h})$ submodule, then $N=\bigoplus_{\mu}\left(N \cap V(\lambda)_{\mu}\right)$. Since $V(\lambda)_{\lambda-\delta}$ is 1-dimensional and generates $V(\lambda)$ (by Proposition 5.14a), the $\lambda-\delta$ term must be 0 in the sum for $N$ if $N$ is proper. Thus $N \subseteq V(\lambda)_{+}$. Hence $S$ is proper, and $L(\lambda)=V(\lambda) / S$ is irreducible. The image of $1 \otimes 1$ in $L(\lambda)$ is not 0 , is annihilated by $\mathfrak{n}$, and is acted upon by $\mathfrak{h}$ according to $\lambda-\delta$. Thus $L(\lambda)$ has all the required properties.

Theorem 5.16. Suppose that $\lambda \in \mathfrak{h}^{*}$ is real valued on $\mathfrak{h}_{0}$ and is dominant and algebraically integral. Then the irreducible highest weight module $L(\lambda+\delta)$ is an irreducible finite-dimensional representation of $\mathfrak{g}$ with highest weight $\lambda$.

Remarks. Theorem 5.16 will complete the proof of the Theorem of the Highest Weight (Theorem 5.5). The proof of Theorem 5.16 will be preceded by two lemmas.

Lemma 5.17. In $U(\mathfrak{s l}(2, \mathbb{C})),\left[e, f^{n}\right]=n f^{n-1}(h-(n-1))$.
Proof. Let

$$
\begin{aligned}
L f & =\text { left by } f \text { in } U(\mathfrak{s l}(2, \mathbb{C})) \\
R f & =\text { right by } f \\
\operatorname{ad~} f & =L f-R f .
\end{aligned}
$$

Then $R f=L f-\operatorname{ad} f$, and the terms on the right commute. By the binomial theorem,

$$
\begin{aligned}
(R f)^{n} e & =\sum_{j=0}^{n}\binom{n}{j}(L f)^{n-j}(-\operatorname{ad} f)^{j} e \\
& =(L f)^{n} e+n(L f)^{n-1}(-\operatorname{ad} f) e+\frac{n(n-1)}{2}(L f)^{n-2}(-\operatorname{ad} f)^{2} e
\end{aligned}
$$

since $(\operatorname{ad} f)^{3} e=0$, and this expression is

$$
\begin{aligned}
& =(L f)^{n} e+n f^{n-1} h+\frac{n(n-1)}{2} f^{n-2}(-2 f) \\
& =(L f)^{n} e+n f^{n-1}(h-(n-1))
\end{aligned}
$$

Thus

$$
\left[e, f^{n}\right]=(R f)^{n} e-(L f)^{n} e=n f^{n-1}(h-(n-1))
$$

Lemma 5.18. For general complex semisimple $\mathfrak{g}$, let $\lambda$ be in $\mathfrak{h}^{*}$, let $\alpha$ be a simple root, and suppose that $m=2\langle\lambda, \alpha\rangle /|\alpha|^{2}$ is a positive integer. Let $v_{\lambda-\delta}$ be the canonical generator of $V(\lambda)$, and let $M$ be the $U(\mathfrak{g})$ submodule generated by $\left(E_{-\alpha}\right)^{m} v_{\lambda-\delta}$, where $E_{-\alpha}$ is a nonzero root vector for the root $-\alpha$. Then $M$ is isomorphic to $V\left(s_{\alpha} \lambda\right)$.

Proof. The vector $v=\left(E_{-\alpha}\right)^{m} v_{\lambda-\delta}$ is not 0 by Proposition 5.14b. Since $s_{\alpha} \lambda=\lambda-m \alpha, v$ is in $V(\lambda)_{\lambda-\delta-m \alpha}=V(\lambda)_{s_{\alpha} \lambda-\delta}$. Thus the result will follow from Proposition 5.14 c if we show that $E_{\beta} v=0$ whenever $E_{\beta}$ is a root vector for a simple root $\beta$. For $\beta \neq \alpha,\left[E_{\beta}, E_{-\alpha}\right]=0$ since $\beta-\alpha$ is not a root (Lemma 2.51). Thus

$$
E_{\beta} v=E_{\beta}\left(E_{-\alpha}\right)^{m} v_{\lambda-\delta}=\left(E_{-\alpha}\right)^{m} E_{\beta} v_{\lambda-\delta}=0 .
$$

For $\beta=\alpha$, let us introduce a root vector $E_{\alpha}$ for $\alpha$ so that $\left[E_{\alpha}, E_{-\alpha}\right]=$ $2|\alpha|^{-2} H_{\alpha}$. The isomorphism (2.27) identifies $\operatorname{span}\left\{H_{\alpha}, E_{\alpha}, E_{-\alpha}\right\}$ with $\mathfrak{s l}(2, \mathbb{C})$, and then Lemma 5.17 gives

$$
\begin{aligned}
E_{\alpha}\left(E_{-\alpha}\right)^{m} v_{\lambda-\delta} & =\left[E_{\alpha}, E_{-\alpha}^{m}\right] v_{\lambda-\delta} \\
& =m\left(E_{-\alpha}\right)^{m-1}\left(2|\alpha|^{-2} H_{\alpha}-(m-1)\right) v_{\lambda-\delta} \\
& =m\left(\frac{2\langle\lambda-\delta, \alpha\rangle}{|\alpha|^{2}}-(m-1)\right) E_{-\alpha}^{m-1} v_{\lambda-\delta} \\
& =0,
\end{aligned}
$$

the last step following from Proposition 2.69.

Proof of Theorem 5.16. Let $v_{\lambda} \neq 0$ be a highest weight vector in $L(\lambda+\delta)$, with weight $\lambda$. We proceed in three steps.

First we show: For every simple root $\alpha, E_{-\alpha}^{n} v_{\lambda}=0$ for all $n$ sufficiently large. Here $E_{-\alpha}$ is a nonzero root vector for $-\alpha$. In fact, for $n=\frac{2\langle\lambda+\delta, \alpha\rangle}{|\alpha|^{2}}$ (which is positive by Proposition 2.69), the member $E_{-\alpha}^{n}(1 \otimes 1)$ of $V(\lambda+\delta)$ lies in a proper $U(\mathfrak{g})$ submodule, according to Lemma 5.18, and hence is in the submodule $S$ in Proposition 5.15. Thus $E_{-\alpha}^{n} v_{\lambda}=0$ in $L(\lambda+\delta)$.

Second we show: The set of weights is stable under the Weyl group $W=W(\Delta)$. In fact, let $\alpha$ be a simple root, let $\mathfrak{s l}_{\alpha}$ be the copy of $\mathfrak{s l}(2, \mathbb{C})$ given by $\mathfrak{s l}_{\alpha}=\operatorname{span}\left\{H_{\alpha}, E_{\alpha}, E_{-\alpha}\right\}$, set $v^{(i)}=E_{-\alpha}^{i} v_{\lambda}$, and let $n$ be the largest integer such that $v^{(n)} \neq 0$ (existence by the first step above). Then $\mathbb{C} v^{(0)}+\cdots+\mathbb{C} v^{(n)}$ is stable under $\mathfrak{s l}_{\alpha}$. The sum of all finite-dimensional $U\left(\mathfrak{s l}_{\alpha}\right)$ submodules thus contains $v^{(0)}=v_{\lambda}$, and we claim it is $\mathfrak{g}$ stable.

In fact, if $T$ is a finite-dimensional $U\left(\mathfrak{s l}_{\alpha}\right)$ submodule, then

$$
\mathfrak{g} T=\left\{\sum X t \mid X \in \mathfrak{g} \text { and } t \in T\right\}
$$

is finite dimensional and for $Y \in \mathfrak{s l}_{\alpha}$ and $X \in \mathfrak{g}$ we have

$$
Y X t=X Y t+[Y, X] t=X t^{\prime}+[Y, X] t \in \mathfrak{g} T
$$

So $\mathfrak{g} T$ is $\mathfrak{s l}_{\alpha}$ stable, and the claim follows.
Since the sum of all finite-dimensional $U\left(\mathfrak{s l}_{\alpha}\right)$ submodules of $L(\lambda+\delta)$ is $\mathfrak{g}$ stable, the irreducibility of $L(\lambda+\delta)$ implies that this sum is all of $L(\lambda+\delta)$. By Corollary 1.73, $L(\lambda+\delta)$ is the direct sum of finite-dimensional irreducible $U\left(\mathfrak{s l}_{\alpha}\right)$ submodules.

Let $\mu$ be a weight, and let $t \neq 0$ be in $V_{\mu}$. We have just shown that $t$ lies in a finite direct sum of finite-dimensional irreducible $U\left(\mathfrak{s l}_{\alpha}\right)$ submodules. Let us write $t=\sum_{i \in I} t_{i}$ with $t_{i}$ in a $U\left(\mathfrak{s l}_{\alpha}\right)$ submodule $T_{i}$ and $t_{i} \neq 0$. Then

$$
\sum H_{\alpha} t_{i}=H_{\alpha} t=\mu\left(H_{\alpha}\right) t=\sum \mu\left(H_{\alpha}\right) t_{i},
$$

and so $\quad \frac{2 H_{\alpha}}{|\alpha|^{2}} t_{i}=\frac{2\langle\mu, \alpha\rangle}{|\alpha|^{2}} t_{i} \quad$ for each $i \in I$.
If $\langle\mu, \alpha\rangle>0$, we know that $\left.\left(E_{-\alpha}\right)^{2\langle\mu, \alpha\rangle /|\alpha|}\right|^{2} t_{i} \neq 0$ from Theorem 1.66. Hence $\left(E_{-\alpha}\right)^{2\langle\mu, \alpha\rangle /|\alpha|^{2}} t \neq 0$, and we see that

$$
\mu-\frac{2\langle\mu, \alpha\rangle}{|\alpha|^{2}} \alpha=s_{\alpha} \mu
$$

is a weight. If $\langle\mu, \alpha\rangle<0$ instead, we know that $\left(E_{\alpha}\right)^{-2\langle\mu, \alpha\rangle /|\alpha|^{2}} t_{i} \neq 0$ from Theorem 1.66. Hence $\left(E_{\alpha}\right)^{-2\langle\mu, \alpha\rangle /|\alpha|^{2}} t \neq 0$, and so

$$
\mu-\frac{2\langle\mu, \alpha\rangle}{|\alpha|^{2}} \alpha=s_{\alpha} \mu
$$

is a weight. If $\langle\mu, \alpha\rangle=0$, then $s_{\alpha} \mu=\mu$. In any case $s_{\alpha} \mu$ is a weight. So the set of weights is stable under each reflection $s_{\alpha}$ for $\alpha$ simple, and Proposition 2.62 shows that the set of weights is stable under $W$.

Third we show: The set of weights of $L(\lambda+\delta)$ is finite, and $L(\lambda+\delta)$ is finite dimensional. In fact, Corollary 2.68 shows that any linear functional on $\mathfrak{h}_{0}$ is $W$ conjugate to a dominant one. Since the second step above says that the set of weights is stable under $W$, the number of weights is at most $|W|$ times the number of dominant weights, which are of the form $\lambda-\sum_{i=1}^{l} n_{i} \alpha_{i}$ by Proposition 5.11c. Each such dominant form must satisfy

$$
\langle\lambda, \delta\rangle \geq \sum_{i=1}^{l} n_{i}\left\langle\alpha_{i}, \delta\right\rangle
$$

and Proposition 2.69 shows that $\sum n_{i}$ is bounded; thus the number of dominant weights is finite. Then $L(\lambda+\delta)$ is finite dimensional by Proposition 5.11b.

## 4. Complete Reducibility

Let $\mathfrak{g}$ be a finite-dimensional complex Lie algebra, and let $U(\mathfrak{g})$ be its universal enveloping algebra. As a consequence of the generalization of Schur's Lemma given in Proposition 5.19 below, the center $Z(\mathfrak{g})$ of $U(\mathfrak{g})$ acts by scalars in any irreducible unital left $U(\mathfrak{g})$ module, even an infinite-dimensional one. The resulting homomorphism $\chi: Z(\mathfrak{g}) \rightarrow \mathbb{C}$ is the first serious algebraic invariant of an irreducible representation of $\mathfrak{g}$ and is called the infinitesimal character. This invariant is most useful in situations where $Z(\mathfrak{g})$ can be shown to be large, which will be the case when $\mathfrak{g}$ is semisimple.

Proposition 5.19 (Dixmier). Let $\mathfrak{g}$ be a complex Lie algebra, and let $V$ be an irreducible unital left $U(\mathfrak{g})$ module. Then the only $U(\mathfrak{g})$ linear maps $L: V \rightarrow V$ are the scalars.

Proof. The space $E=\operatorname{End}_{U(\mathfrak{g})}(V, V)$ is an associative algebra over $\mathbb{C}$, and Schur's Lemma (Proposition 5.1) shows that every nonzero element of $E$ has a two-sided inverse, i.e., $E$ is a division algebra.

If $v \neq 0$ is in $V$, then the irreducibility implies that $V=U(\mathfrak{g}) v$. Hence the dimension of $V$ is at most countable. Since every nonzero element of $E$ is invertible, the $\mathbb{C}$ linear map $L \mapsto L(v)$ of $E$ into $V$ is one-one. Therefore the dimension of $E$ over $\mathbb{C}$ is at most countable.

Let $L$ be in $E$. Arguing by contradiction, suppose that $L$ is not a scalar multiple of the identity. Form the field extension $\mathbb{C}(L) \subseteq E$. Since $\mathbb{C}$ is algebraically closed, $L$ is not algebraic over $\mathbb{C}$. Thus $L$ is transcendental over $\mathbb{C}$. In the transcendental extension $\mathbb{C}(X)$, the set of all $(X-c)^{-1}$ for $c \in \mathbb{C}$ is linearly independent, and consequently the dimension of $\mathbb{C}(X)$ is uncountable. Therefore $\mathbb{C}(L)$ has uncountable dimension, and so does $E$, contradiction.

Let us introduce adjoint representations on the universal enveloping algebra $U(\mathfrak{g})$ when $\mathfrak{g}$ is a finite-dimensional complex Lie algebra. We define a representation ad of $\mathfrak{g}$ on $U(\mathfrak{g})$ by

$$
(\operatorname{ad} X) u=X u-u X \quad \text { for } X \in \mathfrak{g} \text { and } u \in U(\mathfrak{g}) .
$$

(The representation property follows from the fact that $X Y-Y X=[X, Y]$ in $U(\mathfrak{g})$.) Lemma 3.9 shows that ad $X$ carries $U_{n}(\mathfrak{g})$ to itself. Therefore ad provides for all $n$ a consistently defined family of representations of $\mathfrak{g}$ on $U_{n}(\mathfrak{g})$.

Each $g \in \operatorname{Int} \mathfrak{g}$ gives an automorphism of $\mathfrak{g}$. Composing with the inclusion of $\mathfrak{g}$ into $U(\mathfrak{g})$, we obtain a complex-linear map of $\mathfrak{g}$ into $U(\mathfrak{g})$, and it will be convenient to call this map $\operatorname{Ad}(g)$. This composition has the property that

$$
\begin{aligned}
\operatorname{Ad}(g)[X, Y] & =[\operatorname{Ad}(g) X, \operatorname{Ad}(g) Y] \\
& =(\operatorname{Ad}(g) X)(\operatorname{Ad}(g) Y)-(\operatorname{Ad}(g) Y)(\operatorname{Ad}(g) X) .
\end{aligned}
$$

By Proposition 3.3 (with $A=U(\mathfrak{g})$ ), $\operatorname{Ad}(g)$ extends to a homomorphism of $U(\mathfrak{g})$ into itself carrying 1 to 1 . Moreover

$$
\begin{equation*}
\operatorname{Ad}\left(g_{1}\right) \operatorname{Ad}\left(g_{2}\right)=\operatorname{Ad}\left(g_{1} g_{2}\right) \tag{5.20}
\end{equation*}
$$

because of the uniqueness of the extension and the validity of this formula on $U_{1}(\mathfrak{g})$. Therefore each $\operatorname{Ad}(g)$ is an automorphism of $U(\mathfrak{g})$. Because $\operatorname{Ad}(g)$ leaves $U_{1}(\mathfrak{g})$ stable, it leaves each $U_{n}(\mathfrak{g})$ stable. Its smoothness in $g$ on $U_{1}(\mathfrak{g})$ implies its smoothness in $g$ on $U_{n}(\mathfrak{g})$. Thus we obtain for all $n$ a consistently defined family Ad of smooth representations of $G$ on $U_{n}(\mathfrak{g})$.

Proposition 5.21. Let $\mathfrak{g}$ be a finite-dimensional complex Lie algebra. Then
(a) the differential at 1 of $\operatorname{Ad}$ on $U_{n}(\mathfrak{g})$ is ad, and
(b) on each $U_{n}(\mathfrak{g}), \operatorname{Ad}(\exp X)=e^{\text {ad } X}$ for all $X \in \mathfrak{g}$.

Proof. For (a) let $u=X_{1}^{k_{1}} \cdots X_{n}^{k_{n}}$ be a monomial in $U_{n}(\mathfrak{g})$. For $X$ in $\mathfrak{g}$, we have

$$
\operatorname{Ad}(\exp r X) u=\left(\operatorname{Ad}(\exp r X) X_{1}\right)^{k_{1}} \cdots\left(\operatorname{Ad}(\exp r X) X_{n}\right)^{k_{n}}
$$

since each $\operatorname{Ad}(g)$ for $g \in \operatorname{Int} \mathfrak{g}$ is an automorphism of $U(\mathfrak{g})$. Differentiating both sides with respect to $r$ and applying the product rule for differentiation, we obtain at $r=0$

$$
\begin{aligned}
\frac{d}{d r} & \left.\operatorname{Ad}(\exp r X) u\right|_{r=0} \\
& =\sum_{i=1}^{n} \sum_{j=1}^{k_{i}} X_{1}^{k_{1}} \cdots X_{i-1}^{k_{i-1}} X_{i}^{j-1}\left(\frac{d}{d r} \operatorname{Ad}(\exp r X) X_{i}\right)_{r=0} X_{i}^{k_{i}-j} X_{i+1}^{k_{i+1}} \cdots X_{n}^{k_{n}} \\
& =(\operatorname{ad} X) u
\end{aligned}
$$

Then (a) follows from Proposition 1.91, and (b) follows from Corollary 1.85 .

Proposition 5.22. If $\mathfrak{g}$ is a finite-dimensional complex Lie algebra, then the following conditions on an element $u$ of $U(\mathfrak{g})$ are equivalent:
(a) $u$ is in the center $Z(\mathfrak{g})$,
(b) $u X=X u$ for all $X \in \mathfrak{g}$,
(c) $e^{\operatorname{ad} X} u=u$ for all $X \in \mathfrak{g}$,
(d) $\operatorname{Ad}(g) u=u$ for all $g \in \operatorname{Int} \mathfrak{g}$.

Proof. Conclusion (a) implies (b) trivially, and (b) implies (a) since $\mathfrak{g}$ generates $U(\mathfrak{g})$. If (b) holds, then $(\operatorname{ad} X) u=0$, and (c) follows by summing the series for the exponential. Conversely if (c) holds, then we can replace $X$ by $r X$ in (c) and differentiate to obtain (b). Finally (c) follows from (d) by taking $g=\exp X$ and applying Proposition 5.21b, while (d) follows from (c) by (5.20) and Proposition 5.21b.

In the case that $\mathfrak{g}$ is semisimple, we shall construct some explicit elements of $Z(\mathfrak{g})$ and use them to extend to all semisimple $\mathfrak{g}$ the theorem of complete reducibility proved for $\mathfrak{s l}(2, \mathbb{C})$ in Theorem 1.67. To begin with, here is an explicit element of $Z(\mathfrak{g})$ when $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{C})$.

EXAMPLE. $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{C})$. Let $Z=\frac{1}{2} h^{2}+e f+f e$ with $h, e, f$ as in (1.5). The action of $Z$ in a representation already appeared in Lemma 1.68. We readily check that $Z$ is in $Z(\mathfrak{g})$ by seeing that $Z$ commutes with $h, e$, and $f$. The element $Z$ is a multiple of the Casimir element $\Omega$ defined below.

For a general semisimple $\mathfrak{g}$, let $B$ be the Killing form. (To fix the definitions in this section, we shall not allow more general invariant forms in place of $B$.) Let $X_{i}$ be any basis of $\mathfrak{g}$ over $\mathbb{C}$, and let $\widetilde{X}_{i}$ be the dual basis relative to $B$, i.e., the basis with

$$
B\left(\tilde{X}_{i}, X_{j}\right)=\delta_{i j} .
$$

The Casimir element $\Omega$ is defined by

$$
\begin{equation*}
\Omega=\sum_{i, j} B\left(X_{i}, X_{j}\right) \widetilde{X}_{i} \tilde{X}_{j} . \tag{5.23}
\end{equation*}
$$

Proposition 5.24. In a complex semisimple Lie algebra $\mathfrak{g}$, the Casimir element $\Omega$ is defined independently of the basis $X_{i}$ and is a member of the center $Z(\mathfrak{g})$ of $U(\mathfrak{g})$.

Proof. Let a second basis $X_{i}^{\prime}$ be given by means of a nonsingular complex matrix $\left(a_{i j}\right)$ as

$$
\begin{equation*}
X_{j}^{\prime}=\sum_{m} a_{m j} X_{m} . \tag{5.25a}
\end{equation*}
$$

Let $\left(b_{i j}\right)$ be the inverse of the matrix $\left(a_{i j}\right)$, and define

$$
\begin{equation*}
\widetilde{X}_{i}^{\prime}=\sum_{l} b_{i l} \tilde{X}_{l} . \tag{5.25b}
\end{equation*}
$$

Then

$$
B\left(\widetilde{X}_{i}^{\prime}, X_{j}^{\prime}\right)=\sum_{l, m} b_{i l} a_{m j} B\left(\widetilde{X}_{l}, X_{m}\right)=\sum_{l} b_{i l} a_{l j}=\delta_{i j} .
$$

Thus $\widetilde{X}_{i}^{\prime}$ is the dual basis of $X_{j}^{\prime}$. The element to consider is

$$
\begin{aligned}
\Omega^{\prime} & =\sum_{i, j} B\left(X_{i}^{\prime}, X_{j}^{\prime}\right) \widetilde{X}_{i}^{\prime} \widetilde{X}_{j}^{\prime} \\
& =\sum_{m, m^{\prime}} \sum_{l, l^{\prime}} \sum_{i, j} a_{m i} a_{m^{\prime} j} b_{i l} b_{j l^{\prime}} B\left(X_{m}, X_{m^{\prime}}\right) \widetilde{X}_{l} \widetilde{X}_{l^{\prime}} \\
& =\sum_{m, m^{\prime}} \sum_{l, l^{\prime}} \delta_{m l} \delta_{m^{\prime} l} B\left(X_{m}, X_{m^{\prime}}\right) \widetilde{X}_{l} \widetilde{X}_{l^{\prime}} \\
& =\sum_{l, l^{\prime}} B\left(X_{l}, X_{l^{\prime}}\right) \widetilde{X}_{l} \widetilde{X}_{l^{\prime}} \\
& =\Omega
\end{aligned}
$$

This proves that $\Omega$ is independent of the basis.
Let $g$ be in Int $\mathfrak{g}$, and take the second basis to be $X_{i}^{\prime}=g X_{i}=\operatorname{Ad}(g) X_{i}$. Because of Proposition 1.119 the invariance of the Killing form gives

$$
\begin{equation*}
B\left(\operatorname{Ad}(g) \tilde{X}_{i}, X_{j}^{\prime}\right)=B\left(\tilde{X}_{i}, \operatorname{Ad}(g)^{-1} X_{j}^{\prime}\right)=B\left(\tilde{X}_{i}, X_{j}\right)=\delta_{i j}, \tag{5.26}
\end{equation*}
$$

and we conclude that $\tilde{X}_{i}^{\prime}=\operatorname{Ad}(g) \tilde{X}_{i}$. Therefore

$$
\begin{array}{rlr}
\operatorname{Ad}(g) \Omega & =\sum_{i, j} B\left(X_{i}, X_{j}\right) \operatorname{Ad}(g)\left(\widetilde{X}_{i} \tilde{X}_{j}\right) & \\
& =\sum_{i, j} B\left(\operatorname{Ad}(g) X_{i}, \operatorname{Ad}(g) X_{j}\right) \widetilde{X}_{i}^{\prime} \widetilde{X}_{j}^{\prime} & \\
& \text { by Proposition } 1.119 \\
& =\sum_{i, j} B\left(X_{i}^{\prime}, X_{j}^{\prime}\right) \tilde{X}_{i}^{\prime} \widetilde{X}_{j}^{\prime} & \\
& =\sum_{i, j} B\left(X_{i}, X_{j}\right) \widetilde{X}_{i} \widetilde{X}_{j} & \\
& =\Omega & \text { by change of basis } \\
& &
\end{array}
$$

By Proposition 5.22, $\Omega$ is in $Z(\mathfrak{g})$.
Example. $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{C})$. We take as basis the elements $h, e, f$ as in (1.5). The Killing form has already been computed in Example 2 of §I.3, and we find that $\widetilde{h}=\frac{1}{8} h, \tilde{e}=\frac{1}{4} f, \tilde{f}=\frac{1}{4} e$. Then

$$
\begin{align*}
\Omega & =B(h, h) \widetilde{h}^{2}+B(e, f) \widetilde{e} \tilde{f}+B(f, e) \tilde{f} \widetilde{e} \\
& =8 \widetilde{h}^{2}+4 \widetilde{e} \tilde{f}+4 \widetilde{f} \widetilde{e} \\
& =\frac{1}{8} h^{2}+\frac{1}{4} e f+\frac{1}{4} f e, \tag{5.27}
\end{align*}
$$

which is $\frac{1}{4}$ of the element $Z=\frac{1}{2} h^{2}+e f+f e$ whose action in a representation appeared in Lemma 1.68.

Let $\varphi$ be an irreducible finite-dimensional representation of $\mathfrak{g}$ on a space $V$. Schur's Lemma (Proposition 5.1) and Proposition 5.24 imply that $\Omega$ acts as a scalar in $V$. We shall compute this scalar, making use of the Theorem of the Highest Weight (Theorem 5.5). Thus let us introduce a Cartan subalgebra $\mathfrak{h}$, the set $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$ of roots, and a positive system $\Delta^{+}=\Delta^{+}(\mathfrak{g}, \mathfrak{h})$.

Proposition 5.28. In the complex semisimple Lie algebra $\mathfrak{g}$, let $\mathfrak{h}_{0}$ be the real form of $\mathfrak{h}$ on which all roots are real valued, and let $\left\{H_{i}\right\}_{i=1}^{l}$ be an orthonormal basis of $\mathfrak{h}_{0}$ relative to the Killing form $B$ of $\mathfrak{g}$. Choose root vectors $E_{\alpha}$ so that $B\left(E_{\alpha}, E_{-\alpha}\right)=1$ for all $\alpha \in \Delta$. Then
(a) $\Omega=\sum_{i=1}^{l} H_{i}^{2}+\sum_{\alpha \in \Delta} E_{\alpha} E_{-\alpha}$,
(b) $\Omega$ operates by the scalar $|\lambda|^{2}+2\langle\lambda, \delta\rangle=|\lambda+\delta|^{2}-|\delta|^{2}$ in an irreducible finite-dimensional representation of $\mathfrak{g}$ of highest weight $\lambda$, where $\delta$ is half the sum of the positive roots,
(c) the scalar value by which $\Omega$ operates in an irreducible finitedimensional representation of $\mathfrak{g}$ is nonzero if the representation is not trivial.

Proof.
(a) Since $B\left(\mathfrak{h}, E_{\alpha}\right)=0$ for all $\alpha \in \Delta, \widetilde{H}_{i}=H_{i}$. Also the normalization $B\left(E_{\alpha}, E_{-\alpha}\right)=1$ makes $\widetilde{E}_{\alpha}=E_{-\alpha}$. Then (a) follows immediately from (5.23).
(b) Let $\varphi$ be an irreducible finite-dimensional representation of $\mathfrak{g}$ with highest weight $\lambda$, and let $v_{\lambda}$ be a nonzero vector of weight $\lambda$. Using the relation $\left[E_{\alpha}, E_{-\alpha}\right]=H_{\alpha}$ from Lemma 2.18a, we rewrite $\Omega$ from (a) as

$$
\begin{aligned}
\Omega & =\sum_{i=1}^{l} H_{i}^{2}+\sum_{\alpha \in \Delta^{+}} E_{\alpha} E_{-\alpha}+\sum_{\alpha \in \Delta^{+}} E_{-\alpha} E_{\alpha} \\
& =\sum_{i=1}^{l} H_{i}^{2}+\sum_{\alpha \in \Delta^{+}} H_{\alpha}+2 \sum_{\alpha \in \Delta^{+}} E_{-\alpha} E_{\alpha} \\
& =\sum_{i=1}^{l} H_{i}^{2}+2 H_{\delta}+2 \sum_{\alpha \in \Delta^{+}} E_{-\alpha} E_{\alpha} .
\end{aligned}
$$

When we apply $\Omega$ to $v_{\lambda}$ and use Theorem 5.5 c , the last term gives 0 . Thus

$$
\Omega v_{\lambda}=\sum_{i=1}^{l} \lambda\left(H_{i}\right)^{2} v_{\lambda}+2 \lambda\left(H_{\delta}\right) v_{\lambda}=\left(|\lambda|^{2}+2\langle\lambda, \delta\rangle\right) v_{\lambda} .
$$

Schur's Lemma (Proposition 5.1) shows that $\Omega$ acts by a scalar, and hence that scalar must be $|\lambda|^{2}+2\langle\lambda, \delta\rangle$.
(c) We have $\langle\lambda, \delta\rangle=\frac{1}{2} \sum_{\alpha \in \Delta^{+}}\langle\lambda, \alpha\rangle$. Since $\lambda$ is dominant, this is $\geq 0$ with equality only if $\langle\lambda, \alpha\rangle=0$ for all $\alpha$, i.e., only if $\lambda=0$. Thus the scalar in (b) is $\geq|\lambda|^{2}$ and can be 0 only if $\lambda$ is 0 .

Theorem 5.29. Let $\varphi$ be a complex-linear representation of the complex semisimple Lie algebra $\mathfrak{g}$ on a finite-dimensional complex vector space $V$. Then $V$ is completely reducible in the sense that there exist invariant subspaces $U_{1}, \ldots, U_{r}$ of $V$ such that $V=U_{1} \oplus \cdots \oplus U_{r}$ and the restriction of the representation to each $U_{i}$ is irreducible.

Remarks. The proof is very similar to the proof of Theorem 1.67. It is enough by induction to show that any invariant subspace $U$ in $V$ has an invariant complement $U^{\prime}$. For the case that $U$ has codimension 1, we shall prove this result as a lemma. Then we return to the proof of Theorem 5.29.

Lemma 5.30. Let $\varphi: \mathfrak{g} \rightarrow$ End $V$ be a finite-dimensional representation, and let $U \subseteq V$ be an invariant subspace of codimension 1 . Then there is a 1-dimensional invariant subspace $W$ such that $V=U \oplus W$.

Proof.
Case 1. Suppose $\operatorname{dim} U=1$. Form the quotient representation $\varphi$ on $V / U$, with $\operatorname{dim}(V / U)=1$. This quotient representation is irreducible of dimension 1, and Lemma 4.28 shows that it is 0 . Consequently

$$
\varphi(\mathfrak{g}) V \subseteq U \quad \text { and } \quad \varphi(\mathfrak{g}) U=0
$$

Hence if $Y=\left[X_{1}, X_{2}\right]$, we have

$$
\begin{aligned}
\varphi(Y) V & \subseteq \varphi\left(X_{1}\right) \varphi\left(X_{2}\right) V+\varphi\left(X_{2}\right) \varphi\left(X_{1}\right) V \\
& \subseteq \varphi\left(X_{1}\right) U+\varphi\left(X_{2}\right) U=0 .
\end{aligned}
$$

Since Corollary 1.55 gives $\mathfrak{g}=[\mathfrak{g}, \mathfrak{g}]$, we conclude that $\varphi(\mathfrak{g})=0$. Therefore any complementary subspace to $U$ will serve as $W$.

Case 2. Suppose that $\left.\varphi(\cdot)\right|_{U}$ is irreducible and $\operatorname{dim} U>1$. Since $\operatorname{dim} V / U=1$, the quotient representation is 0 and $\varphi(\mathfrak{g}) V \subseteq U$. The formula for $\Omega$ in (5.23) then shows that $\Omega(V) \subseteq U$, and Proposition 5.28c says that $\Omega$ is a nonzero scalar on $U$. Therefore $\operatorname{dim}(\operatorname{ker} \Omega)=1$ and $U \cap(\operatorname{ker} \Omega)=0$. Since $\Omega$ commutes with $\varphi(\mathfrak{g}), \operatorname{ker} \Omega$ is an invariant subspace. Taking $W=\operatorname{ker} \Omega$, we have $V=U \oplus W$ as required.

Case 3. Suppose that $\left.\varphi(\cdot)\right|_{U}$ is not necessarily irreducible and that $\operatorname{dim} U \geq 1$. We induct on $\operatorname{dim} V$. The base case is $\operatorname{dim} V=2$ and is handled by Case 1 . When $\operatorname{dim} V>2$, let $U_{1} \subseteq U$ be an irreducible invariant subspace, and form the quotient representations on

$$
U / U_{1} \subseteq V / U_{1}
$$

with quotient $V / U$ of dimension 1. By inductive hypothesis we can write

$$
V / U_{1}=U / U_{1} \oplus Y / U_{1}
$$

where $Y$ is an invariant subspace in $V$ and $\operatorname{dim} Y / U_{1}=1$. Case 1 or Case 2 is applicable to the representation $\left.\varphi(\cdot)\right|_{Y}$ and the irreducible invariant subspace $U_{1}$. Then $Y=U_{1} \oplus W$, where $W$ is a 1-dimensional invariant subspace. Since $W \subseteq Y$ and $Y \cap U \subseteq U_{1}$, we find that

$$
W \cap U=(W \cap Y) \cap U=W \cap(Y \cap U) \subseteq W \cap U_{1}=0 .
$$

Therefore $V=U \oplus W$ as required.
Proof of Theorem 5.29. Let $\varphi$ be a representation of $\mathfrak{g}$ on $M$, and let $N \neq 0$ be an invariant subspace. Put

$$
V=\left\{\gamma \in \operatorname{End} M \mid \gamma(M) \subseteq N \text { and }\left.\gamma\right|_{N} \text { is scalar }\right\} .
$$

Linear algebra shows that $V$ is nonzero. Define a linear function $\sigma$ from $\mathfrak{g}$ into $\operatorname{End}(\operatorname{End} M)$ by

$$
\sigma(X) \gamma=\varphi(X) \gamma-\gamma \varphi(X) \quad \text { for } \gamma \in \operatorname{End} M \text { and } X \in \mathfrak{g} .
$$

Checking directly that $\sigma[X, Y]$ and $\sigma(X) \sigma(Y)-\sigma(Y) \sigma(X)$ are equal, we see that $\sigma$ is a representation of $\mathfrak{g}$ on End $M$.

We claim that the subspace $V \subseteq \operatorname{End} M$ is an invariant subspace under $\sigma$. In fact, let $\gamma(M) \subseteq N$ and $\left.\gamma\right|_{N}=\lambda 1$. In the right side of the expression

$$
\sigma(X) \gamma=\varphi(X) \gamma-\gamma \varphi(X),
$$

the first term carries $M$ to $N$ since $\gamma$ carries $M$ to $N$ and $\varphi(X)$ carries $N$ to $N$. The second term carries $M$ into $N$ since $\varphi(X)$ carries $M$ to $M$ and $\gamma$ carries $M$ to $N$. Thus $\sigma(X) \gamma$ carries $M$ into $N$. On $N$, the action of $\sigma(X) \gamma$ is given by

$$
\sigma(X) \gamma(n)=\varphi(X) \gamma(n)-\gamma \varphi(X)(n)=\lambda \varphi(X)(n)-\lambda \varphi(X)(n)=0 .
$$

Thus $V$ is an invariant subspace.
Actually the above argument shows also that the subspace $U$ of $V$ given by

$$
U=\{\gamma \in V \mid \gamma=0 \text { on } N\}
$$

is an invariant subspace. Clearly $\operatorname{dim} V / U=1$. By Lemma 5.30, $V=$ $U \oplus W$ for a 1-dimensional invariant subspace $W=\mathbb{C} \gamma$. Here $\gamma$ is a nonzero scalar $\lambda 1$ on $N$. The invariance of $W$ means that $\sigma(X) \gamma=0$ since 1 -dimensional representations are 0 by Lemma 4.28. Therefore $\gamma$ commutes with $\varphi(X)$ for all $X \in \mathfrak{g}$. But then ker $\gamma$ is a nonzero invariant subspace of $M$. Since $\gamma$ is nonsingular on $N$ (being a nonzero scalar there), we must have $M=N \oplus \operatorname{ker} \gamma$. This completes the proof.

Let us return to the notation introduced before Proposition 5.28, taking $\mathfrak{h}$ to be a Cartan subalgebra, $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$ to be the set of roots, and $\Delta^{+}=\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ to be a positive system. Define $\mathfrak{n}$ and $\mathfrak{n}^{-}$as in (5.8).

Corollary 5.31. Let a finite-dimensional representation of $\mathfrak{g}$ be given on a space $V$, and let $V^{\mathfrak{n}}$ be the subspace of $\mathfrak{n}$ invariants given by

$$
V^{\mathfrak{n}}=\{v \in V \mid X v=0 \text { for all } X \in \mathfrak{n}\} .
$$

Then the subspace $V^{\mathfrak{n}}$ is a $U(\mathfrak{h})$ module, and
(a) $V=V^{\mathfrak{n}} \oplus \mathfrak{n}^{-} V$ as $U(\mathfrak{h})$ modules,
(b) the natural map $V^{\mathfrak{n}} \rightarrow V /\left(\mathfrak{n}^{-} V\right)$ is an isomorphism of $U(\mathfrak{h})$ modules,
(c) the $U(\mathfrak{h})$ module $V^{\mathfrak{n}}$ determines the $U(\mathfrak{g})$ module $V$ up to equivalence; the dimension of $V^{\mathbf{n}}$ equals the number of irreducible constituents of $V$, and the multiplicity of a weight in $V^{\mathrm{n}}$ equals the multiplicity in $V$ of the irreducible representation of $\mathfrak{g}$ with that highest weight.

Proof. To see that $V^{\mathfrak{n}}$ is a $U(\mathfrak{h})$ module, let $H$ be in $\mathfrak{h}$ and $v$ be in $V^{\mathfrak{n}}$. If $X$ is in $\mathfrak{n}$, then $X(H v)=H(X v)+[X, H] v=0+X^{\prime} v$ with $X^{\prime}$ in $\mathfrak{n}$, and it follows that $H v$ is in $V^{\mathrm{n}}$. Thus $V^{\mathrm{n}}$ is a $U(\mathfrak{h})$ module. Similarly $\mathfrak{n}^{-} V$ is a $U(\mathfrak{h})$ module. Conclusion (b) is immediate from (a), and conclusion (c) is immediate from Theorems 5.29 and 5.5. Thus we are left with proving (a).

By Theorem 5.29, $V$ is a direct sum of irreducible representations, and hence there is no loss of generality for the proof of (a) in assuming that $V$ is irreducible, say of highest weight $\lambda$. With $V$ irreducible, choose nonzero root vectors $E_{\alpha}$ for every root $\alpha$, and let $H_{1}, \ldots, H_{l}$ be a basis of $\mathfrak{h}$. By the Poincaré-Birkhoff-Witt Theorem (Theorem 3.8), $U(\mathfrak{g})$ is spanned by all elements

$$
E_{-\beta_{1}} \cdots E_{-\beta_{p}} H_{i_{1}} \cdots H_{i_{q}} E_{\alpha_{1}} \cdots E_{\alpha_{r}},
$$

where the $\alpha_{i}$ and $\beta_{j}$ are positive roots, not necessarily distinct. Since $V$ is irreducible, $V$ is spanned by all elements

$$
E_{-\beta_{1}} \cdots E_{-\beta_{p}} H_{i_{1}} \cdots H_{i_{q}} E_{\alpha_{1}} \cdots E_{\alpha_{r}} v
$$

with $v$ in $V_{\lambda}$. Since $V_{\lambda}$ is annihilated by $\mathfrak{n}$, such an element is 0 unless $r=0$. The space $V_{\lambda}$ is mapped into itself by $\mathfrak{h}$, and we conclude that $V$ is spanned by all elements

$$
E_{-\beta_{1}} \cdots E_{-\beta_{p}} v
$$

with $v$ in $V_{\lambda}$. If $p>0$, such an element is in $\mathfrak{n}^{-} V$ and has weight less than $\lambda$, while if $p=0$, it is in $V_{\lambda}$. Consequently

$$
V=V_{\lambda} \oplus \mathfrak{n}^{-} V
$$

Theorem 5.5 c shows that $V^{\mathrm{n}}$ is just the $\lambda$ weight space of $V$, and (a) follows. This completes the proof of the corollary.

We conclude this section by giving a generalization of Proposition 5.24 that yields many elements in $Z(\mathfrak{g})$ when $\mathfrak{g}$ is semisimple. We shall use this result in the next section.

Proposition 5.32. Let $\varphi$ be a finite-dimensional representation of a complex semisimple Lie algebra $\mathfrak{\sim} \mathfrak{g}$, and let $B$ be the Killing form of $\mathfrak{g}$. If $X_{i}$ is a basis of $\mathfrak{g}$ over $\mathbb{C}$, let $\widetilde{X}_{i}$ be the dual basis relative to $B$. Fix an integer $n \geq 1$ and define

$$
z=\sum_{i_{1}, \ldots, i_{n}} \operatorname{Tr} \varphi\left(X_{i_{1}} \cdots X_{i_{n}}\right) \tilde{X}_{i_{1}} \cdots \tilde{X}_{i_{n}}
$$

as a member of $U(\mathfrak{g})$. Then $z$ is independent of the choice of basis $X_{i}$ and is a member of the center $Z(\mathfrak{g})$ of $U(\mathfrak{g})$.

Proof. The proof is modeled on the argument for Proposition 5.24. Let a second basis $X_{i}^{\prime}$ be given by ( 5.25 a ), with dual basis $\widetilde{X}_{i}^{\prime}$ given by ( 5.25 b ). The element to consider is

$$
\begin{aligned}
z^{\prime}= & \sum_{i_{1}, \ldots, i_{n}} \operatorname{Tr} \varphi\left(X_{i_{1}}^{\prime} \cdots X_{i_{n}}^{\prime}\right) \widetilde{X}_{i_{1}}^{\prime} \cdots \widetilde{X}_{i_{n}}^{\prime} \\
= & \sum_{m_{1}, \ldots, m_{n}} \sum_{l_{1}, \ldots, l_{n}} \sum_{i_{1}, \ldots, i_{n}} a_{m_{1} i_{1}} \cdots a_{m_{n} i_{n}} \operatorname{Tr} \varphi\left(X_{m_{1}} \cdots X_{m_{n}}\right) \\
& \quad \times b_{i_{1} l_{1}} \cdots b_{i_{n} l_{n}} \widetilde{X}_{l_{1}} \cdots \widetilde{X}_{l_{n}} \\
= & \sum_{m_{1}, \ldots, m_{n}} \sum_{l_{1}, \ldots, l_{n}} \delta_{m_{1} l_{1}} \cdots \delta_{m_{n_{l}} l_{n}} \operatorname{Tr} \varphi\left(X_{m_{1}} \cdots X_{m_{n}}\right) \widetilde{X}_{l_{1}} \cdots \widetilde{X}_{l_{n}} \\
= & \sum_{l_{1}, \ldots, l_{n}} \operatorname{Tr} \varphi\left(X_{l_{1}} \cdots X_{l_{n}}\right) \widetilde{X}_{l_{1}} \cdots \widetilde{X}_{l_{n}} \\
= & z .
\end{aligned}
$$

This proves that $z$ is independent of the basis.

The group $G=\operatorname{Int} \mathfrak{g}$ has Lie algebra $(\operatorname{ad} \mathfrak{g})^{\mathbb{R}}$, and its simply connected cover $\widetilde{G}$ is a simply connected analytic group with Lie algebra $\mathfrak{g}^{\mathbb{R}}$. Regarding the representation $\varphi$ of $\mathfrak{g}$ as a representation of $\mathfrak{g}^{\mathbb{R}}$, we can lift it to a representation $\Phi$ of $\widetilde{G}$ since $\widetilde{G}$ is simply connected. Fix $g \in \widetilde{G}$. In the earlier part of the proof let the new basis be $X_{i}^{\prime}=\operatorname{Ad}(g) X_{i}$. Then (5.26) shows that $\widetilde{X}_{i}^{\prime}=\operatorname{Ad}(g) \widetilde{X}_{i}$. Consequently $\operatorname{Ad}(g) z$ is

$$
\begin{aligned}
& =\sum_{i_{1}, \ldots, i_{n}} \operatorname{Tr} \varphi\left(X_{i_{1}} \cdots X_{i_{n}}\right) \operatorname{Ad}(g)\left(\widetilde{X}_{i_{1}} \cdots \widetilde{X}_{i_{n}}\right) \\
& =\sum_{i_{1}, \ldots, i_{n}} \operatorname{Tr}\left(\Phi(g) \varphi\left(X_{i_{1}} \cdots X_{i_{n}}\right) \Phi(g)^{-1}\right) \widetilde{X}_{i_{1}}^{\prime} \cdots \widetilde{X}_{i_{n}}^{\prime} \\
& =\sum_{i_{1}, \ldots, i_{n}} \operatorname{Tr}\left(\left(\Phi(g) \varphi\left(X_{i_{1}}\right) \Phi(g)^{-1}\right) \cdots\left(\Phi(g) \varphi\left(X_{i_{n}}\right) \Phi(g)^{-1}\right)\right) \widetilde{X}_{i_{1}}^{\prime} \cdots \widetilde{X}_{i_{n}}^{\prime} \\
& =\sum_{i_{1}, \ldots, i_{n}} \operatorname{Tr}\left(\varphi\left(\operatorname{Ad}(g) X_{i_{1}}\right) \cdots \varphi\left(\operatorname{Ad}(g) X_{i_{n}}\right)\right) \widetilde{X}_{i_{1}}^{\prime} \cdots \widetilde{X}_{i_{n}}^{\prime} \\
& =\sum_{i_{1}, \ldots, i_{n}} \operatorname{Tr}\left(\varphi\left(\left(\operatorname{Ad}(g) X_{i_{1}}\right) \cdots\left(\operatorname{Ad}(g) X_{i_{n}}\right)\right)\right) \widetilde{X}_{i_{1}}^{\prime} \cdots \widetilde{X}_{i_{n}}^{\prime} \\
& =\sum_{i_{1}, \ldots, i_{n}} \operatorname{Tr}\left(\varphi\left(X_{i_{1}}^{\prime} \cdots X_{i_{n}}^{\prime}\right)\right) \widetilde{X}_{i_{1}}^{\prime} \cdots \widetilde{X}_{i_{n}}^{\prime},
\end{aligned}
$$

and this equals $z$, by the result of the earlier part of the proof. By Proposition $5.22, z$ is in $Z(\mathfrak{g})$.

## 5. Harish-Chandra Isomorphism

Let $\mathfrak{g}$ be a complex semisimple Lie algebra, and let $\mathfrak{h}, \Delta=\Delta(\mathfrak{g}, \mathfrak{h})$, $W=W(\Delta)$, and $B$ be as in $\S 2$. Define $\mathcal{H}=U(\mathfrak{h})$. Since $\mathfrak{h}$ is abelian, the algebra $\mathcal{H}$ coincides with the symmetric algebra $S(\mathfrak{h})$. By Proposition A. 20 b every linear transformation of $\mathfrak{h}$ into an associative commutative algebra $A$ with identity extends uniquely to a homomorphism of $\mathcal{H}$ into $A$ sending 1 into 1 . Consequently
(i) $W$ acts on $\mathcal{H}$ (since it maps $\mathfrak{h}$ into $\mathfrak{h} \subseteq \mathcal{H}$, with $\lambda^{w}(H)=\lambda\left(H^{w^{-1}}\right)$ ),
(ii) $\mathcal{H}$ may be regarded as the space of polynomial functions on $\mathfrak{h}^{*}$ (because if $\lambda$ is in $\mathfrak{h}^{*}, \lambda$ is linear from $\mathfrak{h}$ into $\mathbb{C}$ and so extends to a homomorphism of $\mathcal{H}$ into $\mathbb{C}$; we can think of $\lambda$ on a member of $\mathcal{H}$ as the value of the member of $\mathcal{H}$ at the point $\lambda$ ).

Let $\mathcal{H}^{W}=U(\mathfrak{h})^{W}=S(\mathfrak{h})^{W}$ be the subalgebra of Weyl-group invariants of $\mathcal{H}$. In this section we shall establish the "Harish-Chandra isomorphism" $\gamma: Z(\mathfrak{g}) \rightarrow \mathcal{H}^{W}$, and we shall see an indication of how this isomorphism allows us to work with infinitesimal characters when $\mathfrak{g}$ is semisimple.

The Harish-Chandra mapping is motivated by considering how an element $z \in Z(\mathfrak{g})$ acts in an irreducible finite-dimensional representation with highest weight $\lambda$. The action is by scalars, by Proposition 5.19, and we compute those scalars by testing the action on a nonzero highest-weight vector.

First we use the Poincaré-Birkhoff-Witt Theorem (Theorem 3.8) to introduce a suitable basis of $U(\mathfrak{g})$ for making the computation. Introduce a positive system $\Delta^{+}=\Delta^{+}(\mathfrak{g}, \mathfrak{h})$, and define $\mathfrak{n}, \mathfrak{n}^{-}, \mathfrak{b}$, and $\delta$ as in (5.8). As in (5.6), enumerate the positive roots as $\beta_{1}, \ldots, \beta_{k}$, and let $H_{1}, \ldots, H_{l}$ be a basis of $\mathfrak{h}$ over $\mathbb{C}$. For each root $\alpha \in \Delta$, let $E_{\alpha}$ be a nonzero root vector. Then the monomials

$$
\begin{equation*}
E_{-\beta_{1}}^{q_{1}} \cdots E_{-\beta_{k}}^{q_{k}} H_{1}^{m_{1}} \cdots H_{l}^{m_{l}} E_{\beta_{1}}^{p_{1}} \cdots E_{\beta_{k}}^{p_{k}} \tag{5.33}
\end{equation*}
$$

are a basis of $U(\mathfrak{g})$ over $\mathbb{C}$.
If we expand the central element $z$ in terms of the above basis of $U(\mathfrak{g})$ and consider the effect of the term (5.33), there are two possibilities. One is that some $p_{j}$ is $>0$, and then the term acts as 0 . The other is that all $p_{j}$ are 0 . In this case, as we shall see in Proposition 5.34b below, all $q_{j}$ are 0 . The $U(\mathfrak{h})$ part acts on a highest weight vector $v_{\lambda}$ by the scalar

$$
\lambda\left(H_{1}\right)^{m_{1}} \cdots \lambda\left(H_{l}\right)^{m_{l}}
$$

and that is the total effect of the term. Hence we can compute the effect of $z$ if we can extract those terms in the expansion relative to the basis (5.33) such that only the $U(\mathfrak{h})$ part is present. This idea was already used in the proof of Proposition 5.28b.

Thus define

$$
\mathcal{P}=\sum_{\alpha \in \Delta^{+}} U(\mathfrak{g}) E_{\alpha} \quad \text { and } \quad \mathcal{N}=\sum_{\alpha \in \Delta^{+}} E_{-\alpha} U(\mathfrak{g}) .
$$

## Proposition 5.34.

(a) $U(\mathfrak{g})=\mathcal{H} \oplus(\mathcal{P}+\mathcal{N})$,
(b) Any member of $Z(\mathfrak{g})$ has its $\mathcal{P}+\mathcal{N}$ component in $\mathcal{P}$.

Proof.
(a) The fact that $U(\mathfrak{g})=\mathcal{H}+(\mathcal{P}+\mathcal{N})$ follows by the Poincaré-BirkhoffWitt Theorem (Theorem 3.8) from the fact that the elements (5.33) span $U(\mathfrak{g})$. Fix the basis of elements (5.33). For any nonzero element of $U(\mathfrak{g}) E_{\alpha}$ with $\alpha \in \Delta^{+}$, write out the $U(\mathfrak{g})$ factor in terms of the basis (5.33), and consider a single term of the product, say

$$
\begin{equation*}
c E_{-\beta_{1}}^{q_{1}} \cdots E_{-\beta_{k}}^{q_{k}} H_{1}^{m_{1}} \cdots H_{l}^{m_{l}} E_{\beta_{1}}^{p_{1}} \cdots E_{\beta_{k}}^{p_{k}} E_{\alpha} . \tag{5.35}
\end{equation*}
$$

The factor $E_{\beta_{1}}^{p_{1}} \cdots E_{\beta_{k}}^{p_{k}} E_{\alpha}$ is in $U(\mathfrak{n})$ and has no constant term. By the Poincaré-Birkhoff-Witt Theorem, we can rewrite it as a linear combination of terms $E_{\beta_{1}}^{r_{1}} \cdots E_{\beta_{k}}^{r_{k}}$ with $r_{1}+\cdots+r_{k}>0$. Putting

$$
c E_{-\beta_{1}}^{q_{1}} \cdots E_{-\beta_{k}}^{q_{k}} H_{1}^{m_{1}} \cdots H_{l}^{m_{l}}
$$

in place on the left of each term, we see that (5.35) is a linear combination of terms (5.33) with $p_{1}+\cdots+p_{k}>0$. Similarly any member of $\mathcal{N}$ is a linear combination of terms (5.33) with $q_{1}+\cdots+q_{k}>0$. Thus any member of $\mathcal{P}+\mathcal{N}$ is a linear combination of terms (5.33) with $p_{1}+\cdots+p_{k}>0$ or $q_{1}+\cdots+q_{k}>0$. Any member of $\mathcal{H}$ has $p_{1}+\cdots+p_{k}=0$ and $q_{1}+\cdots+q_{k}=0$ in every term of its expansion, and thus (a) follows.
(b) In terms of the representation ad on $U(\mathfrak{g})$ given in Proposition 5.21, the monomials (5.33) are a basis of $U(\mathfrak{g})$ of weight vectors for ad $\mathfrak{h}$, the weight of (5.33) being

$$
\begin{equation*}
-q_{1} \beta_{1}-\cdots-q_{k} \beta_{k}+p_{1} \beta_{1}+\cdots+p_{k} \beta_{k} . \tag{5.36}
\end{equation*}
$$

Any member $z$ of $Z(\mathfrak{g})$ satisfies $(\operatorname{ad} H) z=H z-z H=0$ for $H \in \mathfrak{h}$ and thus is of weight 0 . Hence its expansion in terms of the basis (5.33) involves only terms of weight 0 . In the proof of (a) we saw that any member of $\mathcal{P}+\mathcal{N}$ has each term with $p_{1}+\cdots+p_{k}>0$ or $q_{1}+\cdots+q_{k}>0$. Since the $p$ 's and $q$ 's are constrained by the condition that (5.36) equal 0 , each term must have both $p_{1}+\cdots+p_{k}>0$ and $q_{1}+\cdots+q_{k}>0$. Hence each term is in $\mathcal{P}$.

Let $\gamma_{\mathfrak{n}}^{\prime}$ be the projection of $Z(\mathfrak{g})$ into the $\mathcal{H}$ term in Proposition 5.34a. Applying the basis elements (5.33) to a highest weight vector of a finitedimensional representation, we see that
$\lambda\left(\gamma_{\mathrm{n}}^{\prime}(z)\right)$ is the scalar by which $z$ acts in an irreducible finite-dimensional representation of highest weight $\lambda$.

Despite the tidiness of this result, Harish-Chandra found that a slight adjustment of $\gamma_{n}^{\prime}$ leads to an even more symmetric formula. Define a linear map $\tau_{\mathfrak{n}}: \mathfrak{h} \rightarrow \mathcal{H}$ by

$$
\begin{equation*}
\tau_{\mathfrak{n}}(H)=H-\delta(H) 1, \tag{5.38}
\end{equation*}
$$

and extend $\tau_{\mathrm{n}}$ to an algebra automorphism of $\mathcal{H}$ by the universal mapping property for symmetric algebras. The Harish-Chandra map $\gamma$ is defined by

$$
\begin{equation*}
\gamma=\tau_{\mathrm{n}} \circ \gamma_{\mathrm{n}}^{\prime} \tag{5.39}
\end{equation*}
$$

as a mapping of $Z(\mathfrak{g})$ into $\mathcal{H}$.
Any element $\lambda \in \mathfrak{h}^{*}$ defines an algebra homomorphism $\lambda: \mathcal{H} \rightarrow \mathbb{C}$ with $\lambda(1)=1$, because the universal mapping property of symmetric algebras allows us to extend $\lambda: \mathfrak{h} \rightarrow \mathbb{C}$ to $\mathcal{H}$. In terms of this extension, the maps $\gamma$ and $\gamma_{\mathrm{n}}^{\prime}$ are related by

$$
\begin{equation*}
\lambda(\gamma(z))=(\lambda-\delta)\left(\gamma_{\mathfrak{n}}^{\prime}(z)\right) \quad \text { for } z \in Z(\mathfrak{g}), \lambda \in \mathfrak{h}^{*} \tag{5.40a}
\end{equation*}
$$

If instead we think of $\mathcal{H}$ as the space of polynomial functions on $\mathfrak{h}^{*}$, this formula may be rewritten as

$$
\begin{equation*}
\gamma(z)(\lambda)=\gamma_{\mathfrak{n}}^{\prime}(z)(\lambda-\delta) \quad \text { for } z \in Z(\mathfrak{g}), \lambda \in \mathfrak{h}^{*} \tag{5.40b}
\end{equation*}
$$

We define

$$
\begin{equation*}
\chi_{\lambda}(z)=\lambda(\gamma(z)) \quad \text { for } z \in Z(\mathfrak{g}), \tag{5.41}
\end{equation*}
$$

so that $\chi_{\lambda}$ is a map of $Z(\mathfrak{g})$ into $\mathbb{C}$. This map has the following interpretation.
Proposition 5.42. For $\lambda \in \mathfrak{h}^{*}$ and $z \in Z(\mathfrak{g}), \chi_{\lambda}(z)$ is the scalar by which $z$ operates on the Verma module $V(\lambda)$.

REMARK. In this notation we can restate (5.37) as follows:
$\chi_{\lambda+\delta}(z)$ is the scalar by which $z$ acts in an irreducible finitedimensional representation of highest weight $\lambda$.
Proof. Write $z=\gamma_{\mathbf{n}}^{\prime}(z)+p$ with $p \in \mathcal{P}$. If $v_{\lambda-\delta}$ denotes the canonical generator of $V(\lambda)$, then

$$
\begin{aligned}
z v_{\lambda-\delta} & =\gamma_{\mathrm{n}}^{\prime}(z) v_{\lambda-\delta}+p v_{\lambda-\delta} & & \\
& =(\lambda-\delta)\left(\gamma_{\eta}^{\prime}(z)\right) v_{\lambda-\delta} & & \\
& =\lambda(\gamma(z)) v_{\lambda-\delta} & & \text { by }(5.40) \\
& =\chi_{\lambda}(z) v_{\lambda-\delta} & & \text { by }(5.41) .
\end{aligned}
$$

For $u \in U(\mathfrak{g})$, we therefore have $z u v_{\lambda-\delta}=u z v_{\lambda-\delta}=\chi_{\lambda}(z) u v_{\lambda-\delta}$. Since $V(\lambda)=U(\mathfrak{g}) v_{\lambda-\delta}$, the result follows.

Theorem 5.44 (Harish-Chandra). The mapping $\gamma$ in (5.40) is an algebra isomorphism of $Z(\mathfrak{g})$ onto the algebra $\mathcal{H}^{W}$ of Weyl-group invariants in $\mathcal{H}$, and it does not depend on the choice of the positive system $\Delta^{+}$.

EXAMPLE. $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{C})$. Let $Z=\frac{1}{2} h^{2}+e f+f e$ with $h, e, f$ as in (1.5). We noted in the first example in $\S 4$ that $Z$ is in $Z(\mathfrak{s l}(2, \mathbb{C}))$. Let us agree that $e$ corresponds to the positive root $\alpha$. Then $e f=f e+[e, f]=f e+h$ implies

$$
Z=\frac{1}{2} h^{2}+e f+f e=\left(\frac{1}{2} h^{2}+h\right)+2 f e \in \mathcal{H} \oplus \mathcal{P} .
$$

Hence

$$
\gamma_{\mathrm{n}}^{\prime}(Z)=\frac{1}{2} h^{2}+h .
$$

Now $\delta(h)=\frac{1}{2} \alpha\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)=1$, and so

$$
\tau_{\mathfrak{n}}(h)=h-1 .
$$

Thus

$$
\gamma(Z)=\frac{1}{2}(h-1)^{2}+(h-1)=\frac{1}{2} h^{2}-\frac{1}{2} .
$$

The nontrivial element of the 2-element Weyl group acts on $\mathcal{H}$ by sending $h$ to $-h$, and thus we have a verification that $\gamma(Z)$ is invariant under the Weyl group. Moreover it is now clear that $\mathcal{H}^{W}=\mathbb{C}\left[h^{2}\right]$ and that $\gamma(\mathbb{C}[Z])=$ $\mathbb{C}\left[h^{2}\right]$. Theorem 5.44 therefore implies that $Z(\mathfrak{s l}(2, \mathbb{C}))=\mathbb{C}[Z]$.

The proof of Theorem 5.44 will occupy the remainder of this section and will take five steps.

Proof that image $(\gamma) \subseteq \mathcal{H}^{W}$.
Since members of $\mathcal{H}$ are determined by the effect of all $\lambda \in \mathfrak{h}^{*}$ on them, we need to prove that

$$
\lambda(w(\gamma(z)))=\lambda(\gamma(z))
$$

for all $\lambda \in \mathfrak{h}^{*}$ and $w \in W$. In other words, we need to see that every $w \in W$ has

$$
\begin{equation*}
\left(w^{-1} \lambda\right)(\gamma(z))=\lambda(\gamma(z)), \tag{5.45}
\end{equation*}
$$

and it is enough to handle $w$ equal to a reflection in a simple root by Proposition 2.62. Moreover each side for fixed $z$ is a polynomial in $\lambda$, and thus it is enough to prove (5.45) for $\lambda$ dominant integral.

Form the Verma module $V(\lambda)$. We know from Proposition 5.42 that $z$ acts in $V(\lambda)$ by the scalar $\lambda(\gamma(z))$. Also $z$ acts in $V\left(s_{\alpha} \lambda\right)$ by the scalar $\left(s_{\alpha} \lambda\right)(\gamma(z))$. Since $2\langle\lambda, \alpha\rangle /|\alpha|^{2}$ is an integer $\geq 0$, Lemma 5.18 says that $V\left(s_{\alpha} \lambda\right)$ is isomorphic to a (clearly nonzero) $U(\mathfrak{g})$ submodule of $V(\lambda)$. Thus the two scalars must match, and (5.45) is proved.

PROOF THAT $\gamma$ DOES NOT DEPEND ON THE CHOICE OF $\Delta^{+}$.
Let $\lambda$ be algebraically integral and dominant for $\Delta^{+}$, let $V$ be a finitedimensional irreducible representation of $\mathfrak{g}$ with highest weight $\lambda$ (Theorem 5.5), and let $\chi$ be the infinitesimal character of $V$. Temporarily, let us drop the subscript $\mathfrak{n}$ from $\gamma^{\prime}$. By Theorem 2.63 any other positive system of roots is related in $\Delta^{+}$by a member of $W(\Delta)$. Thus let $w$ be in $W(\Delta)$, and let $\tilde{\gamma}^{\prime}$ and $\tilde{\gamma}$ be defined relative to $\Delta^{+\sim}=w \Delta^{+}$. We are to prove that $\gamma=\widetilde{\gamma}$. The highest weight of $V$ relative to $w \Delta^{+}$is $w \lambda$. If $z$ is in $Z(\mathfrak{g})$, then (5.37) gives

$$
\begin{equation*}
\lambda\left(\gamma^{\prime}(z)\right)=\chi(z)=w \lambda\left(\tilde{\gamma}^{\prime}(z)\right) \tag{5.46}
\end{equation*}
$$

Since $\gamma(z)$ is invariant under $W(\Delta)$,

$$
\begin{aligned}
(w \lambda+w \delta)(\gamma(z)) & =(\lambda+\delta)(\gamma(z))=\lambda\left(\gamma^{\prime}(z)\right) \\
& =w \lambda\left(\tilde{\gamma}^{\prime}(z)\right)=(w \lambda+w \delta)(\widetilde{\gamma}(z))
\end{aligned}
$$

the next-to-last step following from (5.46). Since $\gamma(z)$ and $\widetilde{\gamma}(z)$ are polynomial functions equal at the lattice points of an octant, they are equal everywhere.

PROOF THAT $\gamma$ IS MULTIPLICATIVE.
Since $\tau_{\mathfrak{n}}$ is an algebra isomorphism, we need to show that

$$
\begin{equation*}
\gamma_{\mathfrak{n}}^{\prime}\left(z_{1} z_{2}\right)=\gamma_{\mathfrak{n}}^{\prime}\left(z_{1}\right) \gamma_{\mathfrak{n}}^{\prime}\left(z_{2}\right) \tag{5.47}
\end{equation*}
$$

We have

$$
z_{1} z_{2}-\gamma_{\mathfrak{n}}^{\prime}\left(z_{1}\right) \gamma_{\mathfrak{n}}^{\prime}\left(z_{2}\right)=z_{1}\left(z_{2}-\gamma_{\mathfrak{n}}^{\prime}\left(z_{2}\right)\right)+\gamma_{\mathfrak{n}}^{\prime}\left(z_{2}\right)\left(z_{1}-\gamma_{\mathfrak{n}}^{\prime}\left(z_{1}\right)\right)
$$

which is in $\mathcal{P}$, and therefore (5.47) follows.

PROOF THAT $\gamma$ IS ONE-ONE.
If $\gamma(z)=0$, then $\gamma_{\mathfrak{n}}^{\prime}(z)=0$, and (5.37) shows that $z$ acts as 0 in every irreducible finite-dimensional representation of $\mathfrak{g}$. By Theorem 5.29, $z$ acts as 0 in every finite-dimensional representation of $\mathfrak{g}$.

In the representation ad of $\mathfrak{g}$ on $U_{n}(\mathfrak{g}), U_{n-1}(\mathfrak{g})$ is an invariant subspace. Thus we obtain a representation ad of $\mathfrak{g}$ on $U_{n}(\mathfrak{g}) / U_{n-1}(\mathfrak{g})$ for each $n$. It is enough to show that if $u \in U(\mathfrak{g})$ acts as 0 in each of these representations, then $u=0$. Specifically let us expand $u$ in terms of the basis

$$
\begin{equation*}
E_{-\beta_{1}}^{q_{1}} \cdots E_{-\beta_{k}}^{q_{k}} H_{1}^{m_{1}} \cdots H_{l}^{m_{l}} E_{\beta_{1}}^{p_{1}} \cdots E_{\beta_{k}}^{p_{k}} \tag{5.48}
\end{equation*}
$$

of $U(\mathfrak{g})$. We show that if ad $u$ is 0 on all elements

$$
\begin{equation*}
H_{\delta}^{m} E_{\beta_{1}}^{r_{1}} \cdots E_{\beta^{k}}^{r_{k}} \quad \bmod U^{m+\sum r_{j}-1}(\mathfrak{g}), \tag{5.49}
\end{equation*}
$$

then $u=0$. (Here as usual, $\delta$ is half the sum of the positive roots.)
In (5.48) let $m^{\prime}=\sum_{j=1}^{k}\left(p_{j}+q_{j}\right)$. The effect of a monomial term of $u$ on (5.49) will be to produce a sum of monomials, all of whose $\mathcal{H}$ factors have total degree $\geq m-m^{\prime}$. There will be one monomial whose $\mathcal{H}$ factors have total degree $=m-m^{\prime}$, and we shall be able to identify that monomial and its coefficient exactly.

Let us verify this assertion. If $X$ is in $\mathfrak{g}$, the action of ad $X$ on a monomial $X_{1} \cdots X_{n}$ is

$$
\begin{align*}
& (\operatorname{ad} X)\left(X_{1} \cdots X_{n}\right)=X X_{1} \cdots X_{n}-X_{1} \cdots X_{n} X  \tag{5.50}\\
& \quad=\left[X, X_{1}\right] X_{2} \cdots X_{n}+X_{1}\left[X, X_{2}\right] X_{3} \cdots X_{n}+\cdots+X_{1} \cdots X_{n-1}\left[X, X_{n}\right] .
\end{align*}
$$

If $X_{1}, \ldots, X_{n}$ are root vectors or members of $\mathfrak{h}$ and if $X$ has the same property, then so does each $\left[X, X_{j}\right]$. Moreover, Lemma 3.9 allows us to commute a bracket into its correct position in (5.49), modulo lower-order terms.

Consider the effect of ad $E_{ \pm \alpha}$ when applied to an expression (5.49). The result is a sum of terms as in (5.50). When ad $E_{ \pm \alpha}$ acts on the $\mathcal{H}$ part, the degree of the $\mathcal{H}$ part of the resulting term goes down by 1 , whereas if $\operatorname{ad} E_{ \pm \alpha}$ acts on a root vector, the degree of the $\mathcal{H}$ part of the resulting term goes up by 1 or stays the same. When some ad $H_{j}$ acts on an expression of the form (5.49), the degree of the $\mathcal{H}$ part of each term stays the same.

Thus when ad of (5.48) acts on (5.49), every term of the result has $\mathcal{H}$ part of degree $\geq m-m^{\prime}$, and degree $=m-m^{\prime}$ arises only when all ad $E_{ \pm \alpha^{\prime}}$ 's act on one of the factors $H_{\delta}$. To compute exactly the term at the end with $\mathcal{H}$ part of degree $=m-m^{\prime}$, let us follow this process step by step. When we apply ad $E_{\beta_{k}}$ to (5.49), we get a contribution of $\left\langle-\beta_{k}, \delta\right\rangle$ from each factor of $H_{\delta}$ in (5.49), plus irrelevant terms. Thus ad $E_{\beta_{k}}$ of (5.49) gives

$$
m\left\langle-\beta_{n}, \delta\right\rangle H_{\delta}^{m-1} E_{\beta_{1}}^{r_{1}} \cdots E_{\beta_{k}}^{r_{k}+1}+\text { irrelevant terms } .
$$

By the time we have applied all of $\operatorname{ad}\left(E_{\beta_{1}}^{p_{1}} \cdots E_{\beta_{k}}^{p_{k}}\right)$ to (5.49), the result is
$\frac{m!}{\left(m-\sum p_{j}\right)!}\left(\prod_{j=1}^{k}\left\langle-\beta_{j}, \delta\right\rangle^{p_{j}}\right) H_{\delta}^{m-\sum p_{j}} E_{\beta_{1}}^{p_{1}+r_{1}} \cdots E_{\beta_{k}}^{p_{k}+r_{k}}+$ irrelevant terms.

Next we apply ad $H_{l}$ to (5.51). The main term is multiplied by the constant $\sum_{j=1}^{k}\left(p_{j}+r_{j}\right) \beta_{j}\left(H_{l}\right)$. Repeating this kind of computation for the other factors from $\operatorname{ad}(\mathcal{H})$, we see that $\operatorname{ad}\left(H_{1}^{m_{1}} \cdots H_{l}^{m_{l}}\right)$ of $(5.51)$ is

$$
\begin{align*}
\frac{m!}{m-\sum p_{j}} & \left(\prod_{j=1}^{k}\left\langle-\beta_{j}, \delta\right\rangle^{p_{j}}\right) \prod_{i=1}^{l}\left(\sum_{j=1}^{k}\left(p_{j}+r_{j}\right) \beta_{j}\left(H_{i}\right)\right)^{m_{i}}  \tag{5.52}\\
& \times H_{\delta}^{m-\sum p_{j}} E_{\beta_{1}}^{p_{1}+r_{1}} \cdots E_{\beta_{k}}^{p_{k}+r_{k}}+\text { irrelevant terms. }
\end{align*}
$$

Finally we apply ad $E_{-\beta_{k}}$ to (5.52). The main term gets multiplied by $\left(m-\sum p_{j}\right)\left\langle\beta_{k}, \delta\right\rangle$, another factor of $H_{\delta}$ gets dropped, and a factor of $E_{-\beta_{k}}$ appears. Repeating this kind of computation for the other factors ad $E_{-\beta_{j}}$, we see that $\operatorname{ad}\left(E_{-\beta_{1}}^{q_{1}} \cdots E_{-\beta_{k}}^{q_{k}}\right)$ of (5.52) is

$$
\begin{align*}
& \frac{m!}{\left(m-m^{\prime}\right)!}\left(\prod_{j=1}^{k}(-1)^{p_{j}}\left\langle\beta_{j}, \delta\right\rangle^{p_{j}+q_{j}}\right) \prod_{i=1}^{l}\left(\sum_{j=1}^{k}\left(p_{j}+r_{j}\right) \beta_{j}\left(H_{i}\right)\right)^{m_{i}} \\
& \quad \times E_{-\beta_{1}}^{q_{1}} \cdots E_{-\beta_{k}}^{q_{k}} H_{\delta}^{m-m^{\prime}} E_{\beta_{1}}^{p_{1}+r_{1}} \cdots E_{\beta_{k}}^{p_{k}+r_{k}}+\text { irrelevant terms. } \tag{5.53}
\end{align*}
$$

This completes our exact computation of the main term of ad of (5.48) on (5.49).

We regard $m$ and the $r_{j}$ 's fixed for the present. Among the terms of $u$, we consider the effect of ad of only those with $m^{\prime}$ as large as possible. From these, the powers of the root vectors in (5.53) allow us to reconstruct the $p_{j}$ 's and $q_{j}$ 's. The question is whether the different terms of $u$ for which $m^{\prime}$ is maximal and the $p_{j}$ 's and $q_{j}$ 's take on given values can have their main contributions to (5.53) add to 0 . Thus we ask whether a finite sum

$$
\sum_{m_{1}, \ldots, m_{l}} c_{m_{1}, \ldots, m_{l}} \prod_{i=1}^{l}\left(\sum_{j=1}^{k}\left(p_{j}+r_{j}\right) \beta_{j}\left(H_{i}\right)\right)^{m_{i}}
$$

can be 0 for all choices of integers $r_{j} \geq 0$.
Assume it is 0 for all such choices. Then

$$
\sum_{m_{1}, \ldots, m_{l}} c_{m_{1}, \ldots, m_{l}} \prod_{i=1}^{l}\left(\sum_{j=1}^{k} z_{j} \beta_{j}\left(H_{i}\right)\right)^{m_{i}}=0
$$

for all complex $z_{1}, \ldots, z_{k}$. Hence

$$
\sum_{m_{1}, \ldots, m_{l}} c_{m_{1}, \ldots, m_{l}} \prod_{i=1}^{l}\left(\mu\left(H_{i}\right)\right)^{m_{i}}=0
$$

for all $\mu \in \mathfrak{h}^{*}$, and we obtain

$$
\mu\left(\sum_{m_{1}, \ldots, m_{l}} c_{m_{1}, \ldots, m_{l}} H_{1}^{m_{1}} \cdots H_{l}^{m_{l}}\right)=0
$$

for all $\mu \in \mathfrak{h}^{*}$. Therefore

$$
\sum_{m_{1}, \ldots, m_{l}} c_{m_{1}, \ldots, m_{l}} H_{1}^{m_{1}} \cdots H_{l}^{m_{l}}=0
$$

and it follows that all the terms under consideration in $u$ were 0 . Thus $\gamma$ is one-one.

Proof that $\gamma$ IS ONTO.
To prove that $\gamma$ is onto $\mathcal{H}^{W}$, we need a supply of members of $Z(\mathfrak{g})$. Proposition 5.32 will fulfill this need. Let $\mathcal{H}_{n}$ and $\mathcal{H}_{n}^{W}$ be the subspaces of $\mathcal{H}$ and $\mathcal{H}^{W}$ of elements homogeneous of degree $n$. It is clear from the Poincaré-Birkhoff-Witt Theorem that

$$
\begin{equation*}
\gamma\left(Z(\mathfrak{g}) \cap U_{n}(\mathfrak{g})\right) \subseteq \bigoplus_{d=0}^{n} \mathcal{H}_{d}^{W} . \tag{5.54}
\end{equation*}
$$

Let $\lambda$ be any dominant algebraically integral member of $\mathfrak{h}^{*}$, and let $\varphi_{\lambda}$ be the irreducible finite-dimensional representation of $\mathfrak{g}$ with highest weight $\lambda$. Let $\Lambda(\lambda)$ be the weights of $\varphi_{\lambda}$, repeated as often as their multiplicities. In Proposition 5.32 let $X_{i}$ be the ordered basis dual to one consisting of a basis $H_{1}, \ldots, H_{l}$ of $\mathfrak{h}$ followed by the root vectors $E_{\alpha}$. The proposition says that the following element $z$ is in $Z(\mathfrak{g})$ :

$$
\begin{aligned}
z & =\sum_{i_{1}, \ldots, i_{n}} \operatorname{Tr} \varphi_{\lambda}\left(\widetilde{X}_{i_{1}} \cdots \widetilde{X}_{i_{n}}\right) X_{i_{1}} \cdots X_{i_{n}} \\
& =\sum_{\substack{i_{1}, \ldots, i_{n}, \\
\text { all } \leq l}} \operatorname{Tr} \varphi_{\lambda}\left(\widetilde{H}_{i_{1}} \cdots \widetilde{H}_{i_{n}}\right) H_{i_{1}} \cdots H_{i_{n}}+\sum_{\substack{j_{1}, \ldots, j_{n}, \\
\text { at least one }>l}} \operatorname{Tr} \varphi_{\lambda}\left(\widetilde{X}_{j_{1}} \cdots \widetilde{X}_{j_{n}}\right) X_{j_{1}} \cdots X_{j_{n}} .
\end{aligned}
$$

In the second sum on the right side of the equality, some factor of $X_{j_{1}} \cdots X_{j_{n}}$ is a root vector. Commuting the factors into their positions to match terms with the basis vectors (5.33) of $U(\mathfrak{g})$, we see that

$$
\begin{aligned}
& X_{j_{1}} \cdots X_{j_{n}} \equiv u \bmod U_{n-1}(\mathfrak{g}) \quad \text { with } u \in \mathcal{P}+\mathcal{N} \\
& \text { i.e., } \quad X_{j_{1}} \cdots X_{j_{n}} \equiv 0 \bmod \left(\bigoplus_{d=0}^{n-1} \mathcal{H}_{d} \oplus(\mathcal{P}+\mathcal{N})\right)
\end{aligned}
$$

Application of $\gamma_{n}^{\prime}$ to $z$ therefore gives

$$
\gamma_{\mathrm{n}}^{\prime}(z) \equiv \sum_{\substack{i_{1}, \ldots, i_{n}, \\ \text { all } \leq l}} \operatorname{Tr} \varphi_{\lambda}\left(\widetilde{H}_{i_{1}} \cdots \widetilde{H}_{i_{n}}\right) H_{i_{1}} \cdots H_{i_{n}} \quad \bmod \left(\bigoplus_{d=0}^{n-1} \mathcal{H}_{d}\right) .
$$

The automorphism $\tau_{\mathrm{n}}$ of $\mathcal{H}$ affects elements only modulo lower-order terms, and thus

$$
\begin{aligned}
\gamma(z) & \equiv \sum_{\substack{i_{1}, \ldots, i_{n}, \\
\text { all } \leq l}} \operatorname{Tr} \varphi_{\lambda}\left(\tilde{H}_{i_{1}} \cdots \tilde{H}_{i_{n}}\right) H_{i_{1}} \cdots H_{i_{n}} \quad \bmod \left(\bigoplus_{d=0}^{n-1} \mathcal{H}_{d}\right) \\
& =\sum_{\mu \in \Lambda(\lambda)} \sum_{\substack{i_{1}, \ldots, i_{n}, \\
\text { all } \leq l}} \mu\left(\widetilde{H}_{i_{1}}\right) \cdots \mu\left(\widetilde{H}_{i_{n}}\right) H_{i_{1}} \cdots H_{i_{n}} \bmod \left(\bigoplus_{d=0}^{n-1} \mathcal{H}_{d}\right) .
\end{aligned}
$$

Now

$$
\begin{equation*}
\sum_{i} \mu\left(\widetilde{H}_{i}\right) H_{i}=H_{\mu} \tag{5.55}
\end{equation*}
$$

since

$$
\left\langle\sum_{i} \mu\left(\tilde{H}_{i}\right) H_{i}, \tilde{H}_{j}\right\rangle=\mu\left(\widetilde{H}_{j}\right)=\left\langle H_{\mu}, \widetilde{H}_{j}\right\rangle \quad \text { for all } j
$$

Thus

$$
\gamma(z) \equiv \sum_{\mu \in \Lambda(\lambda)}\left(H_{\mu}\right)^{n} \quad \bmod \left(\bigoplus_{d=0}^{n-1} \mathcal{H}_{d}\right) .
$$

The set of weights of $\varphi_{\lambda}$, together with their multiplicities, is invariant under $W$ by Theorem 5.5e. Hence $\sum_{\mu \in \Lambda(\lambda)}\left(H_{\mu}\right)^{n}$ is in $\mathcal{H}^{W}$, and we can write

$$
\begin{equation*}
\gamma(z) \equiv \sum_{\mu \in \Lambda(\lambda)}\left(H_{\mu}\right)^{n} \quad \bmod \left(\bigoplus_{d=0}^{n-1} \mathcal{H}_{d}^{W}\right) . \tag{5.56}
\end{equation*}
$$

To prove that $\gamma$ is onto $\mathcal{H}^{W}$, we show that the image of $\gamma$ contains $\bigoplus_{d=0}^{m} \mathcal{H}_{d}^{W}$ for every $m$. For $m=0$, we have $\gamma(1)=1$, and there is nothing further to
prove. Assuming the result for $m=n-1$, we see from (5.56) that we can choose $z_{1} \in Z(\mathfrak{g})$ with

$$
\begin{equation*}
\gamma\left(z-z_{1}\right)=\sum_{\mu \in \Lambda(\lambda)}\left(H_{\mu}\right)^{n} . \tag{5.57}
\end{equation*}
$$

To complete the induction, we shall show that

$$
\begin{equation*}
\text { the elements } \sum_{\mu \in \Lambda(\lambda)}\left(H_{\mu}\right)^{n} \text { span } \mathcal{H}_{n}^{W} \tag{5.58}
\end{equation*}
$$

Let $\Lambda_{D}(\lambda)$ be the set of dominant weights of $\varphi_{\lambda}$, repeated according to their multiplicities. Since again the set of weights, together with their multiplicities, is invariant under $W$, we can rewrite the right side of (5.58) as

$$
\begin{equation*}
=\sum_{\mu \in \Lambda_{D}(\lambda)} c_{\mu} \sum_{w \in W}\left(H_{w \mu}\right)^{n} \tag{5.59}
\end{equation*}
$$

where $c_{\mu}^{-1}$ is the order of the stabilizer of $\mu$ in $W$. We know that $\varphi_{\lambda}$ contains the weight $\lambda$ with multiplicity 1 . Equation (5.57) shows that the elements (5.59) are in the image of $\gamma$ in $\mathcal{H}_{n}^{W}$. To complete the induction, it is thus enough to show that

$$
\begin{equation*}
\text { the elements (5.59) span } \mathcal{H}_{n}^{W} \tag{5.60}
\end{equation*}
$$

We do so by showing that

> the span of all elements (5.59) includes all elements $\sum_{w \in W}\left(H_{w v}\right)^{n}$ for $v$ dominant and algebraically integral,
$\mathcal{H}_{n}^{W}$ is spanned by all elements $\sum_{w \in W}\left(H_{w \nu}\right)^{n}$ for $v$ dominant and algebraically integral.

To prove (5.61a), note that the set of dominant algebraically integral $v$ in a compact set is finite because the set of integral points forms a lattice in the real linear span of the roots. Hence it is permissible to induct on $|\nu|$. The trivial case for the induction is $|\nu|=0$. Suppose inductively that (5.61a) has been proved for all dominant algebraically integral $\nu$ with $|\nu|<|\lambda|$. If $\mu$ is any dominant weight of $\varphi_{\lambda}$ other than $\lambda$, then $|\mu|<|\lambda|$ by Theorem 5.5e. Thus the expression (5.59) involving $\lambda$ is the sum of $c_{\lambda} \sum_{w \in W}\left(H_{w \lambda}\right)^{n}$ and a linear combination of terms for which (5.61a) is
assumed by induction already to be proved. Since $c_{\lambda} \neq 0$, (5.61a) holds for $\sum_{w \in W}\left(H_{w \lambda}\right)^{n}$. This completes the induction and the proof of (5.61a).

To prove (5.61b), it is enough (by summing over $w \in W$ ) to prove that
$\mathcal{H}_{n}$ is spanned by all elements $\left(H_{v}\right)^{n}$ for
$v$ dominant and algebraically integral,
and we do so by induction on $n$. The trivial case of the induction is $n=0$.
For $1 \leq i \leq \operatorname{dim} \mathfrak{h}$, we can choose dominant algebraically integral forms $\lambda_{i}$ such that $\left\{\lambda_{i}\right\}$ is a $\mathbb{C}$ basis for $\mathfrak{h}^{*}$. Since the $\lambda_{i}$ 's span $\mathfrak{h}^{*}$, the $H_{\lambda_{i}}$ span $\mathfrak{h}$. Consequently the $n^{\text {th }}$ degree monomials in the $H_{\lambda_{i}}$ span $\mathcal{H}_{n}$.

Assuming (5.61c) inductively for $n-1$, we now prove it for $n$. Let $v_{1}, \ldots, v_{n}$ be dominant and algebraically integral. It is enough to show that the monomial $H_{\nu_{1}} \cdots H_{v_{n}}$ is a linear combination of elements $\left(H_{\nu}\right)^{n}$ with $v$ dominant and algebraically integral. By the induction hypothesis,

$$
\left(H_{v_{1}} \cdots H_{v_{n-1}}\right) H_{v_{n}}=\sum_{v} c_{v} H_{v}^{n-1} H_{v_{n}},
$$

and it is enough to show that $H_{v}^{n-1} H_{v^{\prime}}$ is a linear combination of terms $\left(H_{v+r v^{\prime}}\right)^{n}$ with $r \geq 0$ in $\mathbb{Z}$. By the invertibility of a Vandermonde matrix, choose constants $c_{1}, \ldots, c_{n}$ with

$$
\left(\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & 2 & 3 & \cdots & n \\
1 & 2^{2} & 3^{2} & \cdots & n^{2} \\
& & \vdots & & \\
1 & 2^{n-1} & 3^{n-1} & \cdots & n^{n-1}
\end{array}\right)\left(\begin{array}{c}
c_{1} \\
c_{2} \\
c_{3} \\
\vdots \\
c_{n}
\end{array}\right)=\left(\begin{array}{c}
0 \\
1 \\
0 \\
\vdots \\
0
\end{array}\right) .
$$

Then

$$
\begin{aligned}
\sum_{j=1}^{n} c_{j}\left(H_{v+j v^{\prime}}\right)^{n} & =\sum_{j=1}^{n} c_{j}\left(H_{v}+j H_{v^{\prime}}\right)^{n} \\
& =\sum_{k=0}^{n}\binom{n}{k} H_{v}^{n-k} H_{v^{\prime}}^{k} \sum_{j=1}^{n} c_{j} j^{k} \\
& =n H_{v}^{n-1} H_{v^{\prime}} .
\end{aligned}
$$

Thus $H_{v}^{n-1} H_{\nu^{\prime}}$ has the required expansion, and the induction is complete. This proves (5.61c), and consequently $\gamma$ is onto $\mathcal{H}^{W}$. This completes the proof of Theorem 5.44.

For $\mathfrak{g}$ complex semisimple we say that a unital left $U(\mathfrak{g})$ module $V$ "has an infinitesimal character" if $Z(\mathfrak{g})$ acts by scalars in $V$. In this case the infinitesimal character of $V$ is the homomorphism $\chi: Z(\mathfrak{g}) \rightarrow \mathbb{C}$ with $\chi(z)$ equal to the scalar by which $z$ acts. Proposition 5.19 says that every irreducible unital left $U(\mathfrak{g})$ module has an infinitesimal character.

The Harish-Chandra isomorphism allows us to determine explicitly all possible infinitesimal characters. Let $\mathfrak{h}$ be a Cartan subalgebra of $\mathfrak{g}$. If $\lambda$ is in $\mathfrak{h}^{*}$, then $\lambda$ is meaningful on the element $\gamma(z)$ of $\mathcal{H}$. Earlier we defined in (5.41) a homomorphism $\chi_{\lambda}: Z(\mathfrak{g}) \rightarrow \mathbb{C}$ by $\chi_{\lambda}(z)=\lambda(\gamma(z))$.

Theorem 5.62. If $\mathfrak{g}$ is a reductive Lie algebra and $\mathfrak{h}$ is a Cartan subalgebra, then every homomorphism of $Z(\mathfrak{g})$ into $\mathbb{C}$ sending 1 into 1 is of the form $\chi_{\lambda}$ for some $\lambda \in \mathfrak{h}^{*}$. If $\lambda^{\prime}$ and $\lambda$ are in $\mathfrak{h}^{*}$, then $\chi_{\lambda^{\prime}}=\chi_{\lambda}$ if and only if $\lambda^{\prime}$ and $\lambda$ are in the same orbit under the Weyl group $W=W(\mathfrak{g}, \mathfrak{h})$.

Proof. Let $\chi: Z(\mathfrak{g}) \rightarrow \mathbb{C}$ be a homomorphism with $\chi(1)=1$. By Theorem 5.44, $\gamma$ carries $Z(\mathfrak{g})$ onto $\mathcal{H}^{W}$, and therefore $\gamma(\operatorname{ker} \chi)$ is an ideal in $\mathcal{H}^{W}$. Let us check that the corresponding ideal $I=\mathcal{H} \gamma(\operatorname{ker} \chi)$ in $\mathcal{H}$ is proper. Assuming the contrary, suppose $u_{1}, \ldots, u_{n}$ in $\mathcal{H}$ and $H_{1}, \ldots, H_{n}$ in $\gamma(\operatorname{ker} \chi)$ are such that $\sum_{i} u_{i} H_{i}=1$. Application of $w \in W$ gives $\sum_{i}\left(w u_{i}\right) H_{i}=1$. Summing on $w$, we obtain

$$
\sum_{i}\left(\sum_{w \in W} w u_{i}\right) H_{i}=|W| .
$$

Since $\sum_{w \in W} w u_{i}$ is in $\mathcal{H}^{W}$, we can apply $\chi \circ \gamma^{-1}$ to both sides. Since $\chi(1)=1$, the result is

$$
\sum_{i} \chi\left(\gamma^{-1}\left(\sum_{w \in W} w u_{i}\right)\right) \chi\left(\gamma^{-1}\left(H_{i}\right)\right)=|W| .
$$

But the left side is 0 since $\chi\left(\gamma^{-1}\left(H_{i}\right)\right)=0$ for all $i$, and we have a contradiction. We conclude that the ideal $I$ is proper.

By Zorn's Lemma, extend $I$ to a maximal ideal $\tilde{I}$ of $\mathcal{H}$. The Hilbert Nullstellensatz tells us that there is some $\lambda \in \mathfrak{h}^{*}$ with

$$
\widetilde{I}=\{H \in \mathcal{H} \mid \lambda(H)=0\} .
$$

Since $\gamma(\operatorname{ker} \chi) \subseteq I \subseteq \widetilde{I}$, we have $\chi_{\lambda}(z)=\lambda(\gamma(z))=0$ for all $z \in \operatorname{ker} \chi$. In other words, $\chi(z)=\chi_{\lambda}(z)$ for $z \in \operatorname{ker} \chi$ and for $z=1$. These $z$ 's span $\mathcal{H}^{W}$, and hence $\chi=\chi_{\lambda}$.

If $\lambda^{\prime}$ and $\lambda$ are in the same orbit under $W$, say $\lambda^{\prime}=w \lambda$, then the identity $w(\gamma(z))=\gamma(z)$ for $w \in W$ forces

$$
\chi_{\lambda^{\prime}}(z)=\lambda^{\prime}(\gamma(z))=\lambda^{\prime}(w(\gamma(z)))=w^{-1} \lambda^{\prime}(\gamma(z))=\lambda(\gamma(z))=\chi_{\lambda}(z) .
$$

Finally suppose $\lambda^{\prime}$ and $\lambda$ are not in the same orbit under $W$. Choose a polynomial $p$ on $\mathfrak{h}^{*}$ that is 1 on $W \lambda$ and 0 on $W \lambda^{\prime}$. The polynomial $p$ on $\mathfrak{h}^{*}$ is nothing more than an element $H$ of $\mathcal{H}$ with

$$
\begin{equation*}
w \lambda(H)=1 \quad \text { and } \quad w \lambda^{\prime}(H)=0 \quad \text { for all } w \in W \tag{5.63}
\end{equation*}
$$

The element $\tilde{H}$ of $\mathcal{H}$ with $\tilde{H}=|W|^{-1} \sum_{w \in W} w H$ is in $\mathcal{H}^{W}$ and satisfies the same properties (5.63) as $H$. By Theorem 5.44 we can choose $z \in Z(\mathfrak{g})$ with $\gamma(z)=\widetilde{H}$. Then $\chi_{\lambda}(z)=\lambda(\gamma(z))=\lambda(\widetilde{H})=1$ while $\chi_{\lambda^{\prime}}(z)=0$. Hence $\chi_{\lambda^{\prime}} \neq \chi_{\lambda}$.

Now suppose that $V$ is a $U(\mathfrak{g})$ module with infinitesimal character $\chi$. By Theorem 5.62, $\chi=\chi_{\lambda}$ for some $\lambda \in \mathfrak{h}^{*}$. We often abuse notation and say that $V$ has infinitesimal character $\lambda$. The element $\lambda$ is determined up to the operation of the Weyl group, again by Theorem 5.62.

## Examples.

1) Let $V$ be a finite-dimensional irreducible $U(\mathfrak{g})$ module with highest weight $\lambda$. By (5.43), $V$ has infinitesimal character $\lambda+\delta$.
2) If $\lambda$ is in $\mathfrak{h}^{*}$, then the Verma module $V(\lambda)$ has infinitesimal character $\lambda$ by Proposition 5.42.
3) When $B$ is the Killing form and $\Omega$ is the Casimir element, Proposition 5.28b shows that $\lambda\left(\gamma_{\mathrm{n}}^{\prime}(\Omega)\right)=|\lambda-\delta|^{2}-|\delta|^{2}$ if $\lambda$ is dominant and algebraically integral. The same proof shows that this formula remains valid as long as $\lambda$ is in the real linear span of the roots. Combining this result with the definition (5.41), we obtain

$$
\begin{equation*}
\chi_{\lambda}(\Omega)=|\lambda|^{2}-|\delta|^{2} \tag{5.64}
\end{equation*}
$$

for $\lambda$ in the real linear span of the roots.

## 6. Weyl Character Formula

We saw in §IV. 2 that the character of a finite-dimensional representation of a compact group determines the representation up to equivalence. Thus characters provide an effective tool for working with representations in a canonical fashion. In this section we shall deal with characters in a formal way, working in the context of complex semisimple Lie algebras, deferring until $\S 8$ the interpretation in terms of compact connected Lie groups.

To understand where the formalism comes from, it is helpful to think of the group $S L(2, \mathbb{C})$ and its compact subgroup $S U(2)$. The group $S U(2)$ is simply connected, being homeomorphic to the 3 -sphere, and it follows from Proposition 1.143 that $S L(2, \mathbb{C})$ is simply connected also. A finitedimensional representation of $S U(2)$ is automatically smooth. Thus it leads via differentiation to a representation of $\mathfrak{s u}(2)$, then via complexification to a representation of $\mathfrak{s l}(2, \mathbb{C})$, and then via passage to the simply connected group to a holomorphic representation of $\operatorname{SL}(2, \mathbb{C})$. We can recover the original representation of $S U(2)$ by restriction, and we can begin this cycle at any stage, continuing all the way around. This construction is an instance of "Weyl's unitary trick," which we shall study later.

Let us see the effect of this construction as we follow the character of an irreducible representation $\Phi$ with differential $\varphi$. Let $h=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$. The diagonal subalgebra $\mathfrak{h}=\{z h \mid z \in \mathbb{C}\}$ is a Cartan subalgebra of $\mathfrak{s l}(2, \mathbb{C})$, and the roots are 2 and -2 on $h$. We take the root that is 2 on $h$ (and has $e=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$ as root vector) to be positive, and we call it $\alpha$. The weights of $\varphi$ are determined by the eigenvalues of $\varphi(h)$. According to Theorem 1.65, the eigenvalues are of the form $n, n-2, \ldots,-n$. Hence if we define $\lambda \in \mathfrak{h}^{*}$ by $\lambda(z h)=z n$, then the weights are

$$
\lambda, \lambda-\alpha, \lambda-2 \alpha, \ldots,-\lambda .
$$

Thus the matrix of $\varphi(z h)$ relative to a basis of weight vectors is

$$
\varphi(z h)=\operatorname{diag}(\lambda(z h),(\lambda-\alpha)(z h),(\lambda-2 \alpha)(z h), \ldots,-\lambda(z h)) .
$$

Exponentiating this formula in order to pass to the group $S L(2, \mathbb{C})$, we obtain

$$
\Phi(\exp z h)=\operatorname{diag}\left(e^{\lambda(z h)}, e^{(\lambda-\alpha)(z h)}, e^{(\lambda-2 \alpha)(z h)}, \ldots, e^{-\lambda(z h)}\right) .
$$

This formula makes sense within $S U(2)$ if $z$ is purely imaginary. In any event if $\chi_{\Phi}$ denotes the character of $\Phi$ (i.e., the trace of $\Phi$ of a group
element), then we obtain

$$
\begin{aligned}
\chi_{\Phi}(\exp z h) & =e^{\lambda(z h)}+e^{(\lambda-\alpha)(z h)}+e^{(\lambda-2 \alpha)(z h)}+\cdots+e^{-\lambda(z h)} \\
& =\frac{e^{(\lambda+\delta)(z h)}-e^{-(\lambda+\delta)(z h)}}{e^{\delta(z h)}-e^{-\delta(z h)}},
\end{aligned}
$$

where $\delta=\frac{1}{2} \alpha$ takes the value 1 on $h$. We can drop the group element from the notation if we introduce formal exponentials. Then we can write

$$
\chi_{\Phi}=e^{\lambda}+e^{\lambda-\alpha}+e^{\lambda-2 \alpha}+\cdots+e^{-\lambda}=\frac{e^{\lambda+\delta}-e^{-(\lambda+\delta)}}{e^{\delta}-e^{-\delta}} .
$$

In this section we shall derive a similar expression involving formal exponentials for the character of an irreducible representation of a complex semisimple Lie algebra with a given highest weight. This result is the "Weyl Character Formula." We shall interpret the result in terms of compact connected Lie groups in §8.

The first step is to develop the formalism of exponentials. We fix a complex semisimple Lie algebra $\mathfrak{g}$, a Cartan subalgebra $\mathfrak{h}$, the set $\Delta$ of roots, the Weyl group $W$, and a simple system $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$. Let $\Delta^{+}$ be the set of positive roots, and let $\delta$ be half the sum of the positive roots.

Following customary set-theory notation, let $\mathbb{Z}^{\mathfrak{h}^{*}}$ be the additive group of all functions from $\mathfrak{h}^{*}$ to $\mathbb{Z}$. If $f$ is in $\mathbb{Z}^{\mathfrak{h}^{*}}$, then the support of $f$ is the set of $\lambda \in \mathfrak{h}^{*}$ where $f(\lambda) \neq 0$. For $\lambda \in \mathfrak{h}^{*}$, define $e^{\lambda}$ to be the member of $\mathbb{Z}^{\mathfrak{h}^{*}}$ that is 1 at $\lambda$ and 0 elsewhere.

Within $\mathbb{Z} \mathfrak{h}^{\mathfrak{h}^{*}}$, let $\mathbb{Z}\left[\mathfrak{h}^{*}\right]$ be the subgroup of elements of finite support. For such elements we can write $f=\sum_{\lambda \in \mathfrak{h}^{*}} f(\lambda) e^{\lambda}$ since the sum is really a finite sum. However, it will be convenient to allow this notation also for $f$ in the larger group $\mathbb{Z}^{\mathfrak{h}^{*}}$, since the notation is unambiguous in this larger context.

Let $Q^{+}$be the set of all members of $\mathfrak{h}^{*}$ given as $\sum_{i=1}^{l} n_{i} \alpha_{i}$ with all the $n_{i}$ equal to integers $\geq 0$. The Kostant partition function $\mathcal{P}$ is the function from $Q^{+}$to the nonnegative integers that tells the number of ways, apart from order, that a member of $Q^{+}$can be written as the sum of positive roots. By convention, $\mathcal{P}(0)=1$.

Let $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$ be the set of all $f \in \mathbb{Z}^{\mathfrak{h}^{*}}$ whose support is contained in the union of a finite number of sets $v_{i}-Q^{+}$with each $v_{i}$ in $\mathfrak{h}^{*}$. This is an abelian group, and we have

$$
\mathbb{Z}\left[\mathfrak{h}^{*}\right] \subseteq \mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle \subseteq \mathbb{Z}^{\mathfrak{h}^{*}}
$$

Within $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$, we introduce the multiplication

$$
\begin{equation*}
\left(\sum_{\lambda \in \mathfrak{h}^{*}} c_{\lambda} e^{\lambda}\right)\left(\sum_{\mu \in \mathfrak{h}^{*}} \tilde{c}_{\mu} e^{\mu}\right)=\sum_{v \in \mathfrak{h}^{*}}\left(\sum_{\lambda+\mu=v} c_{\lambda} \tilde{c}_{\mu}\right) e^{\nu} . \tag{5.65}
\end{equation*}
$$

To see that (5.65) makes sense, we have to check that the interior sum on the right side is finite. Because we are working within $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$, we can write $\lambda=\lambda_{0}-q_{\lambda}^{+}$with $q_{\lambda}^{+} \in Q^{+}$and with only finitely many possibilities for $\lambda_{0}$, and we can similarly write $\mu=\mu_{0}-q_{\mu}^{+}$. Then

$$
\begin{array}{ll} 
& \left(\lambda_{0}-q_{\lambda}^{+}\right)+\left(\mu_{0}-q_{\mu}^{+}\right)=v \\
\text { and hence } & q_{\lambda}^{+}+q_{\mu}^{+}=v-\lambda_{0}-\mu_{0} .
\end{array}
$$

Finiteness follows since there are only finitely many possibilities for $\lambda_{0}$ and $\mu_{0}$ and since $\mathcal{P}\left(\nu-\lambda_{0}-\mu_{0}\right)<\infty$ for each.

Under the definition of multiplication in (5.65), $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$ is a commutative ring with identity $e^{0}$. Since $e^{\lambda} e^{\mu}=e^{\lambda+\mu}$, the natural multiplication in $\mathbb{Z}\left[\mathfrak{h}^{*}\right]$ is consistent with the multiplication in $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$.

The Weyl group $W$ acts on $\mathbb{Z}^{\mathfrak{h}^{*}}$. The definition is $w f(\mu)=f\left(w^{-1} \mu\right)$ for $f \in \mathbb{Z}^{\mathfrak{h}^{*}}, \mu \in \mathfrak{h}^{*}$, and $w \in W$. Then $w\left(e^{\lambda}\right)=e^{w \lambda}$. Each $w \in W$ leaves $\mathbb{Z}\left[\mathfrak{h}^{*}\right]$ stable, but in general $w$ does not leave $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$ stable.

We shall make use of the sign function on $W$. Let $\varepsilon(w)=\operatorname{det} w$ for $w \in W$. This is always $\pm 1$. Any root reflection $s_{\alpha}$ has $\varepsilon\left(s_{\alpha}\right)=-1$. Thus if $w$ is written as the product of $k$ root reflections, then $\varepsilon(w)=(-1)^{k}$. By Proposition 2.70,

$$
\begin{equation*}
\varepsilon(w)=(-1)^{l(w)}, \tag{5.66}
\end{equation*}
$$

where $l(w)$ is the length of $w$ as defined in §II. 6 .
When $\varphi$ is a representation of $\mathfrak{g}$ on $V$, we shall sometimes abuse notation and refer to $V$ as the representation. If $V$ is a representation, we say that $V$ has a character if $V$ is the direct sum of its weight spaces under $\mathfrak{h}$, i.e., $V=\bigoplus_{\mu \in \mathfrak{h}^{*}} V_{\mu}$, and if $\operatorname{dim} V_{\mu}<\infty$ for $\mu \in \mathfrak{h}^{*}$. In this case the character is

$$
\operatorname{char}(V)=\sum_{\mu \in \mathfrak{h}^{*}}\left(\operatorname{dim} V_{\mu}\right) e^{\mu} .
$$

Example. Let $V(\lambda)$ be a Verma module, and let $v_{\lambda-\delta}$ be the canonical generator. Let $\mathfrak{n}^{-}$be the sum of the root spaces in $\mathfrak{g}$ for the negative roots. By Proposition 5.14b the map of $U\left(\mathfrak{n}^{-}\right)$into $V(\lambda)$ given by $u \mapsto u v_{\lambda-\delta}$ is
one-one onto. Also the action of $U(\mathfrak{h})$ on $V(\lambda)$ matches the action of $U(\mathfrak{h})$ on $U\left(\mathfrak{n}^{-}\right) \otimes \mathbb{C} v_{\lambda-\delta}$. Thus

$$
\operatorname{dim} V(\lambda)_{\mu}=\operatorname{dim} U\left(\mathfrak{n}^{-}\right)_{\mu-\lambda+\delta}
$$

Let $E_{-\beta_{1}}, \ldots, E_{-\beta_{k}}$ be a basis of $\mathfrak{n}^{-}$consisting of root vectors. The Poincaré-Birkhoff-Witt Theorem (Theorem 3.8) shows that monomials in this basis form a basis of $U\left(\mathfrak{n}^{-}\right)$, and it follows that $\operatorname{dim} U\left(\mathfrak{n}^{-}\right)_{-v}=\mathcal{P}(v)$. Therefore

$$
\operatorname{dim} V(\lambda)_{\mu}=\mathcal{P}(\lambda-\delta-\mu)
$$

and $V(\lambda)$ has a character. The character is given by

$$
\begin{equation*}
\operatorname{char}(V(\lambda))=\sum_{\mu \in \mathfrak{h}^{*}} \mathcal{P}(\lambda-\delta-\mu) e^{\mu}=e^{\lambda-\delta} \sum_{\gamma \in Q^{+}} \mathcal{P}(\gamma) e^{-\gamma} \tag{5.67}
\end{equation*}
$$

Let us establish some properties of characters. Let $V$ be a representation of $\mathfrak{g}$ with a character, and suppose that $V^{\prime}$ is a subrepresentation. Then the representations $V^{\prime}$ and $V / V^{\prime}$ have characters, and

$$
\begin{equation*}
\operatorname{char}(V)=\operatorname{char}\left(V^{\prime}\right)+\operatorname{char}\left(V / V^{\prime}\right) \tag{5.68}
\end{equation*}
$$

In fact, we just extend a basis of weight vectors for $V^{\prime}$ to a basis of weight vectors of $V$. Then it is apparent that

$$
\operatorname{dim} V_{\mu}=\operatorname{dim} V_{\mu}^{\prime}+\operatorname{dim}\left(V / V^{\prime}\right)_{\mu}
$$

and (5.68) follows.
The relationship among $V, V^{\prime}$, and $V / V^{\prime}$ is summarized by saying that

$$
0 \longrightarrow V^{\prime} \longrightarrow V \longrightarrow V / V^{\prime} \longrightarrow 0
$$

is an exact sequence. This means that the kernel of each map going out equals the image of each map going in.

In these terms, we can generalize (5.68) as follows. Whenever

$$
0 \longrightarrow V_{1} \xrightarrow{\varphi_{1}} V_{2} \xrightarrow{\varphi_{2}} V_{3} \xrightarrow{\varphi_{3}} \cdots \xrightarrow{\varphi_{n-1}} V_{n} \longrightarrow 0
$$

is an exact sequence of representations of $\mathfrak{g}$ with characters, then

$$
\begin{equation*}
\sum_{j=1}^{n}(-1)^{j} \operatorname{char}\left(V_{j}\right)=0 \tag{5.69}
\end{equation*}
$$

To prove (5.69), we note that the following are exact sequences; in each case "inc" denotes an inclusion:

$$
\begin{gathered}
0 \longrightarrow \text { image }\left(\varphi_{1}\right) \xrightarrow{\text { inc }} V_{2} \xrightarrow{\varphi_{2}} \operatorname{image}\left(\varphi_{2}\right) \longrightarrow 0, \\
0 \longrightarrow \text { image }\left(\varphi_{2}\right) \xrightarrow{\text { inc }} V_{3} \xrightarrow{\varphi_{3}} \operatorname{image}\left(\varphi_{3}\right) \longrightarrow 0, \\
\vdots \\
0 \longrightarrow \operatorname{image}\left(\varphi_{n-2}\right) \xrightarrow{\text { inc }} V_{n-1} \xrightarrow{\varphi_{n-1}} \operatorname{image}\left(\varphi_{n-1}\right) \longrightarrow 0 .
\end{gathered}
$$

For $2 \leq j \leq n-1$, (5.68) gives

$$
-\operatorname{char}\left(\operatorname{image}\left(\varphi_{j-1}\right)\right)+\operatorname{char}\left(V_{j}\right)-\operatorname{char}\left(\operatorname{image}\left(\varphi_{j}\right)\right)=0 .
$$

Multiplying by $(-1)^{j}$ and summing, we obtain

$$
\begin{aligned}
& 0=-\operatorname{char}\left(\operatorname{image}\left(\varphi_{1}\right)\right)+\operatorname{char}\left(V_{2}\right)-\operatorname{char}\left(V_{3}\right) \\
& +\cdots+(-1)^{n-1} \operatorname{char}\left(V_{n-1}\right)+(-1)^{n} \operatorname{char}\left(\operatorname{image}\left(\varphi_{n-1}\right)\right) .
\end{aligned}
$$

Since $V_{1} \cong \operatorname{image}\left(\varphi_{1}\right)$ and $V_{n} \cong \operatorname{image}\left(\varphi_{n-1}\right)$, (5.69) follows.
Suppose that $V_{1}$ and $V_{2}$ are representations of $\mathfrak{g}$ having characters that are in $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$. Then $V_{1} \otimes V_{2}$, which is a representation under the definition (4.3), has a character, and

$$
\begin{equation*}
\left(V_{1} \otimes V_{2}\right)=\left(\operatorname{char}\left(V_{1}\right)\right)\left(\operatorname{char}\left(V_{2}\right)\right) . \tag{5.70}
\end{equation*}
$$

In fact, the tensor product of weight vectors is a weight vector, and we can form a basis of $V_{1} \otimes V_{2}$ from such tensor-product vectors. Hence (5.70) is an immediate consequence of (5.65).

The Weyl denominator is the member of $\mathbb{Z}\left[\mathfrak{h}^{*}\right]$ given by

$$
\begin{equation*}
d=e^{\delta} \prod_{\alpha \in \Delta^{+}}\left(1-e^{-\alpha}\right) . \tag{5.71}
\end{equation*}
$$

Define

$$
K=\sum_{\gamma \in Q^{+}} \mathcal{P}(\gamma) e^{-\gamma} .
$$

This is a member of $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$.

Lemma 5.72. In the ring $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle, K e^{-\delta} d=1$. Hence $d^{-1}$ exists in $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$.
Proof. From the definition in (5.71), we have

$$
\begin{equation*}
e^{-\delta} d=\prod_{\alpha \in \Delta^{+}}\left(1-e^{-\alpha}\right) \tag{5.73}
\end{equation*}
$$

Meanwhile

$$
\begin{equation*}
\prod_{\alpha \in \Delta^{+}}\left(1+e^{-\alpha}+e^{-2 \alpha}+\cdots\right)=\sum_{\gamma \in Q^{+}} \mathcal{P}(\gamma) e^{-\gamma}=K . \tag{5.74}
\end{equation*}
$$

Since $\left(1-e^{-\alpha}\right)\left(1+e^{-\alpha}+e^{-2 \alpha}+\cdots\right)=1$ for $\alpha$ positive, the lemma follows by multiplying (5.74) by (5.73).

Theorem 5.75 (Weyl Character Formula). Let $V$ be an irreducible finitedimensional representation of the complex semisimple Lie algebra $\mathfrak{g}$ with highest weight $\lambda$. Then

$$
\operatorname{char}(V)=d^{-1} \sum_{w \in W} \varepsilon(w) e^{w(\lambda+\delta)}
$$

REMARKS. We shall prove this theorem below after giving three lemmas. But first we deduce an alternative formulation of the theorem.

Corollary 5.76 (Weyl Denominator Formula).

$$
e^{\delta} \prod_{\alpha \in \Delta^{+}}\left(1-e^{-\alpha}\right)=\sum_{w \in W} \varepsilon(w) e^{w \delta} .
$$

Proof. Take $\lambda=0$ in Theorem 5.75. Then $V$ is the 1 -dimensional trivial representation, and $\operatorname{char}(V)=e^{0}=1$.

Theorem 5.77 (Weyl Character Formula, alternative formulation). Let $V$ be an irreducible finite-dimensional representation of the complex semisimple Lie algebra $\mathfrak{g}$ with highest weight $\lambda$. Then

$$
\left(\sum_{w \in W} \varepsilon(w) e^{w \delta}\right) \operatorname{char}(V)=\sum_{w \in W} \varepsilon(w) e^{w(\lambda+\delta)} .
$$

Proof. This follows by substituting the result of Corollary 5.76 into the formula of Theorem 5.75.

Lemma 5.78. If $\lambda$ in $\mathfrak{h}^{*}$ is dominant, then no $w \neq 1$ in $W$ fixes $\lambda+\delta$.
Proof. If $w \neq 1$ fixes $\lambda+\delta$, then Chevalley's Lemma in the form of Corollary 2.73 shows that some root $\alpha$ has $\langle\lambda+\delta, \alpha\rangle=0$. We may assume that $\alpha$ is positive. But then $\langle\lambda, \alpha\rangle \geq 0$ by dominance and $\langle\delta, \alpha\rangle>0$ by Proposition 2.69, and we have a contradiction.

Lemma 5.79. The Verma module $V(\lambda)$ has a character belonging to $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$, and $\operatorname{char}(V(\lambda))=d^{-1} e^{\lambda}$.

Proof. Formula (5.67) shows that

$$
\operatorname{char}(V(\lambda))=e^{\lambda-\delta} \sum_{\gamma \in Q^{+}} \mathcal{P}(\gamma) e^{-\gamma}=K e^{-\delta} e^{\lambda},
$$

and thus the result follows by substituting from Lemma 5.72.
Lemma 5.80. Let $\lambda_{0}$ be in $\mathfrak{h}^{*}$, and suppose that $M$ is a representation of $\mathfrak{g}$ such that
(i) $M$ has infinitesimal character $\lambda_{0}$ and
(ii) $M$ has a character belonging to $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$.

Let

$$
D_{M}=\left\{\lambda \in W \lambda_{0} \mid\left(\lambda-\delta+Q^{+}\right) \cap \text { support }(\operatorname{char}(M)) \neq \emptyset\right\} .
$$

Then $\operatorname{char}(M)$ is a finite $\mathbb{Z}$ linear combination of $\operatorname{char}(V(\lambda))$ for $\lambda$ in $D_{M}$.
REMARK. $D_{M}$ is a finite set, being a subset of an orbit of the finite group $W$.

Proof. We may assume that $M \neq 0$, and we proceed by induction on $\left|D_{M}\right|$. First assume that $\left|D_{M}\right|=0$. Since $M$ has a character belonging to $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle$, we can find $\mu$ in $\mathfrak{h}^{*}$ such that $\mu-\delta$ is a weight of $M$ but $\mu-\delta+q^{+}$ is not a weight of $M$ for any $q^{+} \neq 0$ in $Q^{+}$. Set $m=\operatorname{dim} M_{\mu-\delta}$. Since the root vectors for positive roots evidently annihilate $M_{\mu-\delta}$, the universal mapping property for Verma modules (Proposition 5.14c) shows that we can find a $U(\mathfrak{g})$ homomorphism $\varphi: V(\mu)^{m} \rightarrow M$ such that $\left(V(\mu)^{m}\right)_{\mu-\delta}$ maps one-one onto $M_{\mu-\delta}$. The infinitesimal character $\lambda_{0}$ of $M$ must match the infinitesimal character of $V(\mu)$, which is $\mu$ by Proposition 5.42. By Theorem 5.62, $\mu$ is in $W \lambda_{0}$. Then $\mu$ is in $D_{M}$, and $\left|D_{M}\right|=0$ is impossible. This completes the base case of the induction.

Now assume the result of the lemma for modules $N$ satisfying (i) and (ii) such that $D_{N}$ has fewer than $\left|D_{M}\right|$ members. Construct $\mu, m$, and $\varphi$ as above. Let $L$ be the kernel of $\varphi$, and put $N=M /$ image $\varphi$. Then

$$
0 \longrightarrow L \longrightarrow V(\mu)^{m} \xrightarrow{\varphi} M \xrightarrow{\psi} N \longrightarrow 0
$$

is an exact sequence of representations. By (5.68), $\operatorname{char}(L)$ and $\operatorname{char}(N)$ exist. Thus (5.69) gives

$$
\operatorname{char}(M)=-\operatorname{char}(L)+m \operatorname{char}(V(\mu))+\operatorname{char}(N) .
$$

Moreover $L$ and $N$ satisfy (i) and (ii). The induction will be complete if we show that $\left|D_{L}\right|<\left|D_{M}\right|$ and $\left|D_{N}\right|<\left|D_{M}\right|$.

In the case of $N$, we clearly have $D_{N} \subseteq D_{M}$. Since $\psi$ is onto, the equality $M_{\mu-\delta}=$ image $\varphi$ implies that $N_{\mu-\delta}=0$. Thus $\mu$ is not in $D_{N}$, and $\left|D_{N}\right|<\left|D_{M}\right|$.

In the case of $L$, if $\lambda$ is in $D_{L}$, then $\lambda-\delta+Q^{+}$has nonempty intersection with support $(\operatorname{char}(L))$ and hence with support $(\operatorname{char}(V(\mu)))$. Then $\mu-\delta$ is in $\lambda-\delta+Q^{+}$, and hence $\mu-\delta$ is a member of the intersection $\left(\lambda-\delta+Q^{+}\right) \cap$ support $(\operatorname{char}(M))$. That is, $\lambda$ is in $D_{M}$. Therefore $D_{L} \subseteq D_{M}$. But $\mu$ is not in $D_{L}$, and hence $\left|D_{L}\right|<\left|D_{M}\right|$. This completes the proof.

Proof of Theorem 5.75. By (5.43), $V$ has infinitesimal character $\lambda+\delta$. Lemma 5.80 applies to $V$ with $\lambda_{0}$ replaced by $\lambda+\delta$, and Lemma 5.79 allows us to conclude that

$$
\operatorname{char}(V)=d^{-1} \sum_{w \in W} c_{w} e^{w(\lambda+\delta)}
$$

for some unknown integers $c_{w}$. We rewrite this formula as

$$
\begin{equation*}
d \operatorname{char}(V)=\sum_{w \in W} c_{w} e^{w(\lambda+\delta)} \tag{5.81}
\end{equation*}
$$

Let us say that a member $f$ of $\mathbb{Z}\left[\mathfrak{h}^{*}\right]$ is even (under $W$ ) if $w f=f$ for all $w$ in $W$. It is odd if $w f=\varepsilon(w) f$ for all $w$ in $W$. Theorem 5.5e shows that $\operatorname{char}(V)$ is even. Let us see that $d$ is odd. In fact, we can write $d$ as

$$
\begin{equation*}
d=\prod_{\alpha \in \Delta^{+}}\left(e^{\alpha / 2}-e^{-\alpha / 2}\right) \tag{5.82}
\end{equation*}
$$

If we replace each $\alpha$ by $w \alpha$, we get the same factors on the right side of (5.82) except for minus signs, and the number of minus signs is the number
of positive roots $\alpha$ such that $w \alpha$ is negative. By (5.66) this product of minus signs is just $\varepsilon(w)$.

Consequently the left side of (5.81) is odd under $W$, and application of $w_{0}$ to both sides of (5.81) gives

$$
\begin{aligned}
\sum_{w \in W} c_{w} \varepsilon\left(w_{0}\right) e^{w(\lambda+\delta)} & =\varepsilon\left(w_{0}\right) d \operatorname{char}(V)=w_{0}(d \operatorname{char}(V)) \\
& =\sum_{w \in W} c_{w} e^{w_{0} w(\lambda+\delta)}=\sum_{w \in W} c_{w_{0}^{-1} w} e^{w(\lambda+\delta)}
\end{aligned}
$$

By Lemma 5.78 the two sides of this formula are equal term by term. Thus we have $c_{w_{0}^{-1} w}=c_{w} \varepsilon\left(w_{0}\right)$ for $w$ in $W$. Taking $w=1$ gives $c_{w_{0}^{-1}}=$ $c_{1} \varepsilon\left(w_{0}\right)=c_{1} \varepsilon\left(w_{0}^{-1}\right)$, and hence $c_{w_{0}}=c_{1} \varepsilon\left(w_{0}\right)$. Therefore

$$
d \operatorname{char}(V)=c_{1} \sum_{w \in W} \varepsilon(w) e^{w(\lambda+\delta)}
$$

Expanding the left side and taking Theorem 5.5 b into account, we see that the coefficient of $e^{\lambda+\delta}$ on the left side is 1 . Thus another application of Lemma 5.78 gives $c_{1}=1$.

Corollary 5.83 (Kostant Multiplicity Formula). Let $V$ be an irreducible finite-dimensional representation of the complex semisimple Lie algebra $\mathfrak{g}$ with highest weight $\lambda$. If $\mu$ is in $\mathfrak{h}^{*}$, then the multiplicity of $\mu$ as a weight of $V$ is

$$
\sum_{w \in W} \varepsilon(w) \mathcal{P}(w(\lambda+\delta)-(\mu+\delta)) .
$$

REMARK. By convention in this formula, $\mathcal{P}(\nu)=0$ if $v$ is not in $Q^{+}$.
Proof. Lemma 5.72 and Theorem 5.75 combine to give

$$
\begin{aligned}
\operatorname{char}(V) & =d^{-1}(d \operatorname{char}(V)) \\
& =\left(K e^{-\delta}\right)(d \operatorname{char}(V)) \\
& =\left(\sum_{\gamma \in Q^{+}} \mathcal{P}(\gamma) e^{-\delta-\gamma}\right)\left(\sum_{w \in W} \varepsilon(w) e^{w(\lambda+\delta)}\right) .
\end{aligned}
$$

Hence the required multiplicity is

$$
\sum_{\substack{\gamma \in Q^{+}, w \in W \\-\delta-\gamma+w(\lambda+\delta)=\mu}} \mathcal{P}(\gamma) \varepsilon(w)=\sum_{w \in W} \varepsilon(w) \mathcal{P}(w(\lambda+\delta)-\mu-\delta) .
$$

Theorem 5.84 (Weyl Dimension Formula). Let $V$ be an irreducible finite-dimensional representation of the complex semisimple Lie algebra $\mathfrak{g}$ with highest weight $\lambda$. Then

$$
\operatorname{dim} V=\frac{\prod_{\alpha \in \Delta^{+}}\langle\lambda+\delta, \alpha\rangle}{\prod_{\alpha \in \Delta^{+}}\langle\delta, \alpha\rangle} .
$$

Proof. For $H \in \mathfrak{h}^{*}$, we introduce the ring homomorphism called "evaluation at $H$," which is written $\epsilon_{H}: \mathbb{Z}\left[\mathfrak{h}^{*}\right] \rightarrow \mathbb{C}$ and is given by

$$
f=\sum f(\lambda) e^{\lambda} \mapsto \sum f(\lambda) e^{\lambda(H)} .
$$

Then $\operatorname{dim} V=\epsilon_{0}(\operatorname{char}(V))$. The idea is thus to apply $\epsilon_{0}$ to the Weyl Character Formula as given in Theorem 5.75 or Theorem 5.77. But a direct application will give $0 / 0$ for the value of $\epsilon_{0}(\operatorname{char}(V))$, and we have to proceed more carefully. In effect, we shall use a version of l'Hôpital's Rule.

For $f \in \mathbb{Z}\left[\mathfrak{h}^{*}\right]$ and $\varphi \in \mathfrak{h}^{*}$, we define

$$
\partial_{\varphi} f(H)=\left.\frac{d}{d r} f\left(H+r H_{\varphi}\right)\right|_{r=0} .
$$

Then

$$
\begin{equation*}
\partial_{\varphi} e^{\lambda(H)}=\left.\frac{d}{d r} e^{\lambda\left(H+r H_{\varphi}\right)}\right|_{r=0}=\langle\lambda, \varphi\rangle e^{\lambda(H)} . \tag{5.85}
\end{equation*}
$$

Consider any derivative $\partial_{\varphi_{1}} \cdots \partial_{\varphi_{n}}$ of order less than the number of positive roots, and apply it to the Weyl denominator (5.71), evaluating at $H$. We are then considering

$$
\partial_{\varphi_{1}} \cdots \partial_{\varphi_{n}}\left(e^{-\delta(H)} \prod_{\alpha \in \Delta^{+}}\left(e^{\alpha(H)}-1\right)\right) .
$$

Each $\partial_{\varphi_{j}}$ operates by the product rule and differentiates one factor, leaving the others alone. Thus each term in the derivative has an undifferentiated $e^{\alpha(H)}-1$ and will give 0 when evaluated at $H=0$.

We apply $\prod_{\alpha \in \Delta^{+}} \partial_{\alpha}$ to both sides of the identity given by the Weyl Character Formula

$$
d \operatorname{char}(V)=\sum_{w \in W} \varepsilon(w) e^{w(\lambda+\delta)} .
$$

Then we evaluate at $H=0$. The result on the left side comes from the Leibniz rule and involves many terms, but all of them give 0 (according to the previous paragraph) except the one that comes from applying all the derivatives to $d$ and evaluating the other factor at $H=0$. Thus we obtain

$$
\left(\left(\prod_{\alpha \in \Delta^{+}} \partial_{\alpha}\right) d(H)\right)(0) \operatorname{dim} V=\left(\left(\prod_{\alpha \in \Delta^{+}} \partial_{\alpha}\right) \sum_{w \in W} \varepsilon(w) e^{w(\lambda+\delta)(H)}\right)(0)
$$

By Corollary 5.76 we can rewrite this formula as

$$
\begin{align*}
&\left(\left(\prod_{\alpha \in \Delta^{+}} \partial_{\alpha}\right) \sum_{w \in W} \varepsilon(w) e^{(w \delta)(H)}\right)(0) \operatorname{dim} V  \tag{5.86}\\
&=\left(\left(\prod_{\alpha \in \Delta^{+}} \partial_{\alpha}\right) \sum_{w \in W} \varepsilon(w) e^{w(\lambda+\delta)(H)}\right)(0) .
\end{align*}
$$

We calculate

$$
\begin{array}{rlr}
\left(\prod_{\alpha \in \Delta^{+}} \partial_{\alpha}\right) & \left(\sum_{w \in W} \varepsilon(w) e^{w(\lambda+\delta)(H)}\right) \\
& =\sum_{w \in W} \varepsilon(w) \prod_{\alpha \in \Delta^{+}}\langle w(\lambda+\delta), \alpha\rangle e^{w(\lambda+\delta)(H)} \quad \text { by (5.85) } \\
& =\sum_{w \in W} \varepsilon\left(w^{-1}\right) \prod_{\alpha \in \Delta^{+}}\left\langle\lambda+\delta, w^{-1} \alpha\right\rangle e^{w(\lambda+\delta)(H)} \\
& =\sum_{w \in W} \prod_{\alpha \in \Delta^{+}}\langle\lambda+\delta, \alpha\rangle e^{w(\lambda+\delta)(H)} & \text { by (5.66) } \\
& =\left(\prod_{\alpha \in \Delta^{+}}\langle\lambda+\delta, \alpha\rangle\right) \sum_{w \in W} e^{w(\lambda+\delta)(H)} . \tag{5.87}
\end{array}
$$

When $\lambda=0$, (5.87) has a nonzero limit as $H$ tends to 0 by Proposition 2.69. Therefore we can evaluate $\operatorname{dim} V$ from (5.86) by taking the quotient with $H$ in place and then letting $H$ tend to 0 . By (5.87) the result is the formula of the theorem.

The Weyl Dimension Formula provides a convenient tool for deciding irreducibility. Let $\varphi$ be a finite-dimensional representation of $\mathfrak{g}$, and suppose that $\lambda$ is the highest weight of $\varphi$. Theorem 5.29 shows that $\varphi$ is completely reducible, and one of the irreducible summands must have $\lambda$ as highest weight. Call this summand $\varphi_{\lambda}$. Theorem 5.84 allows us to compute $\operatorname{dim} \varphi_{\lambda}$. Then it follows that $\varphi$ is irreducible if and only if $\operatorname{dim} \varphi$ matches the value of $\operatorname{dim} \varphi_{\lambda}$ given by Theorem 5.84.

Example. With $\mathfrak{g}=\mathfrak{s l}(n, \mathbb{C})$, let $\varphi$ be the representation on the space consisting of all holomorphic polynomials in $z_{1}, \ldots, z_{n}$ homogeneous of degree $N$. We shall prove that this representation is irreducible. From the first example in §2, we know that this representation has highest weight $-N e_{n}$. Its dimension is $\binom{N+n-1}{N}$, the number of ways of labeling $n-1$ of $N+n-1$ objects as dividers and the others as monomials $z_{j}$. To check that $\varphi$ is irreducible, it is enough to see from the Weyl Dimension Formula that the irreducible representation $\varphi_{-N e_{n}}$ with highest weight $\lambda=-N e_{n}$ has dimension $\binom{N+n-1}{N}$. Easy calculation gives

$$
\delta=\frac{1}{2}(n-1) e_{1}+\frac{1}{2}(n-3) e_{2}+\cdots+\frac{1}{2}(1-n) e_{n} .
$$

A quotient $\frac{\langle\lambda+\delta, \alpha\rangle}{\langle\delta, \alpha\rangle}$ will be 1 unless $\langle\lambda, \alpha\rangle \neq 0$. Therefore
$\operatorname{dim} \varphi_{-N e_{n}}=\prod_{j=1}^{n-1} \frac{\left\langle-N e_{n}+\delta, e_{j}-e_{n}\right\rangle}{\left\langle\delta, e_{j}-e_{n}\right\rangle}=\prod_{j=1}^{n-1} \frac{N+n-j}{n-j}=\binom{N+n-1}{N}$,
as required.

## 7. Parabolic Subalgebras

Let $\mathfrak{g}$ be a complex semisimple Lie algebra, and let $\mathfrak{h}, \Delta=\Delta(\mathfrak{g}, \mathfrak{h})$, and $B$ be as in $\S 2$. A Borel subalgebra of $\mathfrak{g}$ is a subalgebra $\mathfrak{b}=\mathfrak{h} \oplus \mathfrak{n}$, where $\mathfrak{n}=\bigoplus_{\alpha \in \Delta^{+}} \mathfrak{g}_{\alpha}$ for some positive system $\Delta^{+}$within $\Delta$. Any subalgebra $\mathfrak{q}$ of $\mathfrak{g}$ containing a Borel subalgebra is called a parabolic subalgebra of $\mathfrak{g}$. Our goal in this section is to classify parabolic subalgebras and to relate them to finite-dimensional representations of $\mathfrak{g}$.

We regard $\mathfrak{h}$ and $\mathfrak{n}$ as fixed in our discussion, and we study only parabolic subalgebras $\mathfrak{q}$ that contain $\mathfrak{b}=\mathfrak{h} \oplus \mathfrak{n}$. Let $\Pi$ be the simple system determining $\Delta^{+}$and $\mathfrak{n}$, and define $\mathfrak{n}^{-}$as in (5.8). Since $\mathfrak{q} \supseteq \mathfrak{h}$ and since the root spaces are 1-dimensional, $\mathfrak{q}$ is necessarily of the form

$$
\begin{equation*}
\mathfrak{q}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \Gamma} \mathfrak{g}_{\alpha}, \tag{5.88}
\end{equation*}
$$

where $\Gamma$ is a subset of $\Delta(\mathfrak{g}, \mathfrak{h})$ containing $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$. The extreme cases are $\mathfrak{q}=\mathfrak{b}\left(\right.$ with $\left.\Gamma=\Delta^{+}(\mathfrak{g}, \mathfrak{h})\right)$ and $\mathfrak{q}=\mathfrak{g}($ with $\Gamma=\Delta(\mathfrak{g}, \mathfrak{h})$ ).

To obtain further examples of parabolic subalgebras, we fix a subset $\Pi^{\prime}$ of the set $\Pi$ of simple roots and let

$$
\begin{equation*}
\Gamma=\Delta^{+}(\mathfrak{g}, \mathfrak{h}) \cup\left\{\alpha \in \Delta(\mathfrak{g}, \mathfrak{h}) \mid \alpha \in \operatorname{span}\left(\Pi^{\prime}\right)\right\} . \tag{5.89}
\end{equation*}
$$

Then (5.88) is a parabolic subalgebra containing the given Borel subalgebra $\mathfrak{b}$. (Closure under brackets follows from the fact that if $\alpha$ and $\beta$ are in $\Gamma$ and if $\alpha+\beta$ is a root, then $\alpha+\beta$ is in $\Gamma$; this fact is an immediate consequence of Proposition 2.49.) All examples are of this form, according to Proposition 5.90 below. With $\Gamma$ as in (5.88), define $-\Gamma$ to be the set of negatives of the members of $\Gamma$.

Proposition 5.90. The parabolic subalgebras $\mathfrak{q}$ containing $\mathfrak{b}$ are parametrized by the set of subsets of simple roots; the one corresponding to a subset $\Pi^{\prime}$ is of the form (5.88) with $\Gamma$ as in (5.89).

Proof. If $\mathfrak{q}$ is given, we define $\Gamma(\mathfrak{q})$ to be the $\Gamma$ in (5.88), and we define $\Pi^{\prime}(\mathfrak{q})$ to be the set of simple roots in the linear span of $\Gamma(\mathfrak{q}) \cap-\Gamma(\mathfrak{q})$. Then $\mathfrak{q} \mapsto \Pi^{\prime}(\mathfrak{q})$ is a map from parabolic subalgebras $\mathfrak{q}$ containing $\mathfrak{b}$ to subsets of simple roots. In the reverse direction, if $\Pi^{\prime}$ is given, we define $\Gamma\left(\Pi^{\prime}\right)$ to be the $\Gamma$ in (5.89), and then $\mathfrak{q}\left(\Pi^{\prime}\right)$ is defined by means of (5.88). We have seen that $\mathfrak{q}\left(\Pi^{\prime}\right)$ is a subalgebra, and thus $\Pi^{\prime} \mapsto \mathfrak{q}\left(\Pi^{\prime}\right)$ is a map from subsets of simple roots to parabolic subalgebras containing $\mathfrak{b}$.

To complete the proof we have to show that these two maps are inverse to one another. To see that $\Pi^{\prime}\left(\mathfrak{q}\left(\Pi^{\prime}\right)\right)=\Pi^{\prime}$, we observe that

$$
\left\{\alpha \in \Delta(\mathfrak{g}, \mathfrak{h}) \mid \alpha \in \operatorname{span}\left(\Pi^{\prime}\right)\right\}
$$

is closed under negatives. Therefore (5.89) gives

$$
\begin{aligned}
\Gamma\left(\Pi^{\prime}\right) \cap-\Gamma\left(\Pi^{\prime}\right)= & \left(\Delta^{+}(\mathfrak{g}, \mathfrak{h}) \cup\left\{\alpha \in \Delta(\mathfrak{g}, \mathfrak{h}) \mid \alpha \in \operatorname{span}\left(\Pi^{\prime}\right)\right\}\right) \\
& \cap\left(-\Delta^{+}(\mathfrak{g}, \mathfrak{h}) \cup\left\{\alpha \in \Delta(\mathfrak{g}, \mathfrak{h}) \mid \alpha \in \operatorname{span}\left(\Pi^{\prime}\right)\right\}\right) \\
= & \left(\Delta^{+}(\mathfrak{g}, \mathfrak{h}) \cap-\Delta^{+}(\mathfrak{g}, \mathfrak{h})\right) \\
& \cup\left\{\alpha \in \Delta(\mathfrak{g}, \mathfrak{h}) \mid \alpha \in \operatorname{span}\left(\Pi^{\prime}\right)\right\} \\
= & \left\{\alpha \in \Delta(\mathfrak{g}, \mathfrak{h}) \mid \alpha \in \operatorname{span}\left(\Pi^{\prime}\right)\right\} .
\end{aligned}
$$

The simple roots in the span of the right side are the members of $\Pi^{\prime}$, by the independence in Proposition 2.49, and it follows that $\Pi^{\prime}\left(\mathfrak{q}\left(\Pi^{\prime}\right)\right)=\Pi^{\prime}$.

To see that $\mathfrak{q}\left(\Pi^{\prime}(\mathfrak{q})\right)=\mathfrak{q}$, we are to show that $\Gamma\left(\Pi^{\prime}(\mathfrak{q})\right)=\Gamma(\mathfrak{q})$. Since $\Delta^{+}(\mathfrak{g}, \mathfrak{h}) \subseteq \Gamma(\mathfrak{q})$, the inclusion $\Gamma\left(\Pi^{\prime}(\mathfrak{q})\right) \subseteq \Gamma(\mathfrak{q})$ will follow if we show that

$$
\begin{equation*}
\left\{\alpha \in \Delta(\mathfrak{g}, \mathfrak{h}) \mid \alpha \in \operatorname{span}\left(\Pi^{\prime}(\mathfrak{q})\right)\right\} \subseteq \Gamma(\mathfrak{q}) . \tag{5.91}
\end{equation*}
$$

Since $\Gamma(\mathfrak{q})=\Delta^{+}(\mathfrak{g}, \mathfrak{h}) \cup(\Gamma(\mathfrak{q}) \cap-\Gamma(\mathfrak{q}))$, the inclusion $\Gamma\left(\Pi^{\prime}(\mathfrak{q})\right) \supseteq \Gamma(\mathfrak{q})$ will follow if we show that

$$
\begin{equation*}
\Gamma(\mathfrak{q}) \cap-\Gamma(\mathfrak{q}) \subseteq \Gamma\left(\Pi^{\prime}(\mathfrak{q})\right) . \tag{5.92}
\end{equation*}
$$

Let us first prove (5.91). The positive members of the left side of (5.91) are elements of the right side since $\mathfrak{b} \subseteq \mathfrak{q}$. Any negative root in the left side is a negative-integer combination of members of $\Pi^{\prime}(\mathfrak{q})$ by Proposition 2.49. Let $-\alpha$ be such a root, and expand $\alpha$ in terms of the simple roots $\Pi=\left\{\alpha_{i}\right\}_{i=1}^{l}$ as $\alpha=\sum_{i} n_{i} \alpha_{i}$. We prove by induction on the level $\sum n_{i}$ that a nonzero root vector $E_{-\alpha}$ for $-\alpha$ is in $\mathfrak{q}$. When the level is 1, this assertion is just the definition of $\Pi^{\prime}(\mathfrak{q})$. When the level of $\alpha$ is $>1$, we can choose positive roots $\beta$ and $\gamma$ with $\alpha=\beta+\gamma$. Then $\beta$ and $\gamma$ are positive integer combinations of members of $\Pi^{\prime}(\mathfrak{q})$. By inductive hypothesis, $-\beta$ and $-\gamma$ are in $\Gamma(\mathfrak{q})$. Hence the corresponding root vectors $E_{-\beta}$ and $E_{-\gamma}$ are in $\mathfrak{q}$. By Corollary $2.35,\left[E_{-\beta}, E_{-\gamma}\right]$ is a nonzero root vector for $-\alpha$. Since $\mathfrak{q}$ is a subalgebra, $-\alpha$ must be in $\Gamma(\mathfrak{q})$. This proves (5.91).

Finally let us prove (5.92). Let $-\alpha$ be a negative root in $\Gamma(\mathfrak{q})$, and expand $\alpha$ in terms of simple roots as $\alpha=\sum_{i} n_{i} \alpha_{i}$. The assertion is that each $\alpha_{i}$ for which $n_{i}>0$ is in $\Pi^{\prime}(\mathfrak{q})$, i.e., has $-\alpha_{i} \in \Gamma(\mathfrak{q})$. We prove this assertion by induction on the level $\sum n_{i}$, the case of level 1 being trivial. If the level of $\alpha$ is $>1$, then $\alpha=\beta+\gamma$ with $\beta$ and $\gamma$ in $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$. The root vectors $E_{-\alpha}$ and $E_{\beta}$ are in $\mathfrak{q}$, and hence so is their bracket, which is a nonzero multiple of $E_{-\gamma}$ by Corollary 2.35. Similarly $E_{-\alpha}$ and $E_{\gamma}$ are in $\mathfrak{q}$, and hence so is $E_{-\beta}$. Thus $-\gamma$ and $-\beta$ are in $\Gamma(\mathfrak{q})$. By induction the constituent simple roots of $\beta$ and $\gamma$ are in $\Pi^{\prime}(\mathfrak{q})$, and thus the same thing is true of $\alpha$. This proves (5.92) and completes the proof of the proposition.

Now define

$$
\begin{equation*}
\mathfrak{l}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \Gamma \cap-\Gamma} \mathfrak{g}_{\alpha} \quad \text { and } \quad \mathfrak{u}=\bigoplus_{\substack{\alpha \in \Gamma \\ \alpha \notin-\Gamma}} \mathfrak{g}_{\alpha} \tag{5.93a}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathfrak{q}=\mathfrak{l} \oplus \mathfrak{u} \tag{5.93b}
\end{equation*}
$$

Corollary 5.94. Relative to a parabolic subalgebra $\mathfrak{q}$ containing $\mathfrak{b}$,
(a) $\mathfrak{l}$ and $\mathfrak{u}$ are subalgebras of $\mathfrak{q}$, and $\mathfrak{u}$ is an ideal in $\mathfrak{q}$,
(b) $\mathfrak{u}$ is nilpotent,
(c) $\mathfrak{l}$ is reductive with center $\mathfrak{h}^{\prime \prime}=\bigcap_{\alpha \in \Gamma \cap-\Gamma} \operatorname{ker} \alpha \subseteq \mathfrak{h}$ and with semisimple part $\mathfrak{l}_{s s}$ having root-space decomposition

$$
\mathfrak{l}_{s s}=\mathfrak{h}^{\prime} \oplus \bigoplus_{\alpha \in \Gamma \cap-\Gamma} \mathfrak{g}_{\alpha},
$$

where $\mathfrak{h}^{\prime}=\sum_{\alpha \in \Gamma \cap-\Gamma} \mathbb{C} H_{\alpha}$.
Proof. By Proposition 5.90 let $\mathfrak{q}$ be built from $\Pi^{\prime}$ by means of (5.89) and (5.88). Then (a) is clear. In (b), we have $\mathfrak{u} \subseteq \mathfrak{n}$, and hence $\mathfrak{u}$ is nilpotent.

Let us prove (c). Let $\mathfrak{h}_{0}$ be the real form of $\mathfrak{h}$ on which all roots are real valued. Then $\mathfrak{h}_{0}^{\prime}=\mathfrak{h}_{0} \cap \mathfrak{h}^{\prime}$ and $\mathfrak{h}_{0}^{\prime \prime}=\mathfrak{h}_{0} \cap \mathfrak{h}^{\prime \prime}$ are real forms of $\mathfrak{h}^{\prime}$ and $\mathfrak{h}^{\prime \prime}$, respectively. The form $B$ for $\mathfrak{g}$ has $\left.B\right|_{\mathfrak{h}_{0} \times \mathfrak{h}_{0}}$ positive definite, and it is clear that $\mathfrak{h}_{0}^{\prime}$ and $\mathfrak{h}_{0}^{\prime \prime}$ are orthogonal complements of each other. Therefore $\mathfrak{h}_{0}=\mathfrak{h}_{0}^{\prime} \oplus \mathfrak{h}_{0}^{\prime \prime}$ and $\mathfrak{h}=\mathfrak{h}^{\prime} \oplus \mathfrak{h}^{\prime \prime}$. Thus with $\mathfrak{l}_{s s}$ defined as in the statement of (c), $\mathfrak{l}=\mathfrak{h}^{\prime \prime} \oplus \mathfrak{l}_{s s}$. Moreover it is clear that $\mathfrak{h}^{\prime \prime}$ and $\mathfrak{l}_{s s}$ are ideals in $\mathfrak{l}$ and that $\mathfrak{h}^{\prime \prime}$ is contained in the center. To complete the proof, it is enough to show that $\mathfrak{l}_{s s}$ is semisimple.

Thus let $B^{\prime}$ be the Killing form of $\mathfrak{l}_{s s}$. Relative to $B^{\prime}, \mathfrak{h}^{\prime}$ is orthogonal to each $\mathfrak{g}_{\alpha}$ in $\mathfrak{l}$, and each $\mathfrak{g}_{\alpha}$ in $\mathfrak{l}$ is orthogonal to all $\mathfrak{g}_{\beta}$ in $\mathfrak{l}$ except $\mathfrak{g}_{-\alpha}$. For $\alpha \in \Gamma \cap-\Gamma$, choose root vectors $E_{\alpha}$ and $E_{-\alpha}$ with $B\left(E_{\alpha}, E_{-\alpha}\right)=1$, so that $\left[E_{\alpha}, E_{-\alpha}\right]=H_{\alpha}$. We shall show that $B^{\prime}\left(E_{\alpha}, E_{-\alpha}\right)>0$ and that $B^{\prime}$ is positive definite on $\mathfrak{h}_{0}^{\prime} \times \mathfrak{h}_{0}^{\prime}$. Then it follows that $B^{\prime}$ is nondegenerate, and $\mathfrak{l}_{s s}$ is semisimple by Cartan's Criterion for Semisimplicity (Theorem 1.45).

In considering $B^{\prime}\left(E_{\alpha}, E_{-\alpha}\right)$, we observe from Corollary 2.37 that $\operatorname{ad} E_{\alpha}$ ad $E_{-\alpha}$ acts with eigenvalue $\geq 0$ on any $\mathfrak{g}_{\beta}$. On $H \in \mathfrak{h}$, it gives $\alpha(H) H_{\alpha}$, which is a positive multiple of $H_{\alpha}$ if $H=H_{\alpha}$ and is 0 if $H$ is in $\operatorname{ker} \alpha$. Thus ad $E_{\alpha}$ ad $E_{-\alpha}$ has trace $>0$ on $\mathfrak{h}$ and trace $\geq 0$ on each $\mathfrak{g}_{\beta}$. Consequently $B^{\prime}\left(E_{\alpha}, E_{-\alpha}\right)>0$.

If $H$ is in $\mathfrak{h}_{0}^{\prime}$, then $B^{\prime}(H, H)=\sum_{\alpha \in \Gamma \cap-\Gamma} \alpha(H)^{2}$, and each term is $\geq 0$. To get 0 , we must have $\alpha(H)=0$ for all $\alpha \in \Gamma \cap-\Gamma$. This condition forces $H$ to be in $\mathfrak{h}^{\prime \prime}$. Since $\mathfrak{h}^{\prime} \cap \mathfrak{h}^{\prime \prime}=0$, we find that $H=0$. Consequently $B^{\prime}$ is positive definite on $\mathfrak{h}_{0}^{\prime} \times \mathfrak{h}_{0}^{\prime}$, as asserted.

In the decomposition (5.93) of $\mathfrak{q}, \mathfrak{l}$ is called the Levi factor and $\mathfrak{u}$ is called the nilpotent radical. The nilpotent radical can be characterized solely in terms of $\mathfrak{q}$ as the radical of the symmetric bilinear form $\left.B\right|_{\mathfrak{q} \times \mathfrak{q}}$, where $B$ is the invariant form for $\mathfrak{g}$. But the Levi factor $\mathfrak{l}$ depends on $\mathfrak{h}$ as well as $\mathfrak{q}$.

Define

$$
\begin{equation*}
\mathfrak{u}^{-}=\bigoplus_{\substack{\alpha \in \Gamma_{j} \\ \alpha \notin-\Gamma}} \mathfrak{g}_{-\alpha} . \tag{5.95a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{q}^{-}=\mathfrak{l} \oplus \mathfrak{u}^{-} \tag{5.95b}
\end{equation*}
$$

(The subalgebra $\mathfrak{q}^{-}$is a parabolic subalgebra containing the Borel subalgebra $\mathfrak{b}^{-}=\mathfrak{h} \oplus \mathfrak{n}^{-}$.) Then we have the important identities

$$
\begin{equation*}
\mathfrak{l}=\mathfrak{q} \cap \mathfrak{q}^{-} \tag{5.96}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{u}^{-} \oplus \mathfrak{l} \oplus \mathfrak{u} \tag{5.97}
\end{equation*}
$$

Now we shall examine parabolic subalgebras in terms of centralizers and eigenvalues. We begin with some notation. In the background will be our Cartan subalgebra $\mathfrak{h}$ and the Borel subalgebra $\mathfrak{b}$. We suppose that $V$ is a finite-dimensional completely reducible representation of $\mathfrak{h}$, and we denote by $\Delta(V)$ the set of weights of $\mathfrak{h}$ in $V$. Some examples are

$$
\begin{aligned}
\Delta(\mathfrak{g}) & =\Delta(\mathfrak{g}, \mathfrak{h}) \cup\{0\} \\
\Delta(\mathfrak{n}) & =\Delta^{+}(\mathfrak{g}, \mathfrak{h}) \\
\Delta(\mathfrak{q}) & =\Gamma \cup\{0\} \\
\Delta(\mathfrak{l}) & =(\Gamma \cap-\Gamma) \cup\{0\} \\
\Delta(\mathfrak{u}) & =\{\alpha \in \Gamma \mid-\alpha \notin \Gamma\} .
\end{aligned}
$$

For each weight $\omega \in \Delta(V)$, let $m_{\omega}$ be the multiplicity of $\omega$. We define

$$
\begin{equation*}
\delta(V)=\frac{1}{2} \sum_{\omega \in \Delta(V)} m_{\omega} \omega, \tag{5.98}
\end{equation*}
$$

half the sum of the weights with multiplicities counted. An example is that $\delta(\mathfrak{n})=\delta$, with $\delta$ defined as in $\S I I .6$ and again in (5.8). The following result generalizes Proposition 2.69.

Proposition 5.99. Let $V$ be a finite-dimensional representation of $\mathfrak{g}$, and let $\Lambda$ be a subset of $\Delta(V)$. Suppose that $\alpha$ is a root such that $\lambda \in \Lambda$ and $\alpha+\lambda \in \Delta(V)$ together imply $\alpha+\lambda \in \Lambda$. Then $\left\langle\sum_{\lambda \in \Lambda} m_{\lambda} \lambda, \alpha\right\rangle \geq 0$. Strict inequality holds when the representation is the adjoint representation of $\mathfrak{g}$ on $V=\mathfrak{g}$ and $\alpha$ is in $\Lambda$ and $-\alpha$ is not in $\Lambda$.

Proof. Theorem 5.29 shows that $V$ is completely reducible. If $E_{\alpha}$ and $E_{-\alpha}$ denote nonzero root vectors for $\alpha$ and $-\alpha, V$ is therefore completely reducible under $\mathfrak{h}+\operatorname{span}\left\{H_{\alpha}, E_{\alpha}, E_{-\alpha}\right\}$. Let $\lambda$ be in $\Lambda$, and suppose that $\langle\lambda, \alpha\rangle<0$. Then the theory for $\mathfrak{s l}(2, \mathbb{C})$ shows that $\lambda, \lambda+\alpha, \ldots, s_{\alpha} \lambda$ are in $\Delta(V)$, and the hypothesis forces all of these weights to be in $\Lambda$. In particular $s_{\alpha} \lambda$ is in $\Lambda$. Theorem 5.5 e says that $m_{\lambda}=m_{s_{\alpha} \lambda}$. Therefore

$$
\sum_{\lambda \in \Lambda} m_{\lambda} \lambda=\sum_{\substack{\lambda \in \Lambda,\langle\lambda, \alpha\rangle<0}} m_{\lambda}\left(\lambda+s_{\alpha} \lambda\right)+\sum_{\substack{\lambda \in \Lambda,\langle\lambda, \alpha\rangle=0}} m_{\lambda} \lambda+\sum_{\substack{\left.\lambda \in \Lambda, s_{2} \lambda \neq \wedge,\langle\lambda, \alpha\rangle\right\rangle 0}} m_{\lambda} \lambda .
$$

The inner product of $\alpha$ with the first two sums on the right is 0 , and the inner product of $\alpha$ with the third sum is term-by-term positive. This proves the first assertion. In the case of the adjoint representation, if $\alpha \in \Lambda$ and $-\alpha \notin \Lambda$, then $\alpha$ occurs in the third sum and gives a positive inner product. This proves the second assertion.

Corollary 5.100. Let $\mathfrak{q}$ be a parabolic subalgebra containing $\mathfrak{b}$. If $\alpha$ is in $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$, then

$$
\langle\delta(\mathfrak{u}), \alpha\rangle \quad \text { is } \quad \begin{cases}=0 & \text { if } \alpha \in \Delta(\mathfrak{l}, \mathfrak{h}) \\ >0 & \text { if } \alpha \in \Delta(\mathfrak{u}) .\end{cases}
$$

Proof. In Proposition 5.99 let $V=\mathfrak{g}$ and $\Lambda=\Delta(\mathfrak{u})$. If $\alpha$ is in $\Delta(\mathfrak{l}, \mathfrak{h})$, the proposition applies to $\alpha$ and $-\alpha$ and gives $\langle\delta(\mathfrak{u}), \alpha\rangle=0$. If $\alpha$ is in $\Delta(\mathfrak{u})$, then $-\alpha$ is not in $\Lambda$ and the proposition gives $\langle\delta(\mathfrak{u}), \alpha\rangle>0$.

Corollary 5.101. Let $\mathfrak{q}=\mathfrak{l} \oplus \mathfrak{u}$ be a parabolic subalgebra containing $\mathfrak{b}$. Then the element $H=H_{\delta(u)}$ of $\mathfrak{h}$ has the property that all roots are real valued on $H$ and

$$
\begin{aligned}
\mathfrak{u} & =\text { sum of eigenspaces of ad } H \text { for positive eigenvalues } \\
\mathfrak{l} & =Z_{\mathfrak{g}}(H)=\text { eigenspace of ad } H \text { for eigenvalue } 0 \\
\mathfrak{u}^{-} & =\text {sum of eigenspaces of ad } H \text { for negative eigenvalues. }
\end{aligned}
$$

Proof. This is immediate from Corollary 5.100.

We are ready to examine the role of parabolic subalgebras in finitedimensional representations. The idea is to obtain a generalization of the Theorem of the Highest Weight (Theorem 5.5) in which $\mathfrak{h}$ and $\mathfrak{n}$ get replaced by $\mathfrak{l}$ and $\mathfrak{u}$.

The Levi factor $\mathfrak{l}$ of a parabolic subalgebra $\mathfrak{q}$ containing $\mathfrak{b}$ is reductive by Corollary 5.94 c , but it is usually not semisimple. In the representations that we shall study, $\mathfrak{h}$ will act completely reducibly, and hence the subalgebra $\mathfrak{h}^{\prime \prime}$ in that corollary will act completely reducibly. Each simultaneous eigenspace of $\mathfrak{h}^{\prime \prime}$ will give a representation of $l_{s s}$, which will be completely reducible by Theorem 5.29. We summarize these remarks as follows.

Proposition 5.102. Let $\mathfrak{q}$ be a parabolic subalgebra containing $\mathfrak{b}$. In any finite-dimensional representation of $\mathfrak{l}$ for which $\mathfrak{h}$ acts completely reducibly, $\mathfrak{l}$ acts completely reducibly. This happens in particular when the action of a representation of $\mathfrak{g}$ is restricted to $\mathfrak{l}$.

Each irreducible constituent from Proposition 5.102 consists of a scalar action by $\mathfrak{h}^{\prime \prime}$ and an irreducible representation of $\mathfrak{l}_{s s}$, and the Theorem of the Highest Weight (Theorem 5.5) is applicable for the latter. Reassembling matters, we see that we can treat $\mathfrak{h}$ as a Cartan subalgebra of $\mathfrak{l}$ and treat $\Gamma \cap-\Gamma$ as the root system $\Delta(\mathfrak{l}, \mathfrak{h})$. The Theorem of the Highest Weight may then be reinterpreted as valid for $\mathfrak{l}$. Even though $\mathfrak{l}$ is merely reductive, we shall work with $\mathfrak{l}$ in this fashion without further special comment.

Let a finite-dimensional representation of $\mathfrak{g}$ be given on a space $V$, and fix a parabolic subalgebra $\mathfrak{q}=\mathfrak{l} \oplus \mathfrak{u}$ containing $\mathfrak{b}$. The key tool for our investigation will be the subspace of $\mathfrak{u}$ invariants given by

$$
V^{\mathfrak{u}}=\{v \in V \mid X v=0 \text { for all } X \in \mathfrak{u}\} .
$$

This subspace carries a representation of $\mathfrak{l}$ since $H \in \mathfrak{l}, v \in V^{\mathfrak{u}}$, and $X \in \mathfrak{u}$ imply

$$
X(H v)=H(X v)+[X, H] v=0+0=0
$$

by Corollary 5.94 a. By Corollary 5.31 c the representation of $\mathfrak{l}$ on $V^{u}$ is determined up to equivalence by the representation of $\mathfrak{h}$ on the space of $\mathfrak{l} \cap \mathfrak{n}$ invariants. But

$$
\begin{equation*}
\left(V^{u}\right)^{\mathrm{I} \cap \mathfrak{n}}=V^{u \oplus(\cap \cap \mathfrak{n})}=V^{\mathfrak{n}}, \tag{5.103}
\end{equation*}
$$

and the right side is given by the Theorem of the Highest Weight for $\mathfrak{g}$. This fact allows us to treat the representation of $\mathfrak{l}$ on $V^{u}$ as a generalization of the highest weight of the representation of $\mathfrak{g}$ on $V$.

Theorem 5.104. Let $\mathfrak{g}$ be a complex semisimple Lie algebra, let $\mathfrak{h}$ be a Cartan subalgebra, let $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ be a positive system for the set of roots, and define $\mathfrak{n}$ by (5.8). Let $\mathfrak{q}=\mathfrak{l} \oplus \mathfrak{u}$ be a parabolic subalgebra containing the Borel subalgebra $\mathfrak{b}=\mathfrak{h} \oplus \mathfrak{n}$.
(a) If an irreducible finite-dimensional representation of $\mathfrak{g}$ is given on $V$, then the corresponding representation of $\mathfrak{l}$ on $V^{u}$ is irreducible. The highest weight of this representation of $\mathfrak{l}$ matches the highest weight of $V$ and is therefore algebraically integral and dominant for $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$.
(b) If irreducible finite-dimensional representations of $\mathfrak{g}$ are given on $V_{1}$ and $V_{2}$ such that the associated irreducible representations of $\mathfrak{l}$ on $V_{1}^{u}$ and $V_{2}^{u}$ are equivalent, then $V_{1}$ and $V_{2}$ are equivalent.
(c) If an irreducible finite-dimensional representation of $\mathfrak{l}$ on $M$ is given whose highest weight is algebraically integral and dominant for $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$, then there exists an irreducible finite-dimensional representation of $\mathfrak{g}$ on a space $V$ such that $V^{u} \cong M$ as representations of $\mathfrak{l}$.

## Proof.

(a) By (5.103), ( $\left.V^{u}\right)^{\mathfrak{n n}}=V^{\mathfrak{n}}$. Parts (b) and (c) of Theorem 5.5 for $\mathfrak{g}$ say that $V^{\mathfrak{n}}$ is 1 -dimensional. Hence the space of $\mathfrak{l} \cap \mathfrak{n}$ invariants for $V^{u}$ is 1 -dimensional. Since $V^{u}$ is completely reducible under $l$ by Proposition 5.102, Theorem 5.5 c for $\mathfrak{l}$ shows that $V^{\mathfrak{u}}$ is irreducible under $\mathfrak{l}$. If $\lambda$ is the highest weight of $V$ under $\mathfrak{g}$, then $\lambda$ is the highest weight of $V^{\mathfrak{u}}$ under $\mathfrak{l}$ since $V_{\lambda}=V^{\mathfrak{n}} \subseteq V^{u}$. Then $\lambda$ is algebraically integral and dominant for $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ by Theorem 5.5 for $\mathfrak{g}$.
(b) If $V_{1}^{u}$ and $V_{2}^{u}$ are equivalent under $\mathfrak{l}$, then $\left(V_{1}^{u}\right)^{\mathfrak{I n n}}$ and $\left(V_{2}^{u}\right)^{\mathfrak{I n} n}$ are equivalent under $\mathfrak{h}$. By (5.103), $V_{1}^{\mathfrak{n}}$ and $V_{2}^{\mathfrak{n}}$ are equivalent under $\mathfrak{h}$. By uniqueness in Theorem 5.5, $V_{1}$ and $V_{2}$ are equivalent under $\mathfrak{g}$.
(c) Let $M$ have highest weight $\lambda$, which is assumed algebraically integral and dominant for $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$. By Theorem 5.5 we can form an irreducible finite-dimensional representation of $\mathfrak{g}$ on a space $V$ with highest weight $\lambda$. Then $V^{u}$ has highest weight $\lambda$ by (a), and $V^{u} \cong M$ as representations of $\mathfrak{l}$ by uniqueness in Theorem 5.5 for $\mathfrak{l}$.

Proposition 5.105. Let $\mathfrak{g}$ be a complex semisimple Lie algebra, and let $\mathfrak{q}=\mathfrak{l} \oplus \mathfrak{u}$ be a parabolic subalgebra containing $\mathfrak{b}$. If $V$ is any finitedimensional $U(\mathfrak{g})$ module, then
(a) $V=V^{\mathfrak{u}} \oplus \mathfrak{u}^{-} V$,
(b) the natural map $V^{u} \rightarrow V /\left(\mathfrak{u}^{-} V\right)$ is an isomorphism of $U(\mathfrak{l})$ modules,
(c) the $U(\mathfrak{l})$ module $V^{u}$ determines the $U(\mathfrak{g})$ module $V$ up to equivalence; the number of irreducible constituents of $V^{u}$ equals the number of irreducible constituents of $V$, and the multiplicity of an irreducible $U(\mathfrak{l})$ module in $V^{u}$ equals the multiplicity in $V$ of the irreducible $U(\mathfrak{g})$ module with that same highest weight.

Proof. We have seen that $V^{u}$ is a $U(\mathfrak{l})$ module, and similarly $\mathfrak{u}^{-} V$ is a $U(\mathfrak{l})$ module. Conclusion (b) is immediate from (a), and conclusion (c) is immediate from Theorems 5.29 and 5.104. Thus we are left with proving (a).

By Theorem 5.29, $V$ is a direct sum of irreducible representations, and there is no loss of generality in assuming that $V$ is irreducible, say of highest weight $\lambda$.

With $V$ irreducible, we argue as in the proof of Corollary 5.31, using a Poincaré-Birkhoff-Witt basis of $U(\mathfrak{g})$ built from root vectors in $\mathfrak{u}^{-}$, root vectors in $\mathfrak{l}$ together with members of $\mathfrak{h}$, and root vectors in $\mathfrak{u}$. We may do so because of (5.97). Each such root vector is an eigenvector under ad $H_{\delta(u)}$, and the eigenvalues are negative, zero, and positive in the three cases by Corollary 5.101. Using this eigenvalue as a substitute for "weight" in the proof of Corollary 5.31, we see that

$$
V=U(\mathfrak{l}) V_{\lambda} \oplus \mathfrak{u}^{-} V .
$$

But $\mathfrak{l}$ acts irreducibly on $V^{u}$ by Theorem 5.104a, and $V_{\lambda}=V^{\mathfrak{n}} \subseteq V^{u}$. Hence $U(\mathfrak{l}) V_{\lambda}=V^{u}$, and (a) is proved. This completes the proof of the proposition.

## 8. Application to Compact Lie Groups

As was mentioned in $\S 1$, one of the lines of motivation for studying finite-dimensional representations of complex semisimple Lie algebras is the representation theory of compact connected Lie groups. We now return to that theory in order to interpret the results of this chapter in that context.

Throughout this section we let $G$ be a compact connected Lie group with Lie algebra $\mathfrak{g}_{0}$ and complexified Lie algebra $\mathfrak{g}$, and we let $T$ be a maximal torus with Lie algebra $\mathfrak{t}_{0}$ and complexified Lie algebra $\mathfrak{t}$. The Lie algebra $\mathfrak{g}$ is reductive (Corollary 4.25), and we saw in §IV. 4 how to interpret $\mathfrak{t}$ as a Cartan subalgebra and how the theory of roots extended from the semisimple case to this reductive case. Let $\Delta=\Delta(\mathfrak{g}, \mathfrak{t})$ be the set of roots, and let $W=W(\Delta)$ be the Weyl group.

Recall that a member $\lambda$ of $t^{*}$ is analytically integral if it is the differential of a multiplicative character $\xi_{\lambda}$ of $T$, i.e., if $\xi_{\lambda}(\exp H)=e^{\lambda(H)}$ for all $H \in \mathfrak{t}_{0}$. If $\lambda$ is analytically integral, then $\lambda$ takes purely imaginary values on $\mathfrak{t}_{0}$ by Proposition 4.58 . Every root is analytically integral by Proposition 4.58. Every analytically integral member of $t^{*}$ is algebraically integral by Proposition 4.59.

Lemma 5.106. If $\Phi$ is a finite-dimensional representation of the compact connected Lie group $G$ and if $\lambda$ is a weight of the differential of $\Phi$, then $\lambda$ is analytically integral.

Proof. We observed in $\S 1$ that $\left.\Phi\right|_{T}$ is the direct sum of 1-dimensional invariant subspaces with $\left.\Phi\right|_{T}$ acting in each by a multiplicative character $\xi_{\lambda_{j}}$. Then the weights are the various $\lambda_{j}$ 's. Since each weight is the differential of a multiplicative character of $T$, each weight is analytically integral.

Theorem 5.107. Let $G$ be a simply connected compact semisimple Lie group, let $T$ be a maximal torus, and let $\mathfrak{t}$ be the complexified Lie algebra of $T$. Then every algebraically integral member of $\mathfrak{t}^{*}$ is analytically integral.

Proof. Let $\lambda \in \mathfrak{t}^{*}$ be algebraically integral. Then $\lambda$ is real valued on $i \mathfrak{t}_{0}$, and the real span of the roots is $\left(i \mathfrak{t}_{0}\right)^{*}$ by semisimplicity of $\mathfrak{g}$. Hence $\lambda$ is in the real span of the roots. By Proposition 2.67 we can introduce a positive system $\Delta^{+}(\mathfrak{g}, \mathfrak{t})$ such that $\lambda$ is dominant. By the Theorem of the Highest Weight (Theorem 5.5), there exists an irreducible finitedimensional representation $\varphi$ of $\mathfrak{g}$ with highest weight $\lambda$. Since $G$ is simply connected, there exists an irreducible finite-dimensional representation $\Phi$ of $G$ with differential $\left.\varphi\right|_{g_{0}}$. By Lemma 5.106, $\lambda$ is analytically integral.

Corollary 5.108. If $G$ is a compact semisimple Lie group, then the order of the fundamental group of $G$ equals the index of the group of analytically integral forms for $G$ in the group of algebraically integral forms.

Proof. Let $\widetilde{G}$ be a simply connected covering group of $G$. By Weyl's Theorem (Theorem 4.69), $\widetilde{G}$ is compact. Theorem 5.107 shows that the analytically integral forms for $\widetilde{G}$ coincide with the algebraically integral forms. Then it follows from Proposition 4.67 that the index of the group of analytically integral forms for $G$ in the group of algebraically integral forms equals the order of the kernel of the covering homomorphism $\widetilde{G} \rightarrow G$. Since $\widetilde{G}$ is simply connected, this kernel is isomorphic to the fundamental group of $G$.

Example. Let $G=S O(2 n+1)$ with $n \geq 1$ or $G=S O(2 n)$ with $n \geq 2$. The analytically integral forms in standard notation are all expressions $\sum_{j=1}^{n} c_{j} e_{j}$ with all $c_{j}$ in $\mathbb{Z}$. The algebraically integral forms are all expressions $\sum_{j=1}^{n} c_{j} e_{j}$ with all $c_{j}$ in $\mathbb{Z}$ or all $c_{j}$ in $\mathbb{Z}+\frac{1}{2}$. Corollary 5.108 therefore implies that the fundamental group of $G$ has order 2. This conclusion sharpens Proposition 1.136.

Corollary 5.109. If $G$ is a simply connected compact semisimple Lie group, then the order of the center $Z_{G}$ of $G$ equals the determinant of the Cartan matrix.

Proof. Let $G^{\prime}$ be the adjoint group of $G$ so that $Z_{G}$ is the kernel of the covering map $G \rightarrow G^{\prime}$. The analytically integral forms for $G$ coincide with the algebraically integral forms by Theorem 5.107, and the analytically integral forms for $G^{\prime}$ coincide with the $\mathbb{Z}$ combinations of roots by Proposition 4.68. Thus the corollary follows by combining Propositions 4.64 and 4.67.

Now we give results that do not assume that $G$ is semisimple. Since $\mathfrak{g}_{0}$ is reductive, we can write $\mathfrak{g}_{0}=Z_{\mathfrak{g}_{0}} \oplus\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ with $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ semisimple. Put $\mathfrak{t}_{0}^{\prime}=\mathfrak{t}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$. The root-space decomposition of $\mathfrak{g}$ is then

$$
\mathfrak{g}=\mathfrak{t} \oplus \bigoplus_{\alpha \in \Delta(\mathfrak{g}, \mathfrak{t})} \mathfrak{g}_{\alpha}=Z_{\mathfrak{g}} \oplus\left(\mathfrak{t}^{\prime} \oplus \bigoplus_{\alpha \in \Delta(\mathfrak{g}, \mathfrak{t})} \mathfrak{g}_{\alpha}\right) .
$$

By Proposition 4.24 the compactness of $G$ implies that there is an invariant inner product on the Lie algebra $\mathfrak{g}_{0}$, and we let $B$ be its negative. (This form was used in Chapter IV, beginning in §5.) If we were assuming that $\mathfrak{g}_{0}$ is semisimple, then $B$ could be taken to be the Killing form, according to Corollary 4.26. We extend $B$ to be complex bilinear on $\mathfrak{g} \times \mathfrak{g}$. The restriction of $B$ to $i \mathfrak{t}_{0} \times i \mathfrak{t}_{0}$ is an inner product, which transfers to give an inner product on $\left(i \mathrm{t}_{0}\right)^{*}$. Analytically integral forms are always in $\left(i \mathrm{t}_{0}\right)^{*}$. If a positive system $\Delta^{+}(\mathfrak{g}, \mathfrak{t})$ is given for the roots, then the condition of dominance for the form depends only on the restriction of the form to $i t_{0}^{\prime}$.

Theorem 5.110 (Theorem of the Highest Weight). Let $G$ be a compact connected Lie group with complexified Lie algebra $\mathfrak{g}$, let $T$ be a maximal torus with complexified Lie algebra $\mathfrak{t}$, and let $\Delta^{+}(\mathfrak{g}, \mathfrak{t})$ be a positive system for the roots. Apart from equivalence the irreducible finite-dimensional representations $\Phi$ of $G$ stand in one-one correspondence with the dominant analytically integral linear functionals $\lambda$ on $\mathfrak{t}$, the correspondence being that $\lambda$ is the highest weight of $\Phi$.

REMARK. The highest weight has the additional properties given in Theorem 5.5.

Proof. Let notation be as above. If $\Phi$ is given, then the highest weight $\lambda$ of $\Phi$ is analytically integral by Lemma 5.106. To see dominance, let $\varphi$ be the differential of $\Phi$. Extend $\varphi$ complex linearly from $\mathfrak{g}_{0}$ to $\mathfrak{g}$, and restrict to $[\mathfrak{g}, \mathfrak{g}]$. The highest weight of $\varphi$ on $[\mathfrak{g}, \mathfrak{g}]$ is the restriction of $\lambda$ to $\mathfrak{t}^{\prime}$, and this must be dominant by Theorem 5.5. Therefore $\lambda$ is dominant.

By Theorem 4.29, $G$ is a commuting product $G=\left(Z_{G}\right)_{0} G_{s s}$ with $G_{s s}$ compact semisimple. Suppose that $\Phi$ and $\Phi^{\prime}$ are irreducible representations of $G$, both with highest weight $\lambda$. By Schur's Lemma (Corollary 4.9), $\left.\Phi\right|_{\left(Z_{G}\right)_{0}}$ and $\left.\Phi^{\prime}\right|_{\left(Z_{G}\right)_{0}}$ are scalar, and the scalar is determined by the restriction of $\lambda$ to the Lie algebra $Z_{\mathfrak{g}_{0}}$ of $\left(Z_{G}\right)_{0}$. Hence $\left.\Phi\right|_{\left(Z_{G}\right)_{0}}=\left.\Phi^{\prime}\right|_{\left(Z_{G}\right)_{0}}$. On $G_{s s}$, the differentials $\varphi$ and $\varphi^{\prime}$ give irreducible representations of $[\mathfrak{g}, \mathfrak{g}]$ with the same highest weight $\left.\lambda\right|_{t^{\prime}}$, and these are equivalent by Theorem 5.5. Then it follows that $\varphi$ and $\varphi^{\prime}$ are equivalent as representations of $\mathfrak{g}$, and $\Phi$ and $\Phi^{\prime}$ are equivalent as representations of $G$.

Finally if an analytically integral dominant $\lambda$ is given, we shall produce a representation $\Phi$ of $G$ with highest weight $\lambda$. The form $\lambda$ is algebraically integral by Proposition 4.59. We construct an irreducible representation $\varphi$ of $\mathfrak{g}$ with highest weight $\lambda$ : This comes in two parts, with $\left.\varphi\right|_{[\mathfrak{g}, \mathfrak{g}]}$ equal to the representation in Theorem 5.5 corresponding to $\left.\lambda\right|_{\mathfrak{t}^{\prime}}$ and with $\left.\varphi\right|_{Z_{\mathfrak{g}}}$ given by scalar operators equal to $\left.\lambda\right|_{z_{\mathfrak{g}}}$.

Let $\widetilde{G}$ be the universal covering group of $G$. Since $\widetilde{\widetilde{G}}$ is simply connected, there exists an irreducible representation $\widetilde{\Phi}$ of $\widetilde{G}$ with differential $\left.\varphi\right|_{\mathfrak{g}_{0}}$, hence with highest weight $\lambda$. To complete the proof, we need to show that $\widetilde{\Phi}$ descends to a representation $\Phi$ of $G$.

Since $G=\left(Z_{G}\right)_{0} G_{s s}, \widetilde{G}$ is of the form $\mathbb{R}^{n} \times \widetilde{G}_{s s}$, where $\widetilde{G}_{s s}$ is the universal covering group of $G_{s s}$. Let $Z$ be the discrete subgroup of the center $Z_{\widetilde{G}}$ of $\widetilde{G}$ such that $G \cong \widetilde{G} / Z$. By Weyl's Theorem (Theorem 4.69), $\widetilde{G}_{s s}$ is compact. Thus Corollary 4.47 shows that the center of $\widetilde{G}_{s s}$ is contained in every maximal torus of $\widetilde{G}_{s s}$. Since $Z_{\widetilde{G}} \subseteq \mathbb{R}^{n} \times Z_{\widetilde{G}_{s s}}$, it follows that $Z_{\widetilde{G}} \subseteq \exp \mathrm{t}_{0}$. Now $\lambda$ is analytically integral for $G$, and consequently the corresponding multiplicative character $\xi_{\lambda}$ on $\exp \mathfrak{t}_{0} \subseteq \widetilde{G}$ is trivial on $Z$. By Schur's Lemma, $\widetilde{\Phi}$ is scalar on $Z_{\widetilde{G}}$, and its scalar values must agree with those of $\xi_{\lambda}$ since $\lambda$ is a weight. Thus $\widetilde{\Phi}$ is trivial on $Z$, and $\widetilde{\Phi}$ descends to a representation $\Phi$ of $G$, as required.

Next we take up characters. Let $\Phi$ be an irreducible finite-dimensional representation of the compact connected Lie group $G$ with highest weight $\lambda$,
let $V$ be the underlying vector space, and let $\varphi$ be the differential, regarded as a representation of $\mathfrak{g}$. The Weyl Character Formula, as stated in Theorem 5.75, gives a kind of generating function for the weights of an irreducible Lie algebra representation in the semisimple case. Hence it is applicable to the semisimple Lie algebra $\left[\mathfrak{g}, \mathfrak{g}\right.$ ], the Cartan subalgebra $\mathfrak{t}^{\prime}$, the representation $\left.\varphi\right|_{[\mathfrak{g}, \mathfrak{g}]}$, and the highest weight $\left.\lambda\right|_{t^{\prime}}$. By Schur's Lemma, $\left.\Phi\right|_{\left(Z_{G}\right)_{0}}$ is scalar, necessarily with differential $\left.\varphi\right|_{z_{\mathfrak{g}}}=\left.\lambda\right|_{z_{\mathfrak{g}}}$. Thus we can extend the Weyl Character Formula as stated in Theorem 5.75 to be meaningful for our reductive $\mathfrak{g}$ by extending all weights from $\mathfrak{t}^{\prime}$ to $\mathfrak{t}$ with $\left.\lambda\right|_{z_{\mathfrak{g}}}$ as their values on $Z_{\mathfrak{g}}$. The formula looks the same:

$$
\begin{equation*}
\left(e^{\delta} \prod_{\alpha \in \Delta^{+}}\left(1-e^{-\alpha}\right)\right) \operatorname{char}(V)=\sum_{w \in W} \varepsilon(w) e^{w(\lambda+\delta)} . \tag{5.111}
\end{equation*}
$$

We can apply the evaluation homomorphism $\epsilon_{H}$ to both sides for any $H \in \mathfrak{t}$, but we want to end up with an expression for $\operatorname{char}(V)$ as a function on the maximal torus $T$. This is a question of analytic integrality. The expressions $\operatorname{char}(V)$ and $\Pi\left(1-e^{-\alpha}\right)$ give well defined functions on $T$ since each weight and root is analytically integral. But $e^{\delta}$ need not give a well defined function on $T$ since $\delta$ need not be analytically integral. (It is not analytically integral for $S O$ (3), for example.) Matters are resolved by the following lemma.

Lemma 5.112. For each $w \in W, \delta-w \delta$ is analytically integral. In fact, $\delta-w \delta$ is the sum of all positive roots $\beta$ such that $w^{-1} \beta$ is negative.

Proof. We write

$$
\delta=\frac{1}{2} \sum\left\{\beta \mid \beta>0, w^{-1} \beta>0\right\}+\frac{1}{2} \sum\left\{\beta \mid \beta>0, w^{-1} \beta<0\right\}
$$

and

$$
\begin{aligned}
& w \delta=\frac{1}{2} w \sum\{\alpha \mid \alpha>0, w \alpha>0\}+\frac{1}{2} w \sum\{\alpha \mid \alpha>0, w \alpha<0\} \\
&=\frac{1}{2} \sum\{w \alpha \mid \alpha>0, w \alpha>0\}+\frac{1}{2} \sum\{w \alpha \mid \alpha>0, w \alpha<0\} \\
&=\frac{1}{2} \sum\left\{\beta \mid w^{-1} \beta>0, \beta>0\right\}+\frac{1}{2} \sum\left\{\eta \mid w^{-1} \eta>0, \eta<0\right\} \\
& \text { under } \beta=w \alpha \text { and } \eta=w \alpha \\
&= \frac{1}{2} \sum\left\{\beta \mid w^{-1} \beta>0, \beta>0\right\}-\frac{1}{2} \sum\left\{\beta \mid w^{-1} \beta<0, \beta>0\right\} \\
& \text { under } \beta=-\eta .
\end{aligned}
$$

Subtracting, we obtain

$$
\delta-w \delta=\sum\left\{\beta \mid \beta>0, w^{-1} \beta<0\right\}
$$

as required.

Theorem 5.113 (Weyl Character Formula). Let $G$ be a compact connected Lie group, let $T$ be a maximal torus, let $\Delta^{+}=\Delta^{+}(\mathfrak{g}, \mathfrak{t})$ be a positive system for the roots, and let $\lambda \in \mathfrak{t}^{*}$ be analytically integral and dominant. Then the character $\chi_{\Phi_{\lambda}}$ of the irreducible finite-dimensional representation $\Phi_{\lambda}$ of $G$ with highest weight $\lambda$ is given by

$$
\chi_{\Phi_{\lambda}}(t)=\frac{\sum_{w \in W} \varepsilon(w) \xi_{w(\lambda+\delta)-\delta}(t)}{\prod_{\alpha \in \Delta^{+}}\left(1-\xi_{-\alpha}(t)\right)}
$$

at every $t \in T$ where no $\xi_{\alpha}$ takes the value 1 on $t$. If $G$ is simply connected, then this formula can be rewritten as

$$
\chi_{\Phi_{\lambda}}(t)=\frac{\sum_{w \in W} \varepsilon(w) \xi_{w(\lambda+\delta)}(t)}{\xi_{\delta}(t) \prod_{\alpha \in \Delta^{+}}\left(1-\xi_{-\alpha}(t)\right)}=\frac{\sum_{w \in W} \varepsilon(w) \xi_{w(\lambda+\delta)}(t)}{\sum_{w \in W} \varepsilon(w) \xi_{w \delta}(t)} .
$$

Remark. Theorem 4.36 says that every member of $G$ is conjugate to a member of $T$. Since characters are constant on conjugacy classes, the above formulas determine the characters everywhere on $G$.

Proof. Theorem 5.110 shows that $\Phi_{\lambda}$ exists when $\lambda$ is analytically integral and dominant. We apply Theorem 5.75 in the form of (5.111). When we divide (5.111) by $e^{\delta}$, Lemma 5.112 says that all the exponentials yield well defined functions on $T$. The first formula follows. If $G$ is simply connected, then $G$ is semisimple as a consequence of Proposition 1.122. The linear functional $\delta$ is algebraically integral by Proposition 2.69 , hence analytically integral by Theorem 5.107. Thus we can regroup the formula as indicated. The version of the formula with an alternating sum in the denominator uses Theorem 5.77 in place of Theorem 5.75.

Finally we discuss how parabolic subalgebras play a role in the representation theory of compact Lie groups. With $G$ and $T$ given, fix a positive system $\Delta^{+}(\mathfrak{g}, \mathfrak{t})$ for the roots, define $\mathfrak{n}$ as in (5.8), and let $\mathfrak{q}=\mathfrak{l} \oplus \mathfrak{u}$ be a parabolic subalgebra of $\mathfrak{g}$ containing $\mathfrak{b}=\mathfrak{h} \oplus \mathfrak{n}$. Corollary 5.101 shows that $\mathfrak{l}=Z_{\mathfrak{g}}\left(H_{\delta(\mathfrak{u})}\right)$, and we can equally well write $\mathfrak{l}=Z_{\mathfrak{g}}\left(i H_{\delta(\mathfrak{u})}\right)$. Since $i H_{\delta(\mathfrak{u})}$ is in $\mathfrak{t}_{0} \subseteq \mathfrak{g}_{0}$, $\mathfrak{l}$ is the complexification of the subalgebra

$$
\mathfrak{l}_{0}=Z_{\mathfrak{g}_{0}}\left(i H_{\delta(u)}\right)
$$

of $\mathfrak{g}_{0}$. Define

$$
L=Z_{G}\left(i H_{\delta(u)}\right) .
$$

This is a compact subgroup of $G$ containing $T$. Since the closure of $\exp i \mathbb{R} H_{\delta(u)}$ is a torus in $G, L$ is the centralizer of a torus in $G$ and is
connected by Corollary 4.51 . Thus we have an inclusion of compact connected Lie groups $T \subseteq L \subseteq G$, and $T$ is a maximal torus in both $L$ and $G$. Hence analytic integrality is the same for $L$ as for $G$. Combining Theorems 5.104 and 5.110, we obtain the following result.

Theorem 5.114. Let $G$ be a compact connected Lie group with maximal torus $T$, let $\mathfrak{g}_{0}$ and $\mathfrak{t}_{0}$ be the Lie algebras, and let $\mathfrak{g}$ and $\mathfrak{t}$ be the complexifications. Let $\Delta^{+}(\mathfrak{g}, \mathfrak{t})$ be a positive system for the roots, and define $\mathfrak{n}$ by (5.8). Let $\mathfrak{q}=\mathfrak{l} \oplus \mathfrak{u}$ be a parabolic subalgebra containing $\mathfrak{b}=\mathfrak{h} \oplus \mathfrak{n}$, let $\mathfrak{l}_{0}=\mathfrak{l} \cap \mathfrak{g}_{0}$, and let $L$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{l}_{0}$.
(a) The subgroup $L$ is compact connected, and $T$ is a maximal torus in it.
(b) If an irreducible finite-dimensional representation of $G$ is given on $V$, then the corresponding representation of $L$ on $V^{u}$ is irreducible. The highest weight of this representation of $L$ matches the highest weight of $V$ and is therefore analytically integral and dominant for $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$.
(c) If irreducible finite-dimensional representations of $G$ are given on $V_{1}$ and $V_{2}$ such that the associated irreducible representations of $L$ on $V_{1}^{u}$ and $V_{2}^{u}$ are equivalent, then $V_{1}$ and $V_{2}$ are equivalent.
(d) If an irreducible finite-dimensional representation of $L$ on $M$ is given whose highest weight is analytically integral and dominant for $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$, then there exists an irreducible finite-dimensional representation of $G$ on a space $V$ such that $V^{u} \cong M$ as representations of $L$.

## 9. Problems

1. Let $\mathfrak{g}$ be a complex semisimple Lie algebra, and let $\varphi$ be a finite-dimensional representation of $\mathfrak{g}$ on the space $V$. The contragredient $\varphi^{c}$ is defined in (4.4).
(a) Show that the weights of $\varphi^{c}$ are the negatives of the weights of $\varphi$.
(b) Let $w_{0}$ be the element of the Weyl group produced in Problem 18 of Chapter II such that $w_{0} \Delta^{+}=-\Delta^{+}$. If $\varphi$ is irreducible with highest weight $\lambda$, prove that $\varphi^{c}$ is irreducible with highest weight $-w_{0} \lambda$.
2. As in Problems $9-14$ of Chapter IV, let $V_{N}$ be the space of polynomials in $x_{1}, \ldots, x_{n}$ homogeneous of degree $N$, and let $H_{N}$ be the subspace of harmonic polynomials. The compact group $G=S O(n)$ acts on $V_{N}$, and hence so does the complexified Lie algebra $\mathfrak{s o}(n, \mathbb{C})$. The subspace $H_{N}$ is an invariant subspace. In the parts of this problem, it is appropriate to handle separately the cases of $n$ odd and $n$ even.
(a) The weights of $V_{N}$ are identified in $\S 1$. Check that $N e_{1}$ is the highest weight, and conclude that $N e_{1}$ is the highest weight of $H_{N}$.
(b) Calculate the dimension of the irreducible representation of $\mathfrak{s o}(n, \mathbb{C})$ with highest weight $N e_{1}$, compare with the result of Problem 14 of Chapter IV, and conclude that $\mathfrak{s o}(n, \mathbb{C})$ acts irreducibly on $H_{N}$.
3. As in Problems $15-17$ of Chapter IV, let $V_{N}$ be the space of polynomials in $z_{1}, \ldots, z_{n}, \bar{z}_{1}, \ldots, \bar{z}_{n}$ homogeneous of degree $N$, and let $V_{p, q}$ be the subspace of polynomials with $p z$-type factors and $q \bar{z}$-type factors. The compact group $G=S U(n)$ acts on $V_{N}$, and hence so does the complexified Lie algebra $\mathfrak{s l}(n, \mathbb{C})$. The subspace $H_{p, q}$ of harmonic polynomials in $V_{p, q}$ is an invariant subspace.
(a) The weights of $V_{p, q}$ are identified in $\S 1$. Check that $q e_{1}-p e_{n}$ is the highest weight, and conclude that $q e_{1}-p e_{n}$ is the highest weight of $H_{p, q}$.
(b) Calculate the dimension of the irreducible representation of $\mathfrak{s l}(n, \mathbb{C})$ with highest weight $q e_{1}-p e_{n}$, compare with the result of Problem 17 of Chapter IV, and conclude that $\mathfrak{s l}(n, \mathbb{C})$ acts irreducibly on $H_{p, q}$.
4. For $\mathfrak{g}=\mathfrak{s l}(3, \mathbb{C})$, show that the space $\mathcal{H}^{W}$ of Weyl-group invariants contains a nonzero element homogeneous of degree 3 .
5. Give an interpretation of the Weyl Denominator Formula for $\mathfrak{s l}(n, \mathbb{C})$ in terms of the evaluation of Vandermonde determinants.
6. Prove that the Kostant partition function $\mathcal{P}$ satisfies the recursion formula

$$
\mathcal{P}(\lambda)=-\sum_{\substack{w \in W, w \neq 1}} \varepsilon(w) \mathcal{P}(\lambda-(\delta-w \delta))
$$

for $\lambda \neq 0$ in $Q^{+}$. Here $\mathcal{P}(v)$ is understood to be 0 if $v$ is not in $Q^{+}$.
Problems 7-10 address irreducibility of certain representations in spaces of alternating tensors.
7. Show that the representation of $\mathfrak{s l}(n, \mathbb{C})$ on $\bigwedge^{l} \mathbb{C}^{n}$ is irreducible by showing that the dimension of the irreducible representation with highest weight $\sum_{k=1}^{l} e_{k}$ is $\binom{n}{l}$.
8. Show that the representation of $\mathfrak{s o}(2 n+1, \mathbb{C})$ on $\bigwedge^{l} \mathbb{C}^{2 n+1}$ is irreducible for $l \leq n$ by showing that the dimension of the irreducible representation with highest weight $\sum_{k=1}^{l} e_{k}$ is $\binom{2 n+1}{l}$.
9. Show that the representation of $\mathfrak{s o}(2 n, \mathbb{C})$ on $\bigwedge^{l} \mathbb{C}^{2 n}$ is irreducible for $l<n$ by showing that the dimension of the irreducible representation with highest weight $\sum_{k=1}^{l} e_{k}$ is $\binom{2 n}{l}$.
10. Show that the representation of $\mathfrak{s o}(2 n, \mathbb{C})$ on $\bigwedge^{n} \mathbb{C}^{2 n}$ is reducible, being the sum of two irreducible representations with respective highest weights $\left(\sum_{k=1}^{n-1} e_{k}\right) \pm e_{n}$.
Problems 11-13 concern Verma modules.
11. Prove for arbitrary $\lambda$ and $\mu$ in $\mathfrak{h}^{*}$ that every nonzero $U(\mathfrak{g})$ linear map of $V(\mu)$ into $V(\lambda)$ is one-one.
12. Prove for arbitrary $\lambda$ and $\mu$ in $\mathfrak{h}^{*}$ that if $V(\mu)$ is isomorphic to a $U(\mathfrak{g})$ submodule of $V(\lambda)$, then $\mu$ is in $\lambda-Q^{+}$and is in the orbit of $\lambda$ under the Weyl group.
13. Let $\lambda$ be in $\mathfrak{h}^{*}$, and let $M$ be an irreducible quotient of a $U(\mathfrak{g})$ submodule of $V(\lambda)$. Prove that $M$ is isomorphic to the $U(\mathfrak{g})$ module $L(\mu)$ of Proposition 5.15 for some $\mu$ in $\lambda-Q^{+}$such that $\mu$ is in the orbit of $\lambda$ under the Weyl group.
Problems 14-15 concern tensor products of irreducible representations. Let $\mathfrak{g}$ be a complex semisimple Lie algebra, and let notation be as in $\S 2$.
14. Let $\varphi_{\lambda}$ and $\varphi_{\lambda^{\prime}}$ be irreducible representations of $\mathfrak{g}$ with highest weights $\lambda$ and $\lambda^{\prime}$, respectively. Prove that the weights of $\varphi_{\lambda} \otimes \varphi_{\lambda^{\prime}}$ are all sums $\mu+\mu^{\prime}$, where $\mu$ is a weight of $\varphi_{\lambda}$ and $\mu^{\prime}$ is a weight of $\varphi_{\lambda^{\prime}}$. How is the multiplicity of $\mu+\mu^{\prime}$ related to multiplicities in $\varphi_{\lambda}$ and $\varphi_{\lambda^{\prime}}$ ?
15. Let $v_{\lambda}$ and $v_{\lambda^{\prime}}$ be highest weight vectors in $\varphi_{\lambda}$ and $\varphi_{\lambda^{\prime}}$, respectively. Prove that $v_{\lambda} \otimes v_{\lambda^{\prime}}$ is a highest weight vector in $\varphi_{\lambda} \otimes \varphi_{\lambda^{\prime}}$. Conclude that $\varphi_{\lambda+\lambda^{\prime}}$ occurs exactly once in $\varphi_{\lambda} \otimes \varphi_{\lambda^{\prime}}$. (This occurrence is sometimes called the Cartan composition of $\varphi_{\lambda}$ and $\varphi_{\lambda^{\prime}}$.)
Problems $16-18$ begin a construction of "spin representations." Let $u_{1}, \ldots, u_{n}$ be the standard orthonormal basis of $\mathbb{R}^{n}$. The Clifford algebra Cliff $\left(\mathbb{R}^{n}\right)$ is an associative algebra over $\mathbb{R}$ of dimension $2^{n}$ with a basis parametrized by subsets of $\{1, \ldots, n\}$ and given by

$$
\left\{u_{i_{1}} u_{i_{2}} \cdots u_{i_{k}} \mid i_{1}<i_{2}<\cdots<i_{k}\right\} .
$$

The generators multiply by the rules

$$
u_{i}^{2}=-1, \quad u_{i} u_{j}=-u_{j} u_{i} \text { if } i \neq j
$$

16. Verify that the Clifford algebra is associative.
17. The Clifford algebra, like any associative algebra, becomes a Lie algebra under the bracket operation $[x, y]=x y-y x$. Put

$$
\mathfrak{q}=\sum_{i \neq j} \mathbb{R} u_{i} u_{j}
$$

Verify that $\mathfrak{q}$ is a Lie subalgebra of $\operatorname{Cliff}\left(\mathbb{R}^{n}\right)$ isomorphic to $\mathfrak{s o}(n)$, the isomorphism being $\varphi: \mathfrak{s o}(n) \rightarrow \mathfrak{q}$ with

$$
\varphi\left(E_{j i}-E_{i j}\right)=\frac{1}{2} u_{i} u_{j} .
$$

18. With $\varphi$ as in Problem 17, verify that

$$
\left[\varphi(x), u_{j}\right]=x u_{j} \quad \text { for all } x \in \mathfrak{s o}(n)
$$

Here the left side is a bracket in $\operatorname{Cliff}\left(\mathbb{R}^{n}\right)$, and the right side is the product of the matrix $x$ by the column vector $u_{j}$, the product being reinterpreted as a member of $\operatorname{Cliff}\left(\mathbb{R}^{n}\right)$.

Problems 19-27 continue the construction of spin representations. We form the complexification $\operatorname{Cliff}^{\mathbb{C}}\left(\mathbb{R}^{n}\right)$ and denote left multiplication by $c$, putting $c(x) y=$ $x y$. Then $c$ is a representation of the associative algebra Cliff ${ }^{\mathbb{C}}\left(\left(\mathbb{R}^{n}\right)\right.$ on itself, hence also of the Lie algebra $\operatorname{Cliff}{ }^{\mathbb{C}}\left(\mathbb{R}^{n}\right)$ on itself, hence also of the Lie subalgebra $\mathfrak{q}^{\mathbb{C}} \cong \mathfrak{s o}(n, \mathbb{C})$ on $\operatorname{Cliff}^{\mathbb{C}}\left(\mathbb{R}^{n}\right)$. Let $n=2 m+1$ or $n=2 m$, according as $n$ is odd or even. For $1 \leq j \leq m$, let

$$
z_{j}=u_{2 j-1}+i u_{2 j} \quad \text { and } \quad \bar{z}_{j}=u_{2 j-1}-i u_{2 j}
$$

For each subset $S$ of $\{1, \ldots, m\}$, define

$$
z_{S}=\left(\prod_{j \in S} z_{j}\right)\left(\prod_{j=1}^{m} \bar{z}_{j}\right)
$$

with each product arranged so that the indices are in increasing order. If $n$ is odd, define also

$$
z_{S}^{\prime}=\left(\prod_{j \in S} z_{j}\right)\left(\prod_{j=1}^{m} \bar{z}_{j}\right) u_{2 m+1}
$$

19. Check that

$$
z_{j}^{2}=\bar{z}_{j}^{2}=0 \quad \text { and } \quad \bar{z}_{j} z_{j} \bar{z}_{j}=-4 z_{j}
$$

and deduce that

$$
\begin{gathered}
c\left(z_{j}\right) z_{S}= \begin{cases} \pm z_{S \cup\{j\}} & \text { if } j \notin S \\
0 & \text { if } j \in S\end{cases} \\
c\left(\bar{z}_{j}\right) z_{S}= \begin{cases}0 & \text { if } j \notin S \\
\pm 4 z_{S-\{j\}} & \text { if } j \in S\end{cases}
\end{gathered}
$$

20. When $n$ is odd, check that $c\left(z_{j}\right) z_{S}^{\prime}$ and $c\left(\bar{z}_{j}\right) z_{S}^{\prime}$ are given by formulas similar to those in Problem 19, and compute also $c\left(u_{2 m+1}\right) z_{S}$ and $c\left(u_{2 m+1}\right) z_{S}^{\prime}$, up to sign.
21. For $n$ even let

$$
\mathcal{S}=\sum_{S \subseteq\{1, \ldots, m\}} \mathbb{C} z_{S}
$$

of dimension $2^{m}$. For $n$ odd let

$$
\mathcal{S}=\sum_{S \subseteq\{1, \ldots, m\}} \mathbb{C} z_{S}+\sum_{T \subseteq\{1, \ldots, m\}} \mathbb{C} z_{T}^{\prime},
$$

of dimension $2^{m+1}$. Prove that $c\left(\operatorname{Cliff}^{\mathbb{C}}\left(\mathbb{R}^{n}\right)\right)$ carries $\mathcal{S}$ to itself, hence that $c\left(\mathfrak{q}^{\mathbb{C}}\right)$ carries $\mathcal{S}$ to itself.
22. For $n$ even, write $\mathcal{S}=\mathcal{S}^{+} \oplus \mathcal{S}^{-}$, where $\mathcal{S}^{+}$refers to sets $S$ with an even number of elements and where $\mathcal{S}^{-}$corresponds to sets $S$ with an odd number of elements. Prove that $\mathcal{S}^{+}$and $\mathcal{S}^{-}$are invariant subspaces under $c\left(\mathfrak{q}^{\mathbb{C}}\right)$, of dimension $2^{m-1}$. (The representations $\mathcal{S}^{+}$and $\mathcal{S}^{-}$are the spin representations of $\mathfrak{s o}(2 m, \mathbb{C})$.)
23. For $n$ odd, write $\mathcal{S}=\mathcal{S}^{+} \oplus \mathcal{S}^{-}$, where $\mathcal{S}^{+}$corresponds to sets $S$ with an even number of elements and sets $T$ with an odd number of elements and where $\mathcal{S}^{-}$corresponds to sets $S$ with an odd number of elements and sets $T$ with an even number of elements. Prove that $\mathcal{S}^{+}$and $\mathcal{S}^{-}$are invariant subspaces under $c\left(\mathfrak{q}^{\mathbb{C}}\right)$, of dimension $2^{m}$, and that they are equivalent under right multiplication by $u_{2 m+1}$. (The spin representation of $\mathfrak{s o}(2 m+1, \mathbb{C})$ is either of the equivalent representations $\mathcal{S}^{+}$and $\mathcal{S}^{-}$.)
24. Let $\mathfrak{t}_{0}$ be the maximal abelian subspace of $\mathfrak{s o}(n)$ in $\S$ IV.5. In terms of the isomorphism $\varphi$ in Problem 17, check that the corresponding maximal abelian subspace of $\mathfrak{q}$ is $\varphi\left(\mathfrak{t}_{0}\right)=\sum \mathbb{R} u_{2 j} u_{2 j-1}$. In the notation of $\S I I .1$, check also that $\frac{1}{2} i u_{2 j} u_{2 j-1}$ is $\varphi$ of the element of $\mathfrak{t}$ on which $e_{j}$ is 1 and $e_{i}$ is 0 for $i \neq j$.
25. In the notation of the previous problem, prove that

$$
c(\varphi(h)) z_{S}=\frac{1}{2}\left(\sum_{j \notin S} e_{j}-\sum_{j \in S} e_{j}\right)(h) z_{S}
$$

for $h \in \mathfrak{t}$. Prove also that a similar formula holds for the action on $z_{S}^{\prime}$ when $n$ is odd.
26. Suppose that $n$ is even.
(a) Conclude from Problem 25 that the weights of $\mathcal{S}^{+}$are all expressions $\frac{1}{2}\left( \pm e_{1} \pm \cdots \pm e_{m}\right)$ with an even number of minus signs, while the weights of $\mathcal{S}^{-}$are all expressions $\frac{1}{2}\left( \pm e_{1} \pm \cdots \pm e_{m}\right)$ with an odd number of minus signs.
(b) Compute the dimensions of the irreducible representations with highest weights $\frac{1}{2}\left(e_{1}+\cdots+e_{m-1}+e_{m}\right)$ and $\frac{1}{2}\left(e_{1}+\cdots+e_{m-1}-e_{m}\right)$, and conclude that $\mathfrak{s o}(2 m, \mathbb{C})$ acts irreducibly on $\mathcal{S}^{+}$and $\mathcal{S}^{-}$.
27. Suppose that $n$ is odd.
(a) Conclude from Problem 25 that the weights of $\mathcal{S}^{+}$are all expressions $\frac{1}{2}\left( \pm e_{1} \pm \cdots \pm e_{m}\right)$ and that the weights of $\mathcal{S}^{-}$are the same.
(b) Compute the dimension of the irreducible representation with highest weight $\frac{1}{2}\left(e_{1}+\cdots+e_{m}\right)$, and conclude that $\mathfrak{s o}(2 m+1, \mathbb{C})$ acts irreducibly on $\mathcal{S}^{+}$and $\mathcal{S}^{-}$.

Problems 28-33 concern fundamental representations. Let $\alpha_{1}, \ldots, \alpha_{l}$ be the simple roots, and define $\varpi_{1}, \ldots, \varpi_{l}$ by $2\left\langle\varpi_{i}, \alpha_{j}\right\rangle /\left|\alpha_{j}\right|^{2}=\delta_{i j}$. The dominant algebraically integral linear functionals are then all expressions $\sum_{i} n_{i} \varpi_{i}$ with all $n_{i}$ integers $\geq 0$. We call $\varpi_{i}$ the fundamental weight attached to the simple root $\alpha_{i}$, and the corresponding irreducible representation is called the fundamental representation attached to that simple root.
28. Let $\mathfrak{g}=\mathfrak{s l}(n, \mathbb{C})$.
(a) Verify that the fundamental weights are $\sum_{k=1}^{l} e_{k}$ for $1 \leq l \leq n-1$.
(b) Using Problem 7, verify that the fundamental representations are the usual alternating-tensor representations.
29. Let $\mathfrak{g}=\mathfrak{s o}(2 n+1, \mathbb{C})$. Let $\alpha_{i}=e_{i}-e_{i+1}$ for $i<n$, and let $\alpha_{i}=e_{n}$.
(a) Verify that the fundamental weights are $\varpi_{l}=\sum_{k=1}^{l} e_{k}$ for $1 \leq l \leq n-1$ and $\varpi_{n}=\frac{1}{2} \sum_{k=1}^{n} e_{k}$.
(b) Using Problem 8, verify that the fundamental representations attached to simple roots other than the last one are alternating-tensor representations.
(c) Using Problem 27, verify that the fundamental representation attached to the last simple root is the spin representation.
30. Let $\mathfrak{g}=\mathfrak{s o}(2 n, \mathbb{C})$. Let $\alpha_{i}=e_{i}-e_{i+1}$ for $i<n-1$, and let $\alpha_{n-1}=e_{n-1}-e_{n}$ and $\alpha_{n}=e_{n-1}+e_{n}$.
(a) Verify that the fundamental weights are $\varpi_{l}=\sum_{k=1}^{l} e_{k}$ for $1 \leq l \leq n-2$, $\varpi_{n-1}=\frac{1}{2} \sum_{k=1}^{n} e_{k}$, and $\varpi_{n}=\frac{1}{2}\left(\sum_{k=1}^{n-1} e_{k}-e_{n}\right)$.
(b) Using Problem 9, verify that the fundamental representations attached to simple roots other than the last two are alternating-tensor representations.
(c) Using Problem 26, verify that the fundamental representations attached to the last two simple roots are the spin representations.
31. Let $\lambda$ and $\lambda^{\prime}$ be dominant algebraically integral, and suppose that $\lambda-\lambda^{\prime}$ is dominant and nonzero. Prove that the dimension of an irreducible representation with highest weight $\lambda$ is greater than the dimension of an irreducible representation with highest weight $\lambda^{\prime}$.
32. Given $\mathfrak{g}$, prove for each integer $N$ that there are only finitely many irreducible representations of $\mathfrak{g}$, up to equivalence, of dimension $\leq N$.
33. Let $\mathfrak{g}$ be a complex simple Lie algebra of type $G_{2}$.
(a) Using Problem 42 in Chapter II, construct a 7-dimensional nonzero representation of $\mathfrak{g}$.
(b) Let $\alpha_{1}$ be the long simple root, and let $\alpha_{2}$ be the short simple root. Verify that $\varpi_{1}=2 \alpha_{1}+3 \alpha_{2}$ and that $\varpi_{2}=\alpha_{1}+2 \alpha_{2}$.
(c) Verify that the dimensions of the fundamental representations of $\mathfrak{g}$ are 7 and 14 . Which one has dimension 7 ?
(d) Using Problem 31, conclude that the representation constructed in (a) is irreducible.

Problems 34-35 concern Borel subalgebras $\mathfrak{b}$ of a complex semisimple Lie algebra $\mathfrak{g}$.
34. Let $\mathfrak{h}$ be a Cartan subalgebra of $\mathfrak{g}$, let $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$ be the system of roots, let $\Delta^{+}$be a system of positive roots, let $\mathfrak{n}=\sum_{\alpha \in \Delta^{+}} \mathfrak{g}_{\alpha}$ be the sum of the root spaces corresponding to $\Delta^{+}$, and let $\mathfrak{b}=\mathfrak{h} \oplus \mathfrak{n}$ be the corresponding Borel subalgebra of $\mathfrak{g}$. If $H \in \mathfrak{h}$ has $\alpha(H) \neq 0$ for all $\alpha \in \Delta^{+}$and if $X$ is in $\mathfrak{n}$, prove that the centralizer $Z_{\mathfrak{b}}(H+X)$ is a Cartan subalgebra of $\mathfrak{g}$.
35. Within the complex semisimple Lie algebra $\mathfrak{g}$, let $\left(\mathfrak{b}, \mathfrak{h},\left\{X_{\alpha}\right\}\right)$ be a triple consisting of a Borel subalgebra $\mathfrak{b}$ of $\mathfrak{g}$, a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ that lies in $\mathfrak{b}$, and a system of nonzero root vectors for the simple roots in the positive system of roots defining $\mathfrak{b}$. Let $\left(\mathfrak{b}^{\prime}, \mathfrak{h}^{\prime},\left\{X_{\alpha^{\prime}}\right\}\right)$ be a second such triple. Suppose that there is a compact Lie algebra $\mathfrak{u}_{0}$ that is a real form of $\mathfrak{g}$ and has the property that $\mathfrak{h}_{0}=\mathfrak{h} \cap \mathfrak{u}_{0}$ is a maximal abelian subalgebra of $\mathfrak{u}_{0}$. Prove that there exists an element $g \in \operatorname{Int} \mathfrak{g}$ such that $\operatorname{Ad}(g) \mathfrak{b}=\mathfrak{b}^{\prime}, \operatorname{Ad}(g) \mathfrak{h}=\mathfrak{h}^{\prime}$, and $\operatorname{Ad}(g)\left\{X_{\alpha}\right\}=\left\{X_{\alpha^{\prime}}\right\}$.

## CHAPTER VI

## Structure Theory of Semisimple Groups


#### Abstract

Every complex semisimple Lie algebra has a compact real form, as a consequence of a particular normalization of root vectors whose construction uses the Isomorphism Theorem of Chapter II. If $\mathfrak{g}_{0}$ is a real semisimple Lie algebra, then the use of a compact real form of $\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$ leads to the construction of a "Cartan involution" $\theta$ of $\mathfrak{g}_{0}$. This involution has the property that if $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ is the corresponding eigenspace decomposition or "Cartan decomposition," then $\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$ is a compact real form of $\left(\mathfrak{g}_{0}\right)^{\text {C }}$. Any two Cartan involutions of $\mathfrak{g}_{0}$ are conjugate by an inner automorphism. The Cartan decomposition generalizes the decomposition of a classical matrix Lie algebra into its skew-Hermitian and Hermitian parts.

If $G$ is a semisimple Lie group, then a Cartan decomposition $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ of its Lie algebra leads to a global decomposition $G=K \exp \mathfrak{p}_{0}$, where $K$ is the analytic subgroup of $G$ with Lie algebra $\mathfrak{k}_{0}$. This global decomposition generalizes the polar decomposition of matrices. The group $K$ contains the center of $G$ and, if the center of $G$ is finite, is a maximal compact subgroup of $G$.

The Iwasawa decomposition $G=K A N$ exhibits closed subgroups $A$ and $N$ of $G$ such that $A$ is simply connected abelian, $N$ is simply connected nilpotent, $A$ normalizes $N$, and multiplication from $K \times A \times N$ to $G$ is a diffeomorphism onto. This decomposition generalizes the Gram-Schmidt orthogonalization process. Any two Iwasawa decompositions of $G$ are conjugate. The Lie algebra $\mathfrak{a}_{0}$ of $A$ may be taken to be any maximal abelian subspace of $\mathfrak{p}_{0}$, and the Lie algebra of $N$ is defined from a kind of root-space decomposition of $\mathfrak{g}_{0}$ with respect to $\mathfrak{a}_{0}$. The simultaneous eigenspaces are called "restricted roots," and the restricted roots form an abstract root system. The Weyl group of this system coincides with the quotient of normalizer by centralizer of $\mathfrak{a}_{0}$ in $K$.

A Cartan subalgebra of $\mathfrak{g}_{0}$ is a subalgebra whose complexification is a Cartan subalgebra of $\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$. One Cartan subalgebra of $\mathfrak{g}_{0}$ is obtained by adjoining to the above $\mathfrak{a}_{0}$ a maximal abelian subspace of the centralizer of $\mathfrak{a}_{0}$ in $\mathfrak{k}_{0}$. This Cartan subalgebra is $\theta$ stable. Any Cartan subalgebra of $\mathfrak{g}_{0}$ is conjugate by an inner automorphism to a $\theta$ stable one, and the subalgebra built from $\mathfrak{a}_{0}$ as above is maximally noncompact among all $\theta$ stable Cartan subalgebras. Any two maximally noncompact Cartan subalgebras are conjugate, and so are any two maximally compact ones. Cayley transforms allow one to pass between any two $\theta$ stable Cartan subalgebras, up to conjugacy.

A Vogan diagram of $\mathfrak{g}_{0}$ superimposes certain information about the real form $\mathfrak{g}_{0}$ on the Dynkin diagram of $\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$. The extra information involves a maximally compact $\theta$ stable Cartan subalgebra and an allowable choice of a positive system of roots. The effect of $\theta$ on simple roots is labeled, and imaginary simple roots are painted if they are "noncompact," left unpainted if they are "compact." Such a diagram is not unique for $\mathfrak{g}_{0}$, but it determines


$\mathfrak{g}_{0}$ up to isomorphism. Every diagram that looks formally like a Vogan diagram arises from some $\mathfrak{g}_{0}$.

Vogan diagrams lead quickly to a classification of all simple real Lie algebras, the only difficulty being eliminating the redundancy in the choice of positive system of roots. This difficulty is resolved by the Borel and de Siebenthal Theorem. Using a succession of Cayley transforms to pass from a maximally compact Cartan subalgebra to a maximally noncompact Cartan subalgebra, one readily identifies the restricted roots for each simple real Lie algebra.

## 1. Existence of a Compact Real Form

An important clue to the structure of semisimple Lie groups comes from the examples of the classical semisimple groups in §§I. 8 and I.17. In each case the Lie algebra $\mathfrak{g}_{0}$ is a real Lie algebra of matrices over $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$ closed under conjugate transpose $(\cdot)^{*}$. This fact is the key ingredient used in Proposition 1.59 to detect semisimplicity of $\mathfrak{g}_{0}$.

Using the techniques at the end of $\S$ I. 8 , we can regard $\mathfrak{g}_{0}$ as a Lie algebra of matrices over $\mathbb{R}$ closed under transpose $(\cdot)^{*}$. Then $\mathfrak{g}_{0}$ is the direct sum of the set $\mathfrak{k}_{0}$ of its skew-symmetric members and the set $\mathfrak{p}_{0}$ of its symmetric members. The real vector space $\mathfrak{u}_{0}=\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$ of complex matrices is closed under brackets and is a Lie subalgebra of skew-Hermitian matrices.

Meanwhile we can regard the complexification $\mathfrak{g}$ of $\mathfrak{g}_{0}$ as the Lie algebra of complex matrices $\mathfrak{g}=\mathfrak{g}_{0}+i \mathfrak{g}_{0}$. Putting $\mathfrak{k}=\left(\mathfrak{k}_{0}\right)^{\mathbb{C}}$ and $\mathfrak{p}=\left(\mathfrak{p}_{0}\right)^{\mathbb{C}}$, we write $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$ as vector spaces. The complexification of $\mathfrak{u}_{0}$ is the same set of matrices: $\left(\mathfrak{u}_{0}\right)^{\mathbb{C}}=\mathfrak{k} \oplus \mathfrak{p}$.

Since $\mathfrak{g}_{0}$ has been assumed semisimple, $\mathfrak{g}$ is semisimple by Corollary 1.53 , and $\mathfrak{u}_{0}$ is semisimple by the same corollary. The claim is that $\mathfrak{u}_{0}$ is a compact Lie algebra in the sense of §IV.4. In fact, let us introduce the inner product $\langle X, Y\rangle=\operatorname{Re} \operatorname{Tr}\left(X Y^{*}\right)$ on $\mathfrak{u}_{0}$. The proof of Proposition 1.59 shows that

$$
\langle(\operatorname{ad} Y) X, Z\rangle=\left\langle X,\left(\operatorname{ad}\left(Y^{*}\right)\right) Z\right\rangle
$$

and hence

$$
\begin{equation*}
(\operatorname{ad} Y)^{*}=\operatorname{ad}\left(Y^{*}\right) . \tag{6.1}
\end{equation*}
$$

Since $Y^{*}=-Y$, ad $Y$ is skew Hermitian. Thus $(\operatorname{ad} Y)^{2}$ has eigenvalues $\leq 0$, and the Killing form $B_{u_{0}}$ of $\mathfrak{u}_{0}$ satisfies

$$
B_{u_{0}}(Y, Y)=\operatorname{Tr}\left((\operatorname{ad} Y)^{2}\right) \leq 0 .
$$

Since $\mathfrak{u}_{0}$ is semisimple, $B_{\mathfrak{u}_{0}}$ is nondegenerate (Theorem 1.45) and must be negative definite. By Proposition 4.27, $\mathfrak{u}_{0}$ is a compact Lie algebra.

In the terminology of real forms as in §I.3, the splitting of any of the classical semisimple Lie algebras $\mathfrak{g}_{0}$ in $\S$ I. 8 is equivalent with associating to $\mathfrak{g}_{0}$ the compact Lie algebra $\mathfrak{u}_{0}$ that is a real form of the complexification of $\mathfrak{g}_{0}$. Once we have this splitting of $\mathfrak{g}_{0}$, the arguments in $\S$ I. 17 allowed us to obtain a polar-like decomposition of the analytic group of matrices $G$ with Lie algebra $\mathfrak{g}_{0}$. This polar-like decomposition was a first structure theorem for the classical groups, giving insight into the topology of $G$ and underlining the importance of a certain compact subgroup $K$ of $G$.

The idea for beginning an investigation of the structure of a general semisimple Lie group $G$, not necessarily classical, is to look for this same kind of structure. We start with the Lie algebra $\mathfrak{g}_{0}$ and seek a decomposition into skew-symmetric and symmetric parts. To get this decomposition, we look for the occurrence of a compact Lie algebra $\mathfrak{u}_{0}$ as a real form of the complexification $\mathfrak{g}$ of $\mathfrak{g}_{0}$.

Actually not just any $\mathfrak{u}_{0}$ of this kind will do. The real forms $\mathfrak{u}_{0}$ and $\mathfrak{g}_{0}$ must be aligned so that the skew-symmetric part $\mathfrak{k}_{0}$ and the symmetric part $\mathfrak{p}_{0}$ can be recovered as $\mathfrak{k}_{0}=\mathfrak{g}_{0} \cap \mathfrak{u}_{0}$ and $\mathfrak{p}_{0}=\mathfrak{g}_{0} \cap i \mathfrak{u}_{0}$. The condition of proper alignment for $\mathfrak{u}_{0}$ is that the conjugations of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$ and to $\mathfrak{u}_{0}$ must commute with each other.

The first step will be to associate to a complex semisimple Lie algebra $\mathfrak{g}$ a real form $\mathfrak{u}_{0}$ that is compact. This construction will occupy us for the remainder of this section. In $\S 2$ we shall address the alignment question when $\mathfrak{g}$ is the complexification of a real semisimple Lie algebra $\mathfrak{g}_{0}$. The result will yield the desired Lie algebra decomposition $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$, known as the "Cartan decomposition" of the Lie algebra. Then in $\S 3$ we shall pass from the Cartan decomposition of the Lie algebra to a "Cartan decomposition" of the Lie group that generalizes the polar-like decomposition in Proposition 1.143.

The argument in the present section for constructing a compact real form from a complex semisimple $\mathfrak{g}$ will be somewhat roundabout. We shall use the Isomorphism Theorem (Theorem 2.108) to show that root vectors can be selected so that the constants arising in the bracket products of root vectors are all real. More precisely this result gives us a real form of $\mathfrak{g}$ known as a "split real form." It is not a compact Lie algebra but in a certain sense is as noncompact as possible. When $\mathfrak{g}$ is $\mathfrak{s l}(2, \mathbb{C})$, the real subalgebra $\mathfrak{s l}(2, \mathbb{R})$ is a split form, and the desired real form that is compact is $\mathfrak{s u}(2)$. In general we obtain the real form that is compact by taking suitable linear
combinations of the root vectors that define the split real form.
For the remainder of this section, let $\mathfrak{g}$ be a complex semisimple Lie algebra, let $\mathfrak{h}$ be a Cartan subalgebra, let $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$ be the set of roots of $\mathfrak{g}$ with respect to $\mathfrak{h}$, and let $B$ be the Killing form. (The Killing form has the property that it is invariant under all automorphisms of $\mathfrak{g}$, according to Proposition 1.119, and this property is not always shared by other forms. To take advantage of this property, we shall insist that $B$ is the Killing form in $\S \S 1-3$. After that, we shall allow more general forms in place of $B$.)

For each pair $\{\alpha,-\alpha\}$ in $\Delta$, we fix $E_{\alpha} \in \mathfrak{g}_{\alpha}$ and $E_{-\alpha} \in \mathfrak{g}_{-\alpha}$ so that $B\left(E_{\alpha}, E_{-\alpha}\right)=1$. Then $\left[E_{\alpha}, E_{-\alpha}\right]=H_{\alpha}$ by Lemma 2.18a. Let $\alpha$ and $\beta$ be roots. If $\alpha+\beta$ is in $\Delta$, define $C_{\alpha, \beta}$ by

$$
\left[E_{\alpha}, E_{\beta}\right]=C_{\alpha, \beta} E_{\alpha+\beta} .
$$

If $\alpha+\beta$ is not in $\Delta$, put $C_{\alpha, \beta}=0$.
Lemma 6.2. $C_{\alpha, \beta}=-C_{\beta, \alpha}$.
Proof. This follows from the skew symmetry of the bracket.
Lemma 6.3. If $\alpha, \beta$, and $\gamma$ are in $\Delta$ and $\alpha+\beta+\gamma=0$, then

$$
C_{\alpha, \beta}=C_{\beta, \gamma}=C_{\gamma, \alpha} .
$$

Proof. By the Jacobi identity,

$$
\left[\left[E_{\alpha}, E_{\beta}\right], E_{\gamma}\right]+\left[\left[E_{\beta}, E_{\gamma}\right], E_{\alpha}\right]+\left[\left[E_{\gamma}, E_{\alpha}\right], E_{\beta}\right]=0
$$

Thus

$$
C_{\alpha, \beta}\left[E_{-\gamma}, E_{\gamma}\right]+C_{\beta, \gamma}\left[E_{-\alpha}, E_{\alpha}\right]+C_{\gamma, \alpha}\left[E_{-\beta}, E_{\beta}\right]=0
$$

and

$$
C_{\alpha, \beta} H_{\gamma}+C_{\beta, \gamma} H_{\alpha}+C_{\gamma, \alpha} H_{\beta}=0 .
$$

Substituting $H_{\gamma}=-H_{\alpha}-H_{\beta}$ and using the linear independence of $\left\{H_{\alpha}, H_{\beta}\right\}$, we obtain the result.

Lemma 6.4. Let $\alpha, \beta$, and $\alpha+\beta$ be in $\Delta$, and let $\beta+n \alpha$, with $-p \leq n \leq q$, be the $\alpha$ string containing $\beta$. Then

$$
C_{\alpha, \beta}, C_{-\alpha,-\beta}=-\frac{1}{2} q(1+p)|\alpha|^{2} .
$$

Proof. By Corollary 2.37,

$$
\left[E_{-\alpha},\left[E_{\alpha}, E_{\beta}\right]\right]=\frac{1}{2} q(1+p)|\alpha|^{2} B\left(E_{\alpha}, E_{-\alpha}\right) E_{\beta} .
$$

The left side is $C_{-\alpha, \alpha+\beta} C_{\alpha, \beta} E_{\beta}$, and $B\left(E_{\alpha}, E_{-\alpha}\right)=1$ on the right side. Therefore

$$
\begin{equation*}
C_{-\alpha, \alpha+\beta} C_{\alpha, \beta}=\frac{1}{2} q(1+p)|\alpha|^{2} . \tag{6.5}
\end{equation*}
$$

Since $(-\alpha)+(\alpha+\beta)+(-\beta)=0$, Lemmas 6.3 and 6.2 give

$$
C_{-\alpha, \alpha+\beta}=C_{-\beta,-\alpha}=-C_{-\alpha,-\beta},
$$

and the result follows by substituting this formula into (6.5).
Theorem 6.6. Let $\mathfrak{g}$ be a complex semisimple Lie algebra, let $\mathfrak{h}$ be a Cartan subalgebra, and let $\Delta$ be the set of roots. For each $\alpha \in \Delta$, it is possible to choose root vectors $X_{\alpha} \in \mathfrak{g}_{\alpha}$ such that, for all $\alpha$ and $\beta$ in $\Delta$,

$$
\begin{aligned}
{\left[X_{\alpha}, X_{-\alpha}\right] } & =H_{\alpha} & & \\
{\left[X_{\alpha}, X_{\beta}\right] } & =N_{\alpha, \beta} X_{\alpha+\beta} & & \text { if } \alpha+\beta \in \Delta \\
{\left[X_{\alpha}, X_{\beta}\right] } & =0 & & \text { if } \alpha+\beta \neq 0 \text { and } \alpha+\beta \notin \Delta
\end{aligned}
$$

with constants $N_{\alpha, \beta}$ that satisfy

$$
N_{\alpha, \beta}=-N_{-\alpha,-\beta} .
$$

For any such choice of the system $\left\{X_{\alpha}\right\}$ of root vectors, the constants $N_{\alpha, \beta}$ satisfy

$$
N_{\alpha, \beta}^{2}=\frac{1}{2} q(1+p)|\alpha|^{2},
$$

where $\beta+n \alpha$, with $-p \leq n \leq q$, is the $\alpha$ string containing $\beta$.
Proof. The transpose of the linear map $\varphi: \mathfrak{h} \rightarrow \mathfrak{h}$ given by $\varphi(h)=$ $-h$ carries $\Delta$ to $\Delta$, and thus $\varphi$ extends to an automorphism $\widetilde{\varphi}$ of $\mathfrak{g}$, by the Isomorphism Theorem (Theorem 2.108). (See Example 3 at the end of §II.10.) Since $\widetilde{\varphi}\left(E_{\alpha}\right)$ is in $\mathfrak{g}_{-\alpha}$, there exists a constant $c_{-\alpha}$ such that $\widetilde{\varphi}\left(E_{\alpha}\right)=c_{-\alpha} E_{-\alpha}$. By Proposition 1.119,

$$
B(\widetilde{\varphi} X, \widetilde{\varphi} Y)=B(X, Y) \quad \text { for all } X \text { and } Y \text { in } \mathfrak{g} .
$$

Applying this formula with $X=E_{\alpha}$ and $Y=E_{-\alpha}$, we obtain

$$
c_{-\alpha} c_{\alpha}=c_{-\alpha} c_{\alpha} B\left(E_{-\alpha}, E_{\alpha}\right)=B\left(\widetilde{\varphi} E_{\alpha}, \widetilde{\varphi} E_{-\alpha}\right)=B\left(E_{\alpha}, E_{-\alpha}\right)=1 .
$$

Thus $c_{-\alpha} c_{\alpha}=1$. Because of this relation we can choose $a_{\alpha}$ for each $\alpha \in \Delta$ such that

$$
\begin{align*}
a_{\alpha} a_{-\alpha} & =+1  \tag{6.7a}\\
a_{\alpha}^{2} & =-c_{\alpha} . \tag{6.7b}
\end{align*}
$$

For example, fix a pair $\{\alpha,-\alpha\}$, and write $c_{\alpha}=r e^{i \theta}$ and $c_{-\alpha}=r^{-1} e^{-i \theta}$; then we can take $a_{\alpha}=r^{1 / 2} i e^{i \theta / 2}$ and $a_{-\alpha}=-r^{-1 / 2} i e^{-i \theta / 2}$.

With the choices of the $a_{\alpha}$ 's in place so that (6.7) holds, define $X_{\alpha}=$ $a_{\alpha} E_{\alpha}$. The root vectors $X_{\alpha}$ satisfy

$$
\left[X_{\alpha}, X_{-\alpha}\right]=a_{\alpha} a_{-\alpha}\left[E_{\alpha}, E_{-\alpha}\right]=H_{\alpha} \quad \text { by (6.7a) }
$$

and

$$
\begin{align*}
\widetilde{\varphi}\left(X_{\alpha}\right)=a_{\alpha} \widetilde{\varphi}\left(E_{\alpha}\right) & =a_{\alpha} c_{-\alpha} E_{-\alpha} & & \\
& =a_{-\alpha}^{-1} c_{-\alpha} E_{-\alpha} & & \text { by (6.7a) } \\
& =-a_{-\alpha} E_{-\alpha} & & \text { by (6.7b) } \\
& =-X_{-\alpha} . & & \tag{6.8}
\end{align*}
$$

Define constants $N_{\alpha, \beta}$ relative to the root vectors $X_{\gamma}$ in the same way that the constants $C_{\alpha, \beta}$ are defined relative to the root vectors $E_{\gamma}$. Then (6.8) gives

$$
\begin{aligned}
-N_{\alpha, \beta} X_{-\alpha-\beta} & =\widetilde{\varphi}\left(N_{\alpha, \beta} X_{\alpha+\beta}\right)=\widetilde{\varphi}\left[X_{\alpha}, X_{\beta}\right] \\
& =\left[\widetilde{\varphi} X_{\alpha}, \widetilde{\varphi} X_{\beta}\right]=\left[-X_{-\alpha},-X_{-\beta}\right]=N_{-\alpha,-\beta} X_{-\alpha-\beta},
\end{aligned}
$$

and we find that $N_{\alpha, \beta}=-N_{-\alpha,-\beta}$. The formula for $N_{\alpha, \beta}^{2}$ follows by substituting into Lemma 6.4, and the proof is complete.

Theorem 6.6 has an interpretation in terms of real forms of the complex Lie algebra $\mathfrak{g}$. With notation as in Theorem 6.6, define

$$
\begin{equation*}
\mathfrak{h}_{0}=\{H \in \mathfrak{h} \mid \alpha(H) \in \mathbb{R} \text { for all } \alpha \in \Delta\}, \tag{6.9}
\end{equation*}
$$

and put

$$
\mathfrak{g}_{0}=\mathfrak{h}_{0} \oplus \bigoplus_{\alpha \in \Delta} \mathbb{R} X_{\alpha} .
$$

The formula $N_{\alpha, \beta}^{2}=\frac{1}{2} q(1+p)|\alpha|^{2}$ shows that $N_{\alpha, \beta}$ is real. Therefore $\mathfrak{g}_{0}$ is a subalgebra of $\mathfrak{g}^{\mathbb{R}}$. Since it is clear that $\mathfrak{g}^{\mathbb{R}}=\mathfrak{g}_{0} \oplus i \mathfrak{g}_{0}$ as real vector spaces, $\mathfrak{g}_{0}$ is a real form of $\mathfrak{g}$. A real form of $\mathfrak{g}$ that contains $\mathfrak{h}_{0}$ as in (6.9) for some Cartan subalgebra $\mathfrak{h}$ is called a split real form of $\mathfrak{g}$. We summarize the above remarks as follows.

Corollary 6.10. Any complex semisimple Lie algebra contains a split real form.

EXAmples. It is clear from the computations in §II. 1 that $\mathfrak{s l}(n, \mathbb{R})$ and $\mathfrak{s p}(n, \mathbb{R})$ are split real forms of $\mathfrak{s l}(n, \mathbb{C})$ and $\mathfrak{s p}(n, \mathbb{C})$, respectively. We shall see in $\S 4$ that $\mathfrak{s o}(n+1, n)$ and $\mathfrak{s o}(n, n)$ are isomorphic to split real forms of $\mathfrak{s o}(2 n+1, \mathbb{C})$ and $\mathfrak{s o}(2 n, \mathbb{C})$, respectively.

As we indicated at the beginning of this section, we shall study real semisimple Lie algebras by relating them to other real forms that are compact Lie algebras. A real form of the complex semisimple Lie algebra $\mathfrak{g}$ that is a compact Lie algebra is called a compact real form of $\mathfrak{g}$.

Theorem 6.11. If $\mathfrak{g}$ is a complex semisimple Lie algebra, then $\mathfrak{g}$ has a compact real form $\mathfrak{u}_{0}$.

Remarks.

1) The compact real forms of the classical complex semisimple Lie algebras are already familiar. For $\mathfrak{s l}(n, \mathbb{C}), \mathfrak{s o}(n, \mathbb{C})$, and $\mathfrak{s p}(n, \mathbb{C})$, they are $\mathfrak{s u}(n), \mathfrak{s o}(n)$, and $\mathfrak{s p}(n)$, respectively. In the case of $\mathfrak{s p}(n, \mathbb{C})$, this fact uses the isomorphism $\mathfrak{s p}(n) \cong \mathfrak{s p}(n, \mathbb{C}) \cap \mathfrak{u}(2 n)$ proved in $\S$ I. 8 .
2) We denote the compact real forms of the complex Lie algebras of types $E_{6}, E_{7}, E_{8}, F_{4}$, and $G_{2}$ by $\mathfrak{e}_{6}, \mathfrak{e}_{7}, \mathfrak{e}_{8}, \mathfrak{f}_{4}$, and $\mathfrak{g}_{2}$, respectively. Corollary 6.20 will show that these compact real forms are well defined up to isomorphism.

Proof. Let $\mathfrak{h}$ be a Cartan subalgebra, and define root vectors $X_{\alpha}$ as in Theorem 6.6. Let

$$
\begin{equation*}
\mathfrak{u}_{0}=\sum_{\alpha \in \Delta} \mathbb{R}\left(i H_{\alpha}\right)+\sum_{\alpha \in \Delta} \mathbb{R}\left(X_{\alpha}-X_{-\alpha}\right)+\sum_{\alpha \in \Delta} \mathbb{R} i\left(X_{\alpha}+X_{-\alpha}\right) . \tag{6.12}
\end{equation*}
$$

It is clear that $\mathfrak{g}^{\mathbb{R}}=\mathfrak{u}_{0} \oplus i \mathfrak{u}_{0}$ as real vector spaces. Let us see that $\mathfrak{u}_{0}$ is closed under brackets. The term $\sum \mathbb{R}\left(i H_{\alpha}\right)$ on the right side of (6.12) is abelian, and we have

$$
\begin{aligned}
{\left[i H_{\alpha},\left(X_{\alpha}-X_{-\alpha}\right)\right] } & =|\alpha|^{2} i\left(X_{\alpha}+X_{-\alpha}\right) \\
{\left[i H_{\alpha}, i\left(X_{\alpha}+X_{-\alpha}\right)\right] } & =-|\alpha|^{2}\left(X_{\alpha}-X_{-\alpha}\right) .
\end{aligned}
$$

Therefore the term $\sum \mathbb{R}\left(i H_{\alpha}\right)$ brackets $\mathfrak{u}_{0}$ into $\mathfrak{u}_{0}$. For the other brackets of elements of $\mathfrak{u}_{0}$, we recall from Theorem 6.6 that $N_{\alpha, \beta}=-N_{-\alpha,-\beta}$, and we compute for $\beta \neq \pm \alpha$ that

$$
\begin{aligned}
{\left[\left(X_{\alpha}-X_{-\alpha}\right),\right.} & \left.\left(X_{\beta}-X_{-\beta}\right)\right] \\
& =N_{\alpha, \beta} X_{\alpha+\beta}+N_{-\alpha,-\beta} X_{-\alpha-\beta}-N_{-\alpha, \beta} X_{-\alpha+\beta}-N_{\alpha,-\beta} X_{\alpha-\beta} \\
& =N_{\alpha, \beta}\left(X_{\alpha+\beta}-X_{-(\alpha+\beta)}\right)-N_{-\alpha, \beta}\left(X_{-\alpha+\beta}-X_{-(-\alpha+\beta)}\right)
\end{aligned}
$$

and similarly that

$$
\begin{aligned}
& {\left[\left(X_{\alpha}-X_{-\alpha}\right), i\left(X_{\beta}+X_{-\beta}\right)\right]} \\
& \quad=N_{\alpha, \beta} i\left(X_{\alpha+\beta}+X_{-(\alpha+\beta)}\right)-N_{-\alpha, \beta} i\left(X_{-\alpha+\beta}+X_{-(-\alpha+\beta)}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& {\left[i\left(X_{\alpha}+X_{-\alpha}\right), i\left(X_{\beta}+X_{-\beta}\right)\right]} \\
& \quad=-N_{\alpha, \beta}\left(X_{\alpha+\beta}-X_{-(\alpha+\beta)}\right)-N_{-\alpha, \beta}\left(X_{-\alpha+\beta}-X_{-(-\alpha+\beta)}\right) .
\end{aligned}
$$

Finally

$$
\left[\left(X_{\alpha}-X_{-\alpha}\right), i\left(X_{\alpha}+X_{-\alpha}\right)\right]=2 i H_{\alpha},
$$

and therefore $\mathfrak{u}_{0}$ is closed under brackets. Consequently $\mathfrak{u}_{0}$ is a real form.
To show that $\mathfrak{u}_{0}$ is a compact Lie algebra, it is enough, by Proposition 4.27, to show that the Killing form of $\mathfrak{u}_{0}$ is negative definite. The Killing forms $B_{\mathfrak{u}_{0}}$ of $\mathfrak{u}_{0}$ and $B$ of $\mathfrak{g}$ are related by $B_{\mathfrak{u}_{0}}=\left.B\right|_{\mathfrak{u}_{0} \times \mathfrak{u}_{0}}$, according to (1.20). The first term on the right side of (6.12) is orthogonal to the other two terms by Proposition 2.17 a , and $B$ is positive on $\sum \mathbb{R} H_{\alpha}$ by Corollary 2.38 . Hence $B$ is negative on $\sum \mathbb{R} i H_{\alpha}$. Next we use Proposition 2.17a to observe for $\beta \neq \pm \alpha$ that

$$
\begin{aligned}
B\left(\left(X_{\alpha}-X_{-\alpha}\right),\left(X_{\beta}-X_{-\beta}\right)\right) & =0 \\
B\left(\left(X_{\alpha}-X_{-\alpha}\right), i\left(X_{\beta}+X_{-\beta}\right)\right) & =0 \\
B\left(i\left(X_{\alpha}+X_{-\alpha}\right), i\left(X_{\beta}+X_{-\beta}\right)\right) & =0 .
\end{aligned}
$$

Finally we have

$$
\begin{aligned}
B\left(\left(X_{\alpha}-X_{-\alpha}\right),\left(X_{\alpha}-X_{-\alpha}\right)\right) & =-2 B\left(X_{\alpha}, X_{-\alpha}\right)=-2 \\
B\left(i\left(X_{\alpha}+X_{-\alpha}\right), i\left(X_{\alpha}+X_{-\alpha}\right)\right) & =-2 B\left(X_{\alpha}, X_{-\alpha}\right)=-2,
\end{aligned}
$$

and therefore $\left.B\right|_{u_{0} \times u_{0}}$ is negative definite.

## 2. Cartan Decomposition on the Lie Algebra Level

To detect semisimplicity of some specific Lie algebras of matrices in §I.8, we made critical use of the conjugate transpose mapping $X \mapsto X^{*}$. Slightly better is the map $\theta(X)=-X^{*}$, which is actually an involution,
i.e., an automorphism of the Lie algebra with square equal to the identity. To see that $\theta$ respects brackets, we just write

$$
\theta[X, Y]=-[X, Y]^{*}=-\left[Y^{*}, X^{*}\right]=\left[-X^{*},-Y^{*}\right]=[\theta(X), \theta(Y)] .
$$

Let $B$ be the Killing form. The involution $\theta$ has the property that $B_{\theta}(X, Y)=-B(X, \theta Y)$ is symmetric and positive definite because Proposition 1.119 gives

$$
\begin{aligned}
B_{\theta}(X, Y) & =-B(X, \theta Y)=-B\left(\theta X, \theta^{2} Y\right) \\
& =-B(\theta X, Y)=-B(Y, \theta X)=B_{\theta}(Y, X)
\end{aligned}
$$

and (6.1) gives

$$
\begin{aligned}
B_{\theta}(X, X) & =-B(X, \theta X)=-\operatorname{Tr}((\operatorname{ad} X)(\operatorname{ad} \theta X)) \\
& =\operatorname{Tr}\left((\operatorname{ad} X)\left(\operatorname{ad} X^{*}\right)\right)=\operatorname{Tr}\left((\operatorname{ad} X)(\operatorname{ad} X)^{*}\right) \geq 0 .
\end{aligned}
$$

An involution $\theta$ of a real semisimple Lie algebra $\mathfrak{g}_{0}$ such that the symmetric bilinear form

$$
\begin{equation*}
B_{\theta}(X, Y)=-B(X, \theta Y) \tag{6.13}
\end{equation*}
$$

is positive definite is called a Cartan involution. We shall see that any real semisimple Lie algebra has a Cartan involution and that the Cartan involution is unique up to inner automorphism. As a consequence of the proof, we shall obtain a converse to the arguments of §I.8: Every real semisimple Lie algebra can be realized as a Lie algebra of real matrices closed under transpose.

Theorem 6.11 says that any complex semisimple Lie algebra $\mathfrak{g}$ has a compact real form. According to the next proposition, it follows that $\mathfrak{g}^{\mathbb{R}}$ has a Cartan involution.

Proposition 6.14. Let $\mathfrak{g}$ be a complex semisimple Lie algebra, let $\mathfrak{u}_{0}$ be a compact real form of $\mathfrak{g}$, and let $\tau$ be the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{u}_{0}$. If $\mathfrak{g}$ is regarded as a real Lie algebra $\mathfrak{g}^{\mathbb{R}}$, then $\tau$ is a Cartan involution of $\mathfrak{g}^{\mathbb{R}}$.

REmARK. The real Lie algebra $\mathfrak{g}^{\mathbb{R}}$ is semisimple by (1.61).

Proof. It is clear that $\tau$ is an involution. The Killing forms $B_{\mathfrak{g}}$ of $\mathfrak{g}$ and $B_{\mathfrak{g}^{\mathbb{R}}}$ of $\mathfrak{g}^{\mathbb{R}}$ are related by

$$
B_{\mathfrak{g}^{\mathbb{R}}}\left(Z_{1}, Z_{2}\right)=2 \operatorname{Re} B_{\mathfrak{g}}\left(Z_{1}, Z_{2}\right),
$$

according to (1.60). Write $Z \in \mathfrak{g}$ as $Z=X+i Y$ with $X$ and $Y$ in $\mathfrak{u}_{0}$. Then

$$
\begin{aligned}
B_{\mathfrak{g}}(Z, \tau Z) & =B_{\mathfrak{g}}(X+i Y, X-i Y) \\
& =B_{\mathfrak{g}}(X, X)+B_{\mathfrak{g}}(Y, Y) \\
& =B_{\mathfrak{u}_{0}}(X, X)+B_{\mathfrak{u}_{0}}(Y, Y),
\end{aligned}
$$

and the right side is $<0$ unless $Z=0$. In the notation of (6.13), it follows that

$$
\left(B_{\mathfrak{g}^{\mathbb{R}}}\right)_{\tau}\left(Z_{1}, Z_{2}\right)=-B_{\mathfrak{g}^{\mathbb{R}}}\left(Z_{1}, \tau Z_{2}\right)=-2 \operatorname{Re} B_{\mathfrak{g}}\left(Z_{1}, \tau Z_{2}\right)
$$

is positive definite on $\mathfrak{g}^{\mathbb{R}}$, and therefore $\tau$ is a Cartan involution of $\mathfrak{g}^{\mathbb{R}}$.
Now we address the problem of aligning a compact real form properly when we start with a real semisimple Lie algebra $\mathfrak{g}_{0}$ and obtain $\mathfrak{g}$ by complexification. Corollaries give the existence and uniqueness (up to conjugacy) of Cartan involutions.

Lemma 6.15. Let $\mathfrak{g}_{0}$ be a real finite-dimensional Lie algebra, and let $\rho$ be an automorphism of $\mathfrak{g}_{0}$ that is diagonable with positive eigenvalues $d_{1}, \ldots, d_{m}$ and corresponding eigenspaces $\left(\mathfrak{g}_{0}\right)_{d_{j}}$. For $-\infty<r<\infty$, define $\rho^{r}$ to be the linear transformation on $\mathfrak{g}_{0}$ that is $d_{j}^{r}$ on $\left(\mathfrak{g}_{0}\right)_{d_{j}}$. Then $\left\{\rho^{r}\right\}$ is a one-parameter group in Aut $\mathfrak{g}_{0}$. If $\mathfrak{g}_{0}$ is semisimple, then $\rho^{r}$ lies in Int $\mathfrak{g}_{0}$.

Proof. If $X$ is in $\left(\mathfrak{g}_{0}\right)_{d_{i}}$ and $Y$ is in $\left(\mathfrak{g}_{0}\right)_{d_{j}}$, then

$$
\rho[X, Y]=[\rho X, \rho Y]=d_{i} d_{j}[X, Y]
$$

since $\rho$ is an automorphism. Hence $[X, Y]$ is in $\left(\mathfrak{g}_{0}\right)_{d_{i} d_{j}}$, and we obtain

$$
\rho^{r}[X, Y]=\left(d_{i} d_{j}\right)^{r}[X, Y]=\left[d_{i}^{r} X, d_{j}^{r} Y\right]=\left[\rho^{r} X, \rho^{r} Y\right] .
$$

Consequently $\rho^{r}$ is an automorphism. Therefore $\left\{\rho^{r}\right\}$ is a one-parameter group in Aut $\mathfrak{g}_{0}$, hence in the identity component $\left(\text { Aut } \mathfrak{g}_{0}\right)_{0}$. If $\mathfrak{g}_{0}$ is semisimple, then Propositions 1.120 and 1.121 show that $\left(\text { Aut } \mathfrak{g}_{0}\right)_{0}=\operatorname{Int} \mathfrak{g}_{0}$, and the lemma follows.

Theorem 6.16. Let $\mathfrak{g}_{0}$ be a real semisimple Lie algebra, let $\theta$ be a Cartan involution, and let $\sigma$ be any involution. Then there exists $\varphi \in \operatorname{Int} \mathfrak{g}_{0}$ such that $\varphi \theta \varphi^{-1}$ commutes with $\sigma$.

Proof. Since $\theta$ is given as a Cartan involution, $B_{\theta}$ is an inner product for $\mathfrak{g}_{0}$. Put $\omega=\sigma \theta$. This is an automorphism of $\mathfrak{g}_{0}$, and Proposition 1.119 shows that it leaves $B$ invariant. From $\sigma^{2}=\theta^{2}=1$, we therefore have

$$
B(\omega X, \theta Y)=B\left(X, \omega^{-1} \theta Y\right)=B(X, \theta \omega Y)
$$

and hence

$$
B_{\theta}(\omega X, Y)=B_{\theta}(X, \omega Y) .
$$

Thus $\omega$ is symmetric, and its square $\rho=\omega^{2}$ is positive definite. Write $\rho^{r}$ for the positive-definite $r^{\text {th }}$ power of $\rho,-\infty<r<\infty$. Lemma 6.15 shows that $\rho^{r}$ is a one-parameter group in Int $\mathfrak{g}_{0}$. Consideration of $\omega$ as a diagonal matrix shows that $\rho^{r}$ commutes with $\omega$. Now

$$
\rho \theta=\omega^{2} \theta=\sigma \theta \sigma \theta \theta=\sigma \theta \sigma=\theta \theta \sigma \theta \sigma=\theta \omega^{-2}=\theta \rho^{-1} .
$$

In terms of a basis of $\mathfrak{g}_{0}$ that diagonalizes $\rho$, the matrix form of this equation is

$$
\rho_{i i} \theta_{i j}=\theta_{i j} \rho_{j j}^{-1} \quad \text { for all } i \text { and } j .
$$

Considering separately the cases $\theta_{i j}=0$ and $\theta_{i j} \neq 0$, we see that

$$
\rho_{i i}^{r} \theta_{i j}=\theta_{i j} \rho_{j j}^{-r}
$$

and therefore that

$$
\begin{equation*}
\rho^{r} \theta=\theta \rho^{-r} . \tag{6.17}
\end{equation*}
$$

Put $\varphi=\rho^{1 / 4}$. Then two applications of (6.17) give

$$
\begin{aligned}
\left(\varphi \theta \varphi^{-1}\right) \sigma & =\rho^{1 / 4} \theta \rho^{-1 / 4} \sigma=\rho^{1 / 2} \theta \sigma \\
& =\rho^{1 / 2} \omega^{-1}=\rho^{-1 / 2} \rho \omega^{-1} \\
& =\rho^{-1 / 2} \omega=\omega \rho^{-1 / 2} \\
& =\sigma \theta \rho^{-1 / 2}=\sigma \rho^{1 / 4} \theta \rho^{-1 / 4}=\sigma\left(\varphi \theta \varphi^{-1}\right),
\end{aligned}
$$

as required.

Corollary 6.18. If $\mathfrak{g}_{0}$ is a real semisimple Lie algebra, then $\mathfrak{g}_{0}$ has a Cartan involution.

Proof. Let $\mathfrak{g}$ be the complexification of $\mathfrak{g}_{0}$, and choose by Theorem 6.11 a compact real form $\mathfrak{u}_{0}$ of $\mathfrak{g}$. Let $\sigma$ and $\tau$ be the conjugations of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$ and $\mathfrak{u}_{0}$. If we regard $\mathfrak{g}$ as a real Lie algebra $\mathfrak{g}^{\mathbb{R}}$, then $\sigma$ and $\tau$ are involutions of $\mathfrak{g}^{\mathbb{R}}$, and Proposition 6.14 shows that $\tau$ is a Cartan involution. By Theorem 6.16 we can find $\varphi \in \operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)=\operatorname{Int} \mathfrak{g}$ such that $\varphi \tau \varphi^{-1}$ commutes with $\sigma$.

Here $\varphi \tau \varphi^{-1}$ is the conjugation of $\mathfrak{g}$ with respect to $\varphi\left(\mathfrak{u}_{0}\right)$, which is another compact real form of $\mathfrak{g}$. Thus

$$
\left(B_{\mathfrak{g}^{\mathrm{R}}}\right)_{\varphi \tau \varphi^{-1}}\left(Z_{1}, Z_{2}\right)=-2 \operatorname{Re} B_{\mathfrak{g}}\left(Z_{1}, \varphi \tau \varphi^{-1} Z_{2}\right)
$$

is positive definite on $\mathfrak{g}^{\mathbb{R}}$.
The Lie algebra $\mathfrak{g}_{0}$ is characterized as the fixed set of $\sigma$. If $\sigma X=X$, then

$$
\sigma\left(\varphi \tau \varphi^{-1} X\right)=\varphi \tau \varphi^{-1} \sigma X=\varphi \tau \varphi^{-1} X .
$$

Hence $\varphi \tau \varphi^{-1}$ restricts to an involution $\theta$ of $\mathfrak{g}_{0}$. We have

$$
B_{\theta}(X, Y)=-B_{\mathfrak{g}_{0}}(X, \theta Y)=-B_{\mathfrak{g}}\left(X, \varphi \tau \varphi^{-1} Y\right)=\frac{1}{2}\left(B_{\mathfrak{g}^{\mathbb{R}}}\right)_{\varphi \tau \varphi^{-1}}(X, Y) .
$$

Thus $B_{\theta}$ is positive definite on $\mathfrak{g}_{0}$, and $\theta$ is a Cartan involution.
Corollary 6.19. If $\mathfrak{g}_{0}$ is a real semisimple Lie algebra, then any two Cartan involutions of $\mathfrak{g}_{0}$ are conjugate via Int $\mathfrak{g}_{0}$.

Proof. Let $\theta$ and $\theta^{\prime}$ be two Cartan involutions. Taking $\sigma=\theta^{\prime}$ in Theorem 6.16, we can find $\varphi \in \operatorname{Int} \mathfrak{g}_{0}$ such that $\varphi \theta \varphi^{-1}$ commutes with $\theta^{\prime}$. Here $\varphi \theta \varphi^{-1}$ is another Cartan involution of $\mathfrak{g}_{0}$. So we may as well assume that $\theta$ and $\theta^{\prime}$ commute from the outset. We shall prove that $\theta=\theta^{\prime}$.

Since $\theta$ and $\theta^{\prime}$ commute, they have compatible eigenspace decompositions into +1 and -1 eigenspaces. By symmetry it is enough to show that no nonzero $X \in \mathfrak{g}_{0}$ is in the +1 eigenspace for $\theta$ and the -1 eigenspace for $\theta^{\prime}$. Assuming the contrary, suppose that $\theta X=X$ and $\theta^{\prime} X=-X$. Then we have

$$
\begin{aligned}
& 0<B_{\theta}(X, X)=-B(X, \theta X) \\
&=-B(X, X) \\
& 0<B_{\theta^{\prime}}(X, X)=-B\left(X, \theta^{\prime} X\right)
\end{aligned}=+B(X, X), ~ \$
$$

contradiction. We conclude that $\theta=\theta^{\prime}$, and the proof is complete.

Corollary 6.20. If $\mathfrak{g}$ is a complex semisimple Lie algebra, then any two compact real forms of $\mathfrak{g}$ are conjugate via Int $\mathfrak{g}$.

Proof. Each compact real form has an associated conjugation of $\mathfrak{g}$ that determines it, and this conjugation is a Cartan involution of $\mathfrak{g}^{\mathbb{R}}$, by Proposition 6.14. Applying Corollary 6.19 to $\mathfrak{g}^{\mathbb{R}}$, we see that the two conjugations are conjugate by a member of $\operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)$. Since $\operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)=\operatorname{Int} \mathfrak{g}$, the corollary follows.

Corollary 6.21. If $A=\left(A_{i j}\right)_{i, j=1}^{l}$ is an abstract Cartan matrix, then there exists, up to isomorphism, one and only one compact semisimple Lie algebra $\mathfrak{g}_{0}$ whose complexification $\mathfrak{g}$ has a root system with $A$ as Cartan matrix.

Proof. Existence of $\mathfrak{g}$ is given in Theorem 2.111, and uniqueness of $\mathfrak{g}$ is given in Example 1 of $\S$ II.10. The passage from $\mathfrak{g}$ to $\mathfrak{g}_{0}$ is accomplished by Theorem 6.11 and Corollary 6.20.

Corollary 6.22. If $\mathfrak{g}$ is a complex semisimple Lie algebra, then the only Cartan involutions of $\mathfrak{g}^{\mathbb{R}}$ are the conjugations with respect to the compact real forms of $\mathfrak{g}$.

Proof. Theorem 6.11 and Proposition 6.14 produce a Cartan involution of $\mathfrak{g}^{\mathbb{R}}$ that is conjugation with respect to some compact real form of $\mathfrak{g}$. Any other Cartan involution is conjugate to this one, according to Corollary 6.19, and hence is also the conjugation with respect to a compact real form of $\mathfrak{g}$.

A Cartan involution $\theta$ of $\mathfrak{g}_{0}$ yields an eigenspace decomposition

$$
\begin{equation*}
\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0} \tag{6.23}
\end{equation*}
$$

of $\mathfrak{g}_{0}$ into +1 and -1 eigenspaces, and these must bracket according to the rules

$$
\begin{equation*}
\left[\mathfrak{k}_{0}, \mathfrak{k}_{0}\right] \subseteq \mathfrak{k}_{0}, \quad\left[\mathfrak{k}_{0}, \mathfrak{p}_{0}\right] \subseteq \mathfrak{p}_{0}, \quad\left[\mathfrak{p}_{0}, \mathfrak{p}_{0}\right] \subseteq \mathfrak{k}_{0} \tag{6.24}
\end{equation*}
$$

since $\theta$ is an involution. From (6.23) and (6.24) it follows that
(6.25) $\quad \mathfrak{k}_{0}$ and $\mathfrak{p}_{0}$ are orthogonal under $B_{\mathfrak{g}_{0}}$ and under $B_{\theta}$

In fact, if $X$ is in $\mathfrak{k}_{0}$ and $Y$ is in $\mathfrak{p}_{0}$, then ad $X$ ad $Y$ carries $\mathfrak{k}_{0}$ to $\mathfrak{p}_{0}$ and $\mathfrak{p}_{0}$ to $\mathfrak{k}_{0}$. Thus it has trace 0 , and $B_{\mathfrak{g}_{0}}(X, Y)=0$; since $\theta Y=-Y, B_{\theta}(X, Y)=0$ also.

Since $B_{\theta}$ is positive definite, the eigenspaces $\mathfrak{k}_{0}$ and $\mathfrak{p}_{0}$ in (6.23) have the property that

$$
B_{\mathfrak{g}_{0}} \text { is }\left\{\begin{array}{l}
\text { negative definite on } \mathfrak{k}_{0}  \tag{6.26}\\
\text { positive definite on } \mathfrak{p}_{0} .
\end{array}\right.
$$

A decomposition (6.23) of $\mathfrak{g}_{0}$ that satisfies (6.24) and (6.26) is called a Cartan decomposition of $\mathfrak{g}_{0}$.

Conversely a Cartan decomposition determines a Cartan involution $\theta$ by the formula

$$
\theta= \begin{cases}+1 & \text { on } \mathfrak{k}_{0} \\ -1 & \text { on } \mathfrak{p}_{0} .\end{cases}
$$

Here (6.24) shows that $\theta$ respects brackets, and (6.25) and (6.26) show that $B_{\theta}$ is positive definite. ( $B_{\theta}$ is symmetric by Proposition 1.119 since $\theta$ has order 2.)

If $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ is a Cartan decomposition of $\mathfrak{g}_{0}$, then $\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$ is a compact real form of $\mathfrak{g}=\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$. Conversely if $\mathfrak{h}_{0}$ and $\mathfrak{q}_{0}$ are the +1 and -1 eigenspaces of an involution $\sigma$, then $\sigma$ is a Cartan involution only if the real form $\mathfrak{h}_{0} \oplus i \mathfrak{q}_{0}$ of $\mathfrak{g}=\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$ is compact.

If $\mathfrak{g}$ is a complex semisimple Lie algebra, then it follows from Corollary 6.22 that the most general Cartan decomposition of $\mathfrak{g}^{\mathbb{R}}$ is $\mathfrak{g}^{\mathbb{R}}=\mathfrak{u}_{0} \oplus i \mathfrak{u}_{0}$, where $\mathfrak{u}_{0}$ is a compact real form of $\mathfrak{g}$.

Corollaries 6.18 and 6.19 have shown for an arbitrary real semisimple Lie algebra $\mathfrak{g}_{0}$ that Cartan decompositions exist and are unique up to conjugacy by Int $\mathfrak{g}_{0}$. Let us see as a consequence that every real semisimple Lie algebra can be realized as a Lie algebra of real matrices closed under transpose.

Lemma 6.27. If $\mathfrak{g}_{0}$ is a real semisimple Lie algebra and $\theta$ is a Cartan involution, then

$$
(\operatorname{ad} X)^{*}=-\operatorname{ad} \theta X \quad \text { for all } X \in \mathfrak{g}_{0}
$$

where adjoint $(\cdot)^{*}$ is defined relative to the inner product $B_{\theta}$.
Proof. We have

$$
\begin{aligned}
B_{\theta}((\operatorname{ad} \theta X) Y, Z) & =-B([\theta X, Y], \theta Z) \\
& =B(Y,[\theta X, \theta Z])=B(Y, \theta[X, Z]) \\
& =-B_{\theta}(Y,(\operatorname{ad} X) Z)=-B_{\theta}\left((\operatorname{ad} X)^{*} Y, Z\right) .
\end{aligned}
$$

Proposition 6.28. If $\mathfrak{g}_{0}$ is a real semisimple Lie algebra, then $\mathfrak{g}_{0}$ is isomorphic to a Lie algebra of real matrices that is closed under transpose. If a Cartan involution $\theta$ of $\mathfrak{g}_{0}$ has been specified, then the isomorphism may be chosen so that $\theta$ is carried to negative transpose.

Proof. Let $\theta$ be a Cartan involution of $\mathfrak{g}_{0}$ (existence by Corollary 6.18), and define the inner product $B_{\theta}$ on $\mathfrak{g}_{0}$ as in (6.13). Since $\mathfrak{g}_{0}$ is semisimple, $\mathfrak{g}_{0} \cong \mathrm{ad} \mathfrak{g}_{0}$. The matrices of ad $\mathfrak{g}_{0}$ in an orthonormal basis relative to $B_{\theta}$ will be the required Lie algebra of matrices. We have only to show that ad $\mathfrak{g}_{0}$ is closed under adjoint. But this follows from Lemma 6.27 and the fact that $\mathfrak{g}_{0}$ is closed under $\theta$.

Corollary 6.29. If $\mathfrak{g}_{0}$ is a real semisimple Lie algebra and $\theta$ is a Cartan involution, then any $\theta$ stable subalgebra $\mathfrak{s}_{0}$ of $\mathfrak{g}_{0}$ is reductive.

Proof. Proposition 6.28 allows us to regard $\mathfrak{g}_{0}$ as a real Lie algebra of real matrices closed under transpose, and $\theta$ becomes negative transpose. Then $\mathfrak{s}_{0}$ is a Lie subalgebra of matrices closed under transpose, and the result follows from Proposition 1.59.

## 3. Cartan Decomposition on the Lie Group Level

In this section we turn to a consideration of groups. Let $G$ be a semisimple Lie group, and let $\mathfrak{g}_{0}$ be its Lie algebra. The results of $\S 2$ established that $\mathfrak{g}_{0}$ has a Cartan involution and that any two Cartan involutions are conjugate by an inner automorphism. The theorem in this section lifts the corresponding Cartan decomposition $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ given in (6.23) to a decomposition of $G$.

In the course of the proof, we shall consider $\operatorname{Ad}(G)$ first, proving the theorem in this special case. Then we shall use the result for $\operatorname{Ad}(G)$ to obtain the theorem for $G$. The following proposition clarifies one detail about this process.

Proposition 6.30. If $G$ is a semisimple Lie group and $Z$ is its center, then $G / Z$ has trivial center.

Remark. The center $Z$ is discrete, being a closed subgroup of $G$ whose Lie algebra is 0 .

Proof. Let $\mathfrak{g}_{0}$ be the Lie algebra of $G$. For $x \in G, \operatorname{Ad}(x)$ is the differential of conjugation by $x$ and is 1 if and only if $x$ is in $Z$. Thus $G / Z \cong$ $\operatorname{Ad}(G)$. If $g \in \operatorname{Ad}(G)$ is central, we have $g \operatorname{Ad}(x)=\operatorname{Ad}(x) g$ for all $x \in G$. Differentiation gives $g(\operatorname{ad} X)=(\operatorname{ad} X) g$ for $X \in \mathfrak{g}_{0}$, and application of both sides of this equation to $Y \in \mathfrak{g}_{0}$ gives $g([X, Y])=[X, g Y]$. Replacing $Y$ by $g^{-1} Y$, we obtain [ $\left.g X, Y\right]=[X, Y$ ]. Interchanging $X$ and $Y$ gives $[X, g Y]=[X, Y]$ and hence $g([X, Y])=[X, Y]$. Since $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]=\mathfrak{g}_{0}$ by

Corollary 1.55 , the linear transformation $g$ is 1 on all of $\mathfrak{g}_{0}$, i.e., $g=1$. Thus $\operatorname{Ad}(G)$ has trivial center.

Theorem 6.31. Let $G$ be a semisimple Lie group, let $\theta$ be a Cartan involution of its Lie algebra $\mathfrak{g}_{0}$, let $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ be the corresponding Cartan decomposition, and let $K$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{k}_{0}$. Then
(a) there exists a Lie group automorphism $\Theta$ of $G$ with differential $\theta$, and $\Theta$ has $\Theta^{2}=1$,
(b) the subgroup of $G$ fixed by $\Theta$ is $K$,
(c) the mapping $K \times \mathfrak{p}_{0} \rightarrow G$ given by $(k, X) \mapsto k \exp X$ is a diffeomorphism onto,
(d) $K$ is closed,
(e) $K$ contains the center $Z$ of $G$,
(f) $K$ is compact if and only if $Z$ is finite,
(g) when $Z$ is finite, $K$ is a maximal compact subgroup of $G$.

Remarks.

1) This theorem generalizes and extends Proposition 1.143, where (c) reduces to the polar decomposition of matrices. Proposition 1.143 therefore points to a host of examples of the theorem.
2) The automorphism $\Theta$ of the theorem will be called the global Cartan involution, and (c) is the global Cartan decomposition. Many authors follow the convention of writing $\theta$ for $\Theta$, using the same symbol for the involution of $G$ as for the involution of $\mathfrak{g}_{0}$, but we shall use distinct symbols for the two kinds of involution.

Proof. Let $\bar{G}=\operatorname{Ad}(G)$. We shall prove the theorem for $\bar{G}$ and then deduce as a consequence the theorem for $G$. For the case of $\bar{G}$, we begin by constructing $\Theta$ as in (a), calling it $\bar{\Theta}$. Then we define $\bar{K}^{\#}$ to be the subgroup fixed by $\bar{\Theta}$, and we prove (c) with $K$ replaced by $\bar{K}^{\#}$. The rest of the proof of the theorem for $\bar{G}$ is then fairly easy.

For $\bar{G}$, the Lie algebra is ad $\mathfrak{g}_{0}$, and the Cartan involution $\bar{\theta}$ is +1 on $\operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{k}_{0}\right)$ and -1 on ad $\mathfrak{g}_{0}\left(\mathfrak{p}_{0}\right)$. Let us write members of ad $\mathfrak{g}_{0}$ with bars over them. Define the inner product $B_{\theta}$ on $\mathfrak{g}_{0}$ by (6.13), and let adjoint ( $\left.\cdot\right)^{*}$ be defined for linear maps of $\mathfrak{g}_{0}$ into itself by means of $B_{\theta}$. Lemma 6.27 says that

$$
\begin{equation*}
(\operatorname{ad} W)^{*}=-\operatorname{ad} \theta W \quad \text { for all } W \in \mathfrak{g}_{0}, \tag{6.32}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\bar{\theta} \bar{W}=-\bar{W}^{*} \quad \text { for all } \bar{W} \in \operatorname{ad} \mathfrak{g}_{0} \tag{6.33}
\end{equation*}
$$

If $g$ is in Aut $\mathfrak{g}_{0}$, we shall prove that $g^{*}$ is in Aut $\mathfrak{g}_{0}$. Since $B_{\theta}$ is definite, we are to prove that

$$
\begin{equation*}
B_{\theta}\left(\left[g^{*} X, g^{*} Y\right], Z\right) \stackrel{?}{=} B_{\theta}\left(g^{*}[X, Y], Z\right) \tag{6.34}
\end{equation*}
$$

for all $X, Y, Z \in \mathfrak{g}_{0}$. Using (6.32) three times, we have

$$
\begin{aligned}
B_{\theta}\left(\left[g^{*} X, g^{*} Y\right], Z\right) & =-B_{\theta}\left(g^{*} Y,\left[\theta g^{*} X, Z\right]\right)=-B_{\theta}\left(Y,\left[g \theta g^{*} X, g Z\right]\right) \\
& =B_{\theta}\left((\operatorname{ad} g Z) g \theta g^{*} X, Y\right)=-B_{\theta}\left(g \theta g^{*} X,[\theta g Z, Y]\right) \\
& =B\left(g \theta g^{*} X,[g Z, \theta Y]\right)=-B_{\theta}\left(g^{*} X, g^{-1}[g Z, \theta Y]\right) \\
& =-B_{\theta}(X,[g Z, \theta Y])=B_{\theta}(X,(\operatorname{ad} \theta Y) g Z) \\
& =B_{\theta}([X, Y], g Z)=B_{\theta}\left(g^{*}[X, Y], Z\right),
\end{aligned}
$$

and (6.34) is established.
We apply this fact when $g=\bar{x}$ is in $\operatorname{Ad}(G)=\bar{G}$. Then $\bar{x}^{*} \bar{x}$ is a positive definite element in Aut $\mathfrak{g}_{0}$. By Lemma 6.15 the positive definite $r^{\text {th }}$ power, which we write as $\left(\bar{x}^{*} \bar{x}\right)^{r}$, is in $\operatorname{Int} \mathfrak{g}_{0}=\operatorname{Ad}(G)=\bar{G}$ for every real $r$. Hence

$$
\begin{equation*}
\left(\bar{x}^{*} \bar{x}\right)^{r}=\exp r \bar{X} \tag{6.35}
\end{equation*}
$$

for some $\bar{X} \in$ ad $\mathfrak{g}_{0}$. Differentiating with respect to $r$ and putting $r=0$, we see that $\bar{X}^{*}=\bar{X}$. By (6.32), $\bar{X}$ is in $\operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{p}_{0}\right)$.

Specializing to the case $r=1$, we see that $\bar{G}$ is closed under adjoint. Hence we may define $\bar{\Theta}(\bar{x})=\left(\bar{x}^{*}\right)^{-1}$, and $\bar{\Theta}$ is an automorphism of $\bar{G}$ with $\bar{\Theta}^{2}=1$. The differential of $\bar{\Theta}$ is $\bar{Y} \mapsto-\bar{Y}^{*}$, and (6.33) shows that this is $\bar{\theta}$. This proves (a) for $\bar{G}$.

The fixed group for $\bar{\Theta}$ is a closed subgroup of $\bar{G}$ that we define to be $\bar{K}^{\#}$. The members $\bar{k}$ of $\bar{K}^{\#}$ have $\left(\bar{k}^{*}\right)^{-1}=\bar{k}$ and hence are in the orthogonal group on $\mathfrak{g}_{0}$. Since $\bar{G}=\operatorname{Int} \mathfrak{g}_{0}$ and since Propositions 1.120 and 1.121 show that Int $\mathfrak{g}_{0}=\left(\text { Aut } \mathfrak{g}_{0}\right)_{0}, \bar{K}^{\#}$ is closed in $G L\left(\mathfrak{g}_{0}\right)$. Since $\bar{K}^{\#}$ is contained in the orthogonal group, $\bar{K}^{\#}$ is compact. The Lie algebra of $\bar{K}^{\#}$ is the subalgebra of all $\bar{T} \in \operatorname{ad} \mathfrak{g}_{0}$ where $\bar{\theta}(\bar{T})=\bar{T}$, and this is just $\operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{k}_{0}\right)$.

Consider the smooth mapping $\varphi_{\bar{G}}: \bar{K}^{\#} \times \operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{p}_{0}\right) \rightarrow \bar{G}$ given by $\varphi_{\bar{G}}(\bar{k}, \bar{S})=\bar{k} \exp \bar{S}$. Let us prove that $\varphi_{\bar{G}}$ maps onto $\bar{G}$. Given $\bar{x} \in \bar{G}$,
define $\bar{X} \in \operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{p}_{0}\right)$ by (6.35), and put $\bar{p}=\exp \frac{1}{2} \bar{X}$. The element $\bar{p}$ is in $\operatorname{Ad}(G)$, and $\bar{p}^{*}=\bar{p}$. Put $\bar{k}=\bar{x} \bar{p}^{-1}$, so that $\bar{x}=\bar{k} \bar{p}$. Then $\bar{k}^{*} \bar{k}=$ $\left(\bar{p}^{-1}\right)^{*} \bar{x}^{*} \bar{x} \bar{p}^{-1}=\left(\exp -\frac{1}{2} \bar{X}\right)(\exp \bar{X})\left(\exp -\frac{1}{2} \bar{X}\right)=1$, and hence $\bar{k}^{*}=\bar{k}^{-1}$. Consequently $\bar{\Theta}(\bar{k})=\left(\bar{k}^{*}\right)^{-1}=\bar{k}$, and we conclude that $\varphi_{\bar{G}}$ is onto.

Let us see that $\varphi_{\overline{\bar{G}}}$ is one-one. If $\bar{x}=\bar{k} \exp \bar{X}$, then $\bar{x}^{*}=\left(\exp \bar{X}^{*}\right) \bar{k}^{*}=$ $(\exp \bar{X}) \bar{k}^{*}=(\exp \bar{X}) \bar{k}^{-1}$. Hence $\bar{x}^{*} \bar{x}=\exp 2 \bar{X}$. The two sides of this equation are equal positive-definite linear transformations. Their positivedefinite $r^{\text {th }}$ powers must be equal for all real $r$, necessarily to $\exp 2 r \bar{X}$. Differentiating $\left(\bar{x}^{*} \bar{x}\right)^{r}=\exp 2 r \bar{X}$ with respect to $r$ and putting $r=0$, we see that $\bar{x}$ determines $\bar{X}$. Hence $\bar{x}$ determines also $\bar{k}$, and $\varphi_{\bar{G}}$ is one-one.

To complete the proof of (c) (but with $K$ replaced by $\bar{K}^{\#}$ ), we are to show that the inverse map is smooth. It is enough to prove that the corresponding inverse map in the case of all $n$-by- $n$ real nonsingular matrices is smooth, where $n=\operatorname{dim} \mathfrak{g}_{0}$. In fact, the given inverse map is a restriction of the inverse map for all matrices, and we recall from $\S I .10$ that if $M$ is an analytic subgroup of a Lie group $M^{\prime}$, then a smooth map into $M^{\prime}$ with image in $M$ is smooth into $M$.

Thus we are to prove smoothness of the inverse for the case of matrices. The forward map is $O(n) \times \mathfrak{p}(n, \mathbb{R}) \rightarrow G L(n, \mathbb{R})$ with $(k, X) \mapsto k e^{X}$, where $\mathfrak{p}(n, \mathbb{R})$ denotes the vector space of $n$-by- $n$ real symmetric matrices. It is enough to prove local invertibility of this mapping near $\left(1, X_{0}\right)$. Thus we examine the differential at $k=1$ and $X=X_{0}$ of $(k, X) \mapsto k e^{X} e^{-X_{0}}$, identifying tangent spaces as follows: At $k=1$, we use the linear Lie algebra of $O(n)$, which is the space $\mathfrak{s o}(n)$ of skew-symmetric real matrices. Near $X=X_{0}$, write $X=X_{0}+S$, and use $\{S\}=\mathfrak{p}(n, \mathbb{R})$ as tangent space. In $G L(n, \mathbb{R})$, we use the linear Lie algebra, which consists of all real matrices.

To compute the differential, we consider restrictions of the forward map with each coordinate fixed in turn. The differential of $\left(k, X_{0}\right) \mapsto k$ is $(T, 0) \mapsto T$ for $T \in \mathfrak{s o}(n)$. The map $(1, X) \mapsto e^{X} e^{-X_{0}}$ has derivative at $t=0$ along the curve $X=X_{0}+t S$ equal to

$$
\left.\frac{d}{d t} e^{X_{0}+t S} e^{-X_{0}}\right|_{t=0}
$$

Thus we ask whether it is possible to have
$0 \stackrel{?}{=} T+\left.\frac{d}{d t} e^{X_{0}+t S} e^{-X_{0}}\right|_{t=0}$

$$
\begin{aligned}
& =T+\left.\frac{d}{d t}\left(1+\left(X_{0}+t S\right)+\frac{1}{2!}\left(X_{0}+t S\right)^{2}+\cdots\right) e^{-X_{0}}\right|_{t=0} \\
& =T+\left(S+\frac{1}{2!}\left(S X_{0}+X_{0} S\right)+\cdots+\frac{1}{(n+1)!} \sum_{k=0}^{n} X_{0}^{k} S X_{0}^{n-k}+\cdots\right) e^{-X_{0}}
\end{aligned}
$$

We left-bracket by $X_{0}$, noting that

$$
\left[X_{0}, \sum_{k=0}^{n} X_{0}^{k} S X_{0}^{n-k}\right]=X_{0}^{n+1} S-S X_{0}^{n+1}
$$

Then we have

$$
\begin{align*}
& 0 \stackrel{?}{=}\left[X_{0}, T\right]+\left(\left(X_{0} S-S X_{0}\right)+\frac{1}{2!}\left(X_{0}^{2} S-S X_{0}^{2}\right)\right.  \tag{6.36b}\\
& \left.\quad \quad+\cdots+\frac{1}{(n+1)!}\left(X_{0}^{n+1} S-S X_{0}^{n+1}\right)+\cdots\right) e^{-X_{0}} \\
& =\left[X_{0}, T\right]+\left(e^{X_{0}} S-S e^{X_{0}}\right) e^{-X_{0}} \\
& =\left[X_{0}, T\right]+\left(e^{X_{0}} S e^{-X_{0}}-S\right)
\end{align*}
$$

Since $[\mathfrak{p}(n, \mathbb{R}), \mathfrak{s o}(n)] \subseteq \mathfrak{p}(n, \mathbb{R})$, we conclude that $e^{X_{0}} S e^{-X_{0}}-S$ is symmetric. Let $v$ be an eigenvector, and let $\lambda$ be the eigenvalue for $v$. Let $\langle\cdot, \cdot\rangle$ denote ordinary dot product on $\mathbb{R}^{n}$. Since $e^{X_{0}}$ and $S$ are symmetric, $e^{X_{0}} S-S e^{X_{0}}$ is skew symmetric, and we have

$$
\begin{aligned}
0 & =\left\langle\left(e^{X_{0}} S-S e^{X_{0}}\right) e^{-X_{0}} v, e^{-X_{0}} v\right\rangle \\
& =\left\langle\left(e^{X_{0}} S e^{-X_{0}}-S\right) v, e^{-X_{0}} v\right\rangle \\
& =\lambda\left\langle v, e^{-X_{0}} v\right\rangle .
\end{aligned}
$$

But $e^{-X_{0}}$ is positive definite, and hence $\lambda=0$. Thus

$$
\begin{equation*}
e^{X_{0}} S e^{-X_{0}}=S \tag{6.37}
\end{equation*}
$$

This equation forces

$$
\begin{equation*}
X_{0} S=S X_{0} \tag{6.38}
\end{equation*}
$$

In fact, there is no loss of generality is assuming that $X_{0}$ is diagonal with diagonal entries $d_{i}$. Then (6.37) implies $e^{d_{i}} S_{i j}=S_{i j} e^{d_{j}}$. Considering the
two cases $S_{i j}=0$ and $S_{i j} \neq 0$ separately, we deduce that $d_{i} S_{i j}=S_{i j} d_{j}$, and (6.38) is the result. Because of (6.37), (6.36a) collapses to

$$
0 \stackrel{?}{=} T+S \text {, }
$$

and we conclude that $T=S=0$. Thus the differential is everywhere an isomorphism, and the proof of local invertibility of the forward map is complete. This completes the proof of (c) for $\bar{G}$, but with $K$ replaced by $\bar{K}^{\#}$.

The homeomorphism $\bar{K}^{\#} \times \operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{p}_{0}\right) \xrightarrow{\sim} \bar{G}$ of (c) forces $\bar{K}^{\#}$ to be connected. Thus $\bar{K}^{\#}$ is the analytic subgroup of $\bar{G}$ with Lie algebra $\operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{k}_{0}\right)$, which we denote $\bar{K}$. This proves (c) for $\bar{K}$ and also (b).

To complete the proof for the adjoint group $\bar{G}$, we need to verify (d) through (g) with $\bar{K}$ in place of $K$. Since $\bar{K}$ is compact, (d) is immediate. Proposition 6.30 shows that $\bar{G}$ has trivial center, and then (e) and (f) follow.

For (g) suppose on the contrary that $\bar{K} \varsubsetneqq \bar{K}_{1}$ with $\bar{K}_{1}$ compact. Let $\bar{x}$ be in $\bar{K}_{1}$ but not $\bar{K}$, and write $\bar{x}=\bar{k} \exp \bar{X}$ as in (c). Then $\exp \bar{X}$ is in $\bar{K}_{1}$ and is not 1 . The powers of $\exp \bar{X}$ have unbounded eigenvalues, and this fact contradicts the compactness of $\bar{K}_{1}$. Thus (g) follows, and the proof of the theorem is complete for $\bar{G}$.

Now we shall prove the theorem for $G$. Write $e: G \rightarrow \bar{G}$ for the covering homomorphism $\operatorname{Ad}_{\mathfrak{g}_{0}}(\cdot)$. Let $\bar{K}$ be the analytic subgroup of $\bar{G}$ with Lie algebra ad $\mathfrak{k}_{0}$, and let $K=e^{-1}(\bar{K})$. The subgroup $K$ is closed in $G$ since $\bar{K}$ is closed in $\bar{G}$.

From the covering homomorphism $e$, we obtain a smooth mapping $\psi$ of $G / K$ into $\bar{G} / \bar{K}$ by defining $\psi(g K)=e(g) \bar{K}$. The definition of $K$ makes $\psi$ one-one, and $e$ onto makes $\psi$ onto. Let us see that $\psi^{-1}$ is continuous. Let $\lim \bar{g}_{n}=\bar{g}$ in $\bar{G}$, and choose $g_{n}$ and $g$ in $G$ with $e\left(g_{n}\right)=\bar{g}_{n}$ and $e(g)=\bar{g}$. Then $e\left(g^{-1} g_{n}\right)=\bar{g}^{-1} \bar{g}_{n}$ tends to 1 . Fix an open neighborhood $N$ of 1 in $\bar{G}$ that is evenly covered by $e$. Then we can write $g^{-1} g_{n}=v_{n} z_{n}$ with $v_{n} \in N$ and $z_{n} \in Z$, and we have $\lim v_{n}=1$. Since $Z \subseteq K$ by definition of $K$, $g_{n} K=g v_{n} K$ tends to $g K$. Therefore $\psi^{-1}$ is continuous.

Hence $G / K$ is homeomorphic with $\bar{G} / \bar{K}$. Conclusion (c) for $\bar{G}$ shows that $\bar{G} / \bar{K}$ is simply connected. Hence $G / K$ is simply connected, and it follows that $K$ is connected. Thus $K$ is the analytic subgroup of $G$ with Lie algebra $\mathfrak{k}_{0}$. This proves (d) and (e) for $G$. Since $Z \subseteq K$, the map $\left.e\right|_{K}: K \rightarrow \bar{K}$ has kernel $Z$, and hence $K$ is compact if and only if $Z$ is finite. This proves (f) for $G$.

Now let us prove (c) for $G$. Define $\varphi_{G}: K \times \mathfrak{p}_{0} \rightarrow G$ by $\varphi_{G}(k, X)=$ $k \exp _{G} X$. From (1.82) we have
$e \varphi_{G}(k, X)=e(k) e\left(\exp _{G} X\right)=e(k) \exp _{\bar{G}}\left(\operatorname{ad}_{\mathfrak{g}_{0}}(X)\right)=\varphi_{\bar{G}}\left(e(k), \operatorname{ad}_{\mathfrak{g}_{0}}(X)\right)$, and therefore the diagram

commutes. The maps on the sides are covering maps since $K$ is connected, and $\varphi_{\bar{G}}$ is a diffeomorphism by (c) for $\bar{G}$. If we show that $\varphi_{G}$ is one-one onto, then it follows that $\varphi_{G}$ is a diffeomorphism, and (c) is proved for $G$.

First let us check that $\varphi_{G}$ is one-one. Suppose $k \exp _{G} X=k^{\prime} \exp _{G} X^{\prime}$. Applying $e$, we have $e(k) \exp _{\bar{G}}\left(\operatorname{ad}_{\mathfrak{g}_{0}}(X)\right)=e\left(k^{\prime}\right) \exp _{\bar{G}}\left(\operatorname{ad}_{\mathfrak{g}_{0}}\left(X^{\prime}\right)\right)$. Then $X=X^{\prime}$ from (c) for $\bar{G}$, and consequently $k=k^{\prime}$.

Second let us check that $\varphi_{G}$ is onto. Let $x \in G$ be given. Write $e(x)=\bar{k} \exp _{\bar{G}}\left(\operatorname{ad}_{\mathfrak{g}_{0}}(X)\right)$ by (c) for $\bar{G}$, and let $k$ be any member of $e^{-1}(\bar{k})$. Then $e(x)=e\left(k \exp _{G} X\right)$, and we see that $x=z k \exp _{G} X$ for some $z \in Z$. Since $Z \subseteq K, x=(z k) \exp _{G} X$ is the required decomposition. This completes the proof of (c) for $G$.

The next step is to construct $\Theta$. Let $\widetilde{G}$ be a simply connected covering group of $G$, let $\widetilde{K}$ be the analytic subgroup of $\widetilde{G}$ with Lie algebra $\mathfrak{k}_{0}$, let $\widetilde{Z}$ be the center of $\widetilde{G}$, and let $\widetilde{e}: \widetilde{G} \rightarrow G$ be the covering homomorphism. Since $\widetilde{G}$ is simply connected, there exists a unique involution $\widetilde{\Theta}$ of $\widetilde{\widetilde{G}}$ with differential $\theta$. Since $\theta$ is 1 on $\mathfrak{k}_{0}, \widetilde{\Theta}$ is 1 on $\widetilde{K}$. By (e) for $\widetilde{G}$, $\widetilde{Z} \subseteq \widetilde{K}$. Therefore $\operatorname{ker} \widetilde{e} \subseteq \widetilde{K}$, and $\widetilde{\Theta}$ descends to an involution $\Theta$ of $G$ with differential $\theta$. This proves (a) for $G$.

Suppose that $x$ is a member of $G$ with $\Theta(x)=x$. Using (c), we can write $x=k \exp _{G} X$ and see that

$$
k\left(\exp _{G} X\right)^{-1}=k \exp _{G} \theta X=k \Theta\left(\exp _{G} X\right)=\Theta(x)=x=k \exp _{G} X
$$

Then $\exp _{G} 2 X=1$, and it follows from (c) that $X=0$. Thus $x$ is in $K$, and (b) is proved for $G$.

Finally we are to prove (g) for $G$. Suppose that $K$ is compact and that $K \subseteq K_{1}$ with $K_{1}$ compact. Applying $e$, we obtain a compact subgroup $e\left(K_{1}\right)$ of $\bar{G}$ that contains $\bar{K}$. By (g) for $\bar{G}, e\left(K_{1}\right)=e(K)$. Therefore $K_{1} \subseteq Z K=K$, and we must have $K_{1}=K$. This completes the proof of the theorem.

The Cartan decomposition on the Lie algebra level led in Proposition 6.28 to the conclusion that any real semisimple Lie algebra can be realized as a Lie algebra of real matrices closed under transpose. There is no corresponding proposition about realizing a semisimple Lie group as a group of real matrices. It is true that a semisimple Lie group of matrices is necessarily closed, and we shall prove this fact in Chapter VII. But the following example shows that a semisimple Lie group need not be realizable as a group of matrices.

Example. By Proposition 1.143 the group $\operatorname{SL}(2, \mathbb{R})$ has the same fundamental group as $S O(2)$, namely $\mathbb{Z}$, while $\operatorname{SL}(2, \mathbb{C})$ has the same fundamental group as $S U(2)$, namely $\{1\}$. Then $S L(2, \mathbb{R})$ has a two-fold covering group $G$ that is unique up to isomorphism. Let us see that $G$ is not isomorphic to a group of $n$-by- $n$ real matrices. If it were, then its linear Lie algebra $\mathfrak{g}_{0}$ would have the matrix Lie algebra $\mathfrak{g}=\mathfrak{g}_{0}+i \mathfrak{g}_{0}$ as complexification. Let $G^{\mathbb{C}}$ be the analytic subgroup of $G L(n, \mathbb{C})$ with Lie algebra $\mathfrak{g}$. The diagram

has inclusions at the top and bottom, a two-fold covering map on the left, and a homomorphism on the right that exists since $S L(2, \mathbb{C})$ is simply connected and has Lie algebra isomorphic to $\mathfrak{g}$. The corresponding diagram of Lie algebras commutes, and hence so does the diagram (6.39) of Lie groups. However, the top map of (6.39) is one-one, while the composition of left, bottom, and right maps is not one-one. We have a contradiction, and we conclude that $G$ is not isomorphic to a group of real matrices.

## 4. Iwasawa Decomposition

The Iwasawa decomposition is a second global decomposition of a semisimple Lie group. Unlike with the Cartan decomposition, the factors in the Iwasawa decomposition are closed subgroups. The prototype is the Gram-Schmidt orthogonalization process in linear algebra.

Example. Let $G=S L(m, \mathbb{C})$. The group $K$ from Proposition 1.143 or the global Cartan decomposition (Theorem 6.31) is $S U(m)$. Let $A$ be the subgroup of $G$ of diagonal matrices with positive diagonal entries, and let $N$ be the upper-triangular group with 1 in each diagonal entry. The Iwasawa decomposition is $G=K A N$ in the sense that multiplication $K \times A \times N \rightarrow G$ is a diffeomorphism onto. To see that this decomposition of $S L(m, \mathbb{C})$ amounts to the Gram-Schmidt orthogonalization process, let $\left\{e_{1}, \ldots, e_{m}\right\}$ be the standard basis of $\mathbb{C}^{m}$, let $g \in G$ be given, and form the basis $\left\{g e_{1}, \ldots, g e_{m}\right\}$. The Gram-Schmidt process yields an orthonormal basis $v_{1}, \ldots, v_{m}$ such that

$$
\begin{gathered}
\operatorname{span}\left\{g e_{1}, \ldots, g e_{j}\right\}=\operatorname{span}\left\{v_{1}, \ldots, v_{j}\right\} \\
v_{j} \in \mathbb{R}^{+}\left(g e_{j}\right)+\operatorname{span}\left\{v_{1}, \ldots, v_{j-1}\right\}
\end{gathered}
$$

for $1 \leq j \leq m$. Define a matrix $k \in U(m)$ by $k^{-1} v_{j}=e_{j}$. Then $k^{-1} g$ is upper triangular with positive diagonal entries. Since $g$ has determinant 1 and $k$ has determinant of modulus $1, k$ must have determinant 1 . Then $k$ is in $K=S U(m), k^{-1} g$ is in $A N$, and $g=k\left(k^{-1} g\right)$ exhibits $g$ as in $K(A N)$. This proves that $K \times A \times N \rightarrow G$ is onto. It is one-one since $K \cap A N=\{1\}$, and the inverse is smooth because of the explicit formulas for the Gram-Schmidt process.

The decomposition in the example extends to all semisimple Lie groups. To prove such a theorem, we first obtain a Lie algebra decomposition, and then we lift the result to the Lie group.

Throughout this section, $G$ will denote a semisimple Lie group. Changing notation from earlier sections of this chapter, we write $\mathfrak{g}$ for the Lie algebra of $G$. (We shall have relatively little use for the complexification of the Lie algebra in this section and write $\mathfrak{g}$ in place of $\mathfrak{g}_{0}$ to make the notation less cumbersome.) Let $\theta$ be a Cartan involution of $\mathfrak{g}$ (Corollary 6.18), let $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$ be the corresponding Cartan decomposition (6.23), and let $K$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{k}$.

Insistence on using the Killing form as our nondegenerate symmetric invariant bilinear form on $\mathfrak{g}$ will turn out to be inconvenient later when we want to compare the form on $\mathfrak{g}$ with a corresponding form on a semisimple subalgebra of $\mathfrak{g}$. Thus we shall allow some flexibility in choosing a form $B$. For now it will be enough to let $B$ be any nondegenerate symmetric invariant bilinear form on $\mathfrak{g}$ such that $B(\theta X, \theta Y)=B(X, Y)$ for all $X$ and $Y$ in $\mathfrak{g}$ and such that the form $B_{\theta}$ defined in terms of $B$ by (6.13) is positive
definite. Then it follows that $B$ is negative definite on the compact real form $\mathfrak{k} \oplus i \mathfrak{p}$. Therefore $B$ is negative definite on a maximal abelian subspace of $\mathfrak{k} \oplus i \mathfrak{p}$, and we conclude as in the remarks with Corollary 2.38 that, for any Cartan subalgebra of $\mathfrak{g}^{\mathbb{C}}, B$ is positive definite on the real subspace where all the roots are real valued.

The Killing form is one possible choice for $B$, but there are others. In any event, $B_{\theta}$ is an inner product on $\mathfrak{g}$, and we use it to define orthogonality and adjoints.

Let $\mathfrak{a}$ be a maximal abelian subspace of $\mathfrak{p}$. This exists because $\mathfrak{p}$ is finite dimensional. Since $(\operatorname{ad} X)^{*}=-\operatorname{ad} \theta X$ by Lemma 6.27, the set $\{$ ad $H \mid H \in \mathfrak{a}\}$ is a commuting family of self-adjoint transformations of $\mathfrak{g}$. Then $\mathfrak{g}$ is the orthogonal direct sum of simultaneous eigenspaces, all the eigenvalues being real. If we fix such an eigenspace and if $\lambda_{H}$ is the eigenvalue of ad $H$, then the equation $(\operatorname{ad} H) X=\lambda_{H} X$ shows that $\lambda_{H}$ is linear in $H$. Hence the simultaneous eigenvalues are members of the dual space $\mathfrak{a}^{*}$. For $\lambda \in \mathfrak{a}^{*}$, we write

$$
\mathfrak{g}_{\lambda}=\{X \in \mathfrak{g} \mid(\operatorname{ad} H) X=\lambda(H) X \text { for all } H \in \mathfrak{a}\} .
$$

If $\mathfrak{g}_{\lambda} \neq 0$ and $\lambda \neq 0$, we call $\lambda$ a restricted root of $\mathfrak{g}$ or a root of $(\mathfrak{g}, \mathfrak{a})$. The set of restricted roots is denoted $\Sigma$. Any nonzero $\mathfrak{g}_{\lambda}$ is called a restrictedroot space, and each member of $\mathfrak{g}_{\lambda}$ is called a restricted-root vector for the restricted root $\lambda$.

Proposition 6.40. The restricted roots and the restricted-root spaces have the following properties:
(a) $\mathfrak{g}$ is the orthogonal direct sum $\mathfrak{g}=\mathfrak{g}_{0} \oplus \bigoplus_{\lambda \in \Sigma} \mathfrak{g}_{\lambda}$,
(b) $\left[\mathfrak{g}_{\lambda}, \mathfrak{g}_{\mu}\right] \subseteq \mathfrak{g}_{\lambda+\mu}$,
(c) $\theta \mathfrak{g}_{\lambda}=\mathfrak{g}_{-\lambda}$, and hence $\lambda \in \Sigma$ implies $-\lambda \in \Sigma$,
(d) $\mathfrak{g}_{0}=\mathfrak{a} \oplus \mathfrak{m}$ orthogonally, where $\mathfrak{m}=Z_{\mathfrak{k}}(\mathfrak{a})$.

Remark. The decomposition in (a) is called the restricted-root space decomposition of $\mathfrak{g}$.

Proof. We saw (a) in the course of the construction of restricted-root spaces, and (b) follows from the Jacobi identity. For (c) let $X$ be in $\mathfrak{g}_{\lambda}$; then $[H, \theta X]=\theta[\theta H, X]=-\theta[H, X]=-\lambda(H) \theta X$.

In (d) we have $\theta \mathfrak{g}_{0}=\mathfrak{g}_{0}$ by (c). Hence $\mathfrak{g}_{0}=\left(\mathfrak{k} \cap \mathfrak{g}_{0}\right) \oplus\left(\mathfrak{p} \cap \mathfrak{g}_{0}\right)$. Since $\mathfrak{a} \subseteq \mathfrak{p} \cap \mathfrak{g}_{0}$ and $\mathfrak{a}$ is maximal abelian in $\mathfrak{p}, \mathfrak{a}=\mathfrak{p} \cap \mathfrak{g}_{0}$. Also $\mathfrak{k} \cap \mathfrak{g}_{0}=Z_{\mathfrak{k}}(\mathfrak{a})$. This proves (d).

## EXAMPLES.

1) Let $G=S L(n, \mathbb{K})$, where $\mathbb{K}$ is $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$. The Lie algebra is $\mathfrak{g}=\mathfrak{s l}(n, \mathbb{K})$ in the sense of §I.8. For a Cartan decomposition we can take $\mathfrak{k}$ to consist of the skew-Hermitian members of $\mathfrak{g}$ and $\mathfrak{p}$ to consist of the Hermitian members. The space of real diagonal matrices of trace 0 is a maximal abelian subspace of $\mathfrak{p}$, and we use it as $\mathfrak{a}$. Note that $\operatorname{dim} \mathfrak{a}=n-1$. The restricted-root space decomposition of $\mathfrak{g}$ is rather similar to Example 1 in §II.1. Let $f_{i}$ be evaluation of the $i^{\text {th }}$ diagonal entry of members of $\mathfrak{a}$. Then the restricted roots are all linear functionals $f_{i}-f_{j}$ with $i \neq j$, and $\mathfrak{g}_{f_{i}-f_{j}}$ consists of all matrices with all entries other than the $(i, j)^{\text {th }}$ equal to 0 . The dimension of each restricted-root space is 1,2 , or 4 when $\mathbb{K}$ is $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$. The subalgebra $\mathfrak{m}$ of Proposition 6.40d consists of all skewHermitian diagonal matrices in $\mathfrak{g}$. For $\mathbb{K}=\mathbb{R}$ this is 0 , and for $\mathbb{K}=\mathbb{C}$ it is all purely imaginary matrices of trace 0 and has dimension $n-1$. For $\mathbb{K}=\mathbb{H}, \mathfrak{m}$ consists of all diagonal matrices whose diagonal entries $x_{j}$ have $\bar{x}_{j}=-x_{j}$ and is isomorphic to the direct sum of $n$ copies of $\mathfrak{s u}(2)$; its dimension is $3 n$.
2) Let $G=S U(p, q)$ with $p \geq q$. We can write the Lie algebra in block form as

$$
\mathfrak{g}=\left(\begin{array}{cc}
p & q \\
a & b  \tag{6.41}\\
b^{*} & d
\end{array}\right) \begin{gathered}
p \\
q
\end{gathered}
$$

with all entries complex, with $a$ and $d$ skew Hermitian, and with $\operatorname{Tr} a+\operatorname{Tr} d=0$. We take $\mathfrak{k}$ to be all matrices in $\mathfrak{g}$ with $b=0$, and we take $\mathfrak{p}$ to be all matrices in $\mathfrak{g}$ with $a=0$ and $d=0$. One way of forming a maximal abelian subspace $\mathfrak{a}$ of $\mathfrak{p}$ is to allow $b$ to have nonzero real entries only in the lower-left entry and the entries extending diagonally up from that one:

$$
b=\left(\begin{array}{ccc}
\vdots & \cdots & \vdots  \tag{6.42}\\
0 & \cdots & 0 \\
0 & \cdots & a_{q} \\
& \cdot & \\
a_{1} & \cdots & 0
\end{array}\right),
$$

with $p-q$ rows of 0 's at the top. Let $f_{i}$ be the member of $\mathfrak{a}^{*}$ whose value on the $\mathfrak{a}$ matrix indicated in (6.42) is $a_{i}$. Then the restricted roots include
all linear functionals $\pm f_{i} \pm f_{j}$ with $i \neq j$ and $\pm 2 f_{i}$ for all $i$. Also the $\pm f_{i}$ are restricted roots if $p \neq q$. The restricted-root spaces are described as follows: Let $i<j$, and let $J(z), I_{+}(z)$, and $I_{-}(z)$ be the 2-by-2 matrices

$$
J(z)=\left(\begin{array}{cc}
0 & z \\
-\bar{z} & 0
\end{array}\right), \quad I_{+}(z)=\left(\begin{array}{cc}
z & 0 \\
0 & \bar{z}
\end{array}\right), \quad I_{-}(z)=\left(\begin{array}{cc}
z & 0 \\
0 & -\bar{z}
\end{array}\right) .
$$

Here $z$ is any complex number. The restricted-root spaces for $\pm f_{i} \pm f_{j}$ are 2-dimensional and are nonzero only in the 16 entries corresponding to row and column indices $p-j+1, p-i+1, p+i, p+j$, where they are

$$
\begin{array}{ll}
\mathfrak{g}_{f_{i}-f_{j}}=\left\{\left(\begin{array}{cc}
J(z) & -I_{+}(z) \\
-I_{+}(\bar{z}) & -J(\bar{z})
\end{array}\right)\right\}, & \mathfrak{g}_{-f_{i}+f_{j}}=\left\{\left(\begin{array}{cc}
J(z) & I_{+}(z) \\
I_{+}(\bar{z}) & -J(\bar{z})
\end{array}\right)\right\}, \\
\mathfrak{g}_{f_{i}+f_{j}}=\left\{\left(\begin{array}{cc}
J(z) & -I_{-}(z) \\
-I_{-}(\bar{z}) & J(\bar{z})
\end{array}\right)\right\}, & \mathfrak{g}_{-f_{i}-f_{j}}=\left\{\left(\begin{array}{cc}
J(z) & I_{-}(z) \\
I_{-}(\bar{z}) & J(\bar{z})
\end{array}\right)\right\} .
\end{array}
$$

The restricted-root spaces for $\pm 2 f_{i}$ have dimension 1 and are nonzero only in the 4 entries corresponding to row and column indices $p-i+1$ and $p+i$, where they are

$$
\mathfrak{g}_{2 f_{i}}=i \mathbb{R}\left(\begin{array}{ll}
1 & -1 \\
1 & -1
\end{array}\right) \quad \text { and } \quad \mathfrak{g}_{-2 f_{i}}=i \mathbb{R}\left(\begin{array}{rr}
1 & 1 \\
-1 & -1
\end{array}\right) .
$$

The restricted-root spaces for $\pm f_{i}$ have dimension $2(p-q)$ and are nonzero only in the entries corresponding to row and column indices 1 to $p-q$, $p-i+1$, and $p+i$, where they are

$$
\mathfrak{g}_{f_{i}}=\left\{\left(\begin{array}{ccc}
0 & v & -v \\
-v^{*} & 0 & 0 \\
-v^{*} & 0 & 0
\end{array}\right)\right\} \quad \text { and } \quad \mathfrak{g}_{-f_{i}}=\left\{\left(\begin{array}{ccc}
0 & v & v \\
-v^{*} & 0 & 0 \\
v^{*} & 0 & 0
\end{array}\right)\right\} .
$$

Here $v$ is any member of $\mathbb{C}^{p-q}$. The subalgebra $\mathfrak{m}$ of Proposition 6.40d consists of all skew-Hermitian matrices of trace 0 that are arbitrary in the upper left block of size $p-q$, are otherwise diagonal, and have the $(p-i+1)^{\text {st }}$ diagonal entry equal to the $(p+i)^{\text {th }}$ diagonal entry for $1 \leq i \leq q$; thus $\mathfrak{m} \cong \mathfrak{s u}(p-q) \oplus \mathbb{R}^{q}$. In the next section we shall see that $\Sigma$ is an abstract root system; this example shows that this root system need not be reduced.
3) Let $G=S O(p, q)_{0}$ with $p \geq q$. We can write the Lie algebra in block form as in (6.41) but with all entries real and with $a$ and $d$ skew symmetric. As in Example 2, we take $\mathfrak{k}$ to be all matrices in $\mathfrak{g}$ with $b=0$,
and we take $\mathfrak{p}$ to be all matrices in $\mathfrak{g}$ with $a=0$ and $d=0$. We again choose $\mathfrak{a}$ as in (6.42). Let $f_{i}$ be the member whose value on the matrix in (6.42) is $a_{i}$. Then the restricted roots include all linear functionals $\pm f_{i} \pm f_{j}$ with $i \neq j$. Also the $\pm f_{i}$ are restricted roots if $p \neq q$. The restricted-root spaces are the intersections with $\mathfrak{s o}(p, q)$ of the restrictedroot spaces in Example 2. Then the restricted-root spaces for $\pm f_{i} \pm f_{j}$ are 1-dimensional, and the restricted-root spaces for $\pm f_{i}$ have dimension $p-q$. The linear functionals $\pm 2 f_{i}$ are no longer restricted roots. The subalgebra $\mathfrak{m}$ of Proposition 6.40d consists of all skew-symmetric matrices that are nonzero only in the upper left block of size $p-q$; thus $\mathfrak{m} \cong \mathfrak{s o}(p-q)$.

Choose a notion of positivity for $\mathfrak{a}^{*}$ in the manner of §II.5, as for example by using a lexicographic ordering. Let $\Sigma^{+}$be the set of positive roots, and define $\mathfrak{n}=\bigoplus_{\lambda \in \Sigma^{+}} \mathfrak{g}_{\lambda}$. By Proposition 6.40b, $\mathfrak{n}$ is a Lie subalgebra of $\mathfrak{g}$ and is nilpotent.

Proposition 6.43 (Iwasawa decomposition of Lie algebra). With notation as above, $\mathfrak{g}$ is a vector-space direct sum $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{a} \oplus \mathfrak{n}$. Here $\mathfrak{a}$ is abelian, $\mathfrak{n}$ is nilpotent, $\mathfrak{a} \oplus \mathfrak{n}$ is a solvable Lie subalgebra of $\mathfrak{g}$, and $[\mathfrak{a} \oplus \mathfrak{n}, \mathfrak{a} \oplus \mathfrak{n}]=\mathfrak{n}$.

Proof. We know that $\mathfrak{a}$ is abelian and that $\mathfrak{n}$ is nilpotent. Since $\left[\mathfrak{a}, \mathfrak{g}_{\lambda}\right]=$ $\mathfrak{g}_{\lambda}$ for each $\lambda \neq 0$, we see that $[\mathfrak{a}, \mathfrak{n}]=\mathfrak{n}$ and that $\mathfrak{a} \oplus \mathfrak{n}$ is a solvable subalgebra with $[\mathfrak{a} \oplus \mathfrak{n}, \mathfrak{a} \oplus \mathfrak{n}]=\mathfrak{n}$.

To prove that $\mathfrak{k}+\mathfrak{a}+\mathfrak{n}$ is a direct sum, let $X$ be in $\mathfrak{k} \cap(\mathfrak{a} \oplus \mathfrak{n})$. Then $\theta X=X$ with $\theta X \in \mathfrak{a} \oplus \theta \mathfrak{n}$. Since $\mathfrak{a} \oplus \mathfrak{n} \oplus \theta \mathfrak{n}$ is a direct sum (by (a) and (c) in Proposition 6.40), $X$ is in $\mathfrak{a}$. But then $X$ is in $\mathfrak{k} \cap \mathfrak{p}=0$.

The sum $\mathfrak{k} \oplus \mathfrak{a} \oplus \mathfrak{n}$ is all of $\mathfrak{g}$ because we can write any $X \in \mathfrak{g}$, using some $H \in \mathfrak{a}$, some $X_{0} \in \mathfrak{m}$, and elements $X_{\lambda} \in \mathfrak{g}_{\lambda}$, as

$$
\begin{aligned}
X & =H+X_{0}+\sum_{\lambda \in \Sigma} X_{\lambda} \\
& =\left(X_{0}+\sum_{\lambda \in \Sigma^{+}}\left(X_{-\lambda}+\theta X_{-\lambda}\right)\right)+H+\left(\sum_{\lambda \in \Sigma^{+}}\left(X_{\lambda}-\theta X_{-\lambda}\right)\right),
\end{aligned}
$$

and the right side is in $\mathfrak{k} \oplus \mathfrak{a} \oplus \mathfrak{n}$.
To prepare to prove a group decomposition, we prove two lemmas.
Lemma 6.44. Let $H$ be an analytic group with Lie algebra $\mathfrak{h}$, and suppose that $\mathfrak{h}$ is a vector-space direct sum of Lie subalgebras $\mathfrak{h}=\mathfrak{s} \oplus \mathfrak{t}$. If $S$ and $T$ denote the analytic subgroups of $H$ corresponding to $\mathfrak{s}$ and $\mathfrak{t}$, then the multiplication map $\Phi(s, t)=s t$ of $S \times T$ into $H$ is everywhere regular.

Proof. The tangent space at $\left(s_{0}, t_{0}\right)$ in $S \times T$ can be identified by left translation within $S$ and within $T$ with $\mathfrak{s} \oplus \mathfrak{t}=\mathfrak{h}$, and the tangent space at $s_{0} t_{0}$ in $H$ can be identified by left translation within $H$ with $\mathfrak{h}$. With these identifications we compute the differential $d \Phi$ at $\left(s_{0}, t_{0}\right)$. Let $X$ be in $\mathfrak{s}$ and $Y$ be in $\mathfrak{t}$. Then

$$
\Phi\left(s_{0} \exp r X, t_{0}\right)=s_{0} \exp (r X) t_{0}=s_{0} t_{0} \exp \left(\operatorname{Ad}\left(t_{0}^{-1}\right) r X\right)
$$

and

$$
\Phi\left(s_{0}, t_{0} \exp r Y\right)=s_{0} t_{0} \exp r Y
$$

from which it follows that
and

$$
d \Phi(X)=\operatorname{Ad}\left(t_{0}^{-1}\right) X
$$

In matrix form, $d \Phi$ is therefore block triangular, and hence

$$
\operatorname{det} d \Phi=\frac{\operatorname{det} \mathrm{Ad}_{\mathfrak{h}}\left(t_{0}^{-1}\right)}{\operatorname{det} \mathrm{Ad}_{\mathfrak{t}}\left(t_{0}^{-1}\right)}=\frac{\operatorname{det} \mathrm{Ad}_{\mathfrak{t}}\left(t_{0}\right)}{\operatorname{det} \mathrm{Ad}_{\mathfrak{h}}\left(t_{0}\right)} .
$$

This is nonzero, and hence $\Phi$ is regular.
Lemma 6.45. There exists a basis $\left\{X_{i}\right\}$ of $\mathfrak{g}$ such that the matrices representing ad $\mathfrak{g}$ have the following properties:
(a) the matrices of ad $\mathfrak{k}$ are skew symmetric,
(b) the matrices of ad $\mathfrak{a}$ are diagonal with real entries,
(c) the matrices of ad $\mathfrak{n}$ are upper triangular with 0 's on the diagonal.

Proof. Let $\left\{X_{i}\right\}$ be an orthonormal basis of $\mathfrak{g}$ compatible with the orthogonal decomposition of $\mathfrak{g}$ in Proposition 6.40a and having the property that $X_{i} \in \mathfrak{g}_{\lambda_{i}}$ and $X_{j} \in \mathfrak{g}_{\lambda_{j}}$ with $i<j$ implies $\lambda_{i} \geq \lambda_{j}$. For $X \in \mathfrak{k}$, we have $(\operatorname{ad} X)^{*}=-\operatorname{ad} \theta X=-\operatorname{ad} X$ from Lemma 6.27, and this proves (a). Since each $X_{i}$ is a restricted-root vector or is in $\mathfrak{g}_{0}$, the matrices of ad $\mathfrak{a}$ are diagonal, necessarily with real entries. This proves (b). Conclusion (c) follows from Proposition 6.40b.

Theorem 6.46 (Iwasawa decomposition). Let $G$ be a semisimple Lie group, let $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{a} \oplus \mathfrak{n}$ be an Iwasawa decomposition of the Lie algebra $\mathfrak{g}$ of $G$, and let $A$ and $N$ be the analytic subgroups of $G$ with Lie algebras $\mathfrak{a}$ and $\mathfrak{n}$. Then the multiplication map $K \times A \times N \rightarrow G$ given by $(k, a, n) \mapsto k a n$ is a diffeomorphism onto. The groups $A$ and $N$ are simply connected.

Proof. Let $\bar{G}=\operatorname{Ad}(G)$, regarded as the closed subgroup (Aut $\mathfrak{g})_{0}$ of $G L(\mathfrak{g})$ (Propositions 1.120 and 1.121). We shall prove the theorem for $\bar{G}$ and then lift the result to $G$.

We impose the inner product $B_{\theta}$ on $\mathfrak{g}$ and write matrices for elements of $\bar{G}$ and ad $\mathfrak{g}$ relative to the basis in Lemma 6.45. Let $\bar{K}=\operatorname{Ad}_{\mathfrak{g}}(K)$, $\bar{A}=\operatorname{Ad}_{\mathfrak{g}}(A)$, and $\bar{N}=\operatorname{Ad}_{\mathfrak{g}}(N)$. Lemma 6.45 shows that the matrices of $\bar{K}$ are rotation matrices, those for $\bar{A}$ are diagonal with positive entries on the diagonal, and those for $\bar{N}$ are upper triangular with 1's on the diagonal. We know that $\bar{K}$ is compact (Proposition 6.30 and Theorem 6.31f). The diagonal subgroup of $G L(\mathfrak{g})$ with positive diagonal entries is simply connected abelian, and $\bar{A}$ is an analytic subgroup of it. By Corollary 1.134, $\bar{A}$ is closed in $G L(\mathfrak{g})$ and hence closed in $\bar{G}$. Similarly the uppertriangular subgroup of $G L(\mathfrak{g})$ with 1 's on the diagonal is simply connected nilpotent, and $\bar{N}$ is an analytic subgroup of it. By Corollary $1.134, \bar{N}$ is closed in $G L(\mathfrak{g})$ and hence closed in $\bar{G}$.

The map $\bar{A} \times \bar{N}$ into $G L(\mathfrak{g})$ given by $(\bar{a}, \bar{n}) \mapsto \bar{a} \bar{n}$ is one-one since we can recover $\bar{a}$ from the diagonal entries, and it is onto a subgroup $\bar{A} \bar{N}$ since $\bar{a}_{1} \bar{n}_{1} \bar{a}_{2} \bar{n}_{2}=\bar{a}_{1} \bar{a}_{2}\left(\bar{a}_{2}^{-1} \bar{n}_{1} \bar{a}_{2}\right) \bar{n}_{2}$ and $(\bar{a} \bar{n})^{-1}=\bar{n}^{-1} \bar{a}^{-1}=\bar{a}^{-1}\left(\bar{a} \bar{n} \bar{a}^{-1}\right)$. This subgroup is closed. In fact, if $\lim \bar{a}_{m} \bar{n}_{m}=x$, let $\bar{a}$ be the diagonal matrix with the same diagonal entries as $x$. Then $\lim \bar{a}_{m}=\bar{a}$, and $\bar{a}$ must be in $\bar{A}$ since $\bar{A}$ is closed in $G L(\mathfrak{g})$. Also $\bar{n}_{m}=\bar{a}_{m}^{-1}\left(\bar{a}_{m} \bar{n}_{m}\right)$ has limit $\bar{a}^{-1} x$, which has to be in $\bar{N}$ since $\bar{N}$ is closed in $\bar{G}$. Thus $\lim \bar{a}_{m} \bar{n}_{m}$ is in $\bar{A} \bar{N}$, and $\bar{A} \bar{N}$ is closed.

Clearly the closed subgroup $\bar{A} \bar{N}$ has Lie algebra $\mathfrak{a} \oplus \mathfrak{n}$. By Lemma 6.44, $\bar{A} \times \bar{N} \rightarrow \bar{A} \bar{N}$ is a diffeomorphism.

The subgroup $\bar{K}$ is compact, and thus the image of $\bar{K} \times \bar{A} \times \bar{N} \rightarrow$ $\bar{K} \times \bar{A} \bar{N} \rightarrow \bar{G}$ is the product of a compact set and a closed set and is closed. Also the image is open since the map is everywhere regular (Lemma 6.44) and since the equality $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{a} \oplus \mathfrak{n}$ shows that the dimensions add properly. Since the image of $\bar{K} \times \bar{A} \times \bar{N}$ is open and closed and since $\bar{G}$ is connected, the image is all of $\bar{G}$.

Thus the multiplication map is smooth, regular, and onto. Finally $\bar{K} \cap \bar{A} \bar{N}=\{1\}$ since a rotation matrix with positive eigenvalues is 1 . Since $\bar{A} \times \bar{N} \rightarrow \bar{A} \bar{N}$ is one-one, it follows that $\bar{K} \times \bar{A} \times \bar{N} \rightarrow \bar{G}$ is one-one. This completes the proof for the adjoint group $\bar{G}$.

We now lift the above result to $G$. Let $e: G \rightarrow \bar{G}=\operatorname{Ad}(G)$ be the covering homomorphism. Using a locally defined inverse of $e$, we can write the map $(k, a, n) \mapsto k a n$ locally as

$$
(k, a, n) \mapsto(e(k), e(a), e(n)) \mapsto e(k) e(a) e(n)=e(k a n) \mapsto k a n,
$$

and therefore the multiplication map is smooth and everywhere regular. Since $A$ and $N$ are connected, $\left.e\right|_{A}$ and $\left.e\right|_{N}$ are covering maps to $\bar{A}$ and $\bar{N}$, respectively. Since $\bar{A}$ and $\bar{N}$ are simply connected, it follows that $e$ is one-one on $A$ and on $N$ and that $A$ and $N$ are simply connected.

Let us prove that the multiplication map is onto $G$. If $g \in G$ is given, write $e(g)=\bar{k} \bar{a} \bar{n}$. Put $a=\left(\left.e\right|_{A}\right)^{-1}(\bar{a}) \in A$ and $n=\left(\left.e\right|_{N}\right)^{-1}(\bar{N}) \in N$. Let $k$ be in $e^{-1}(\bar{k})$. Then $e(k a n)=\bar{k} \bar{a} \bar{n}$, so that $e\left(g(k a n)^{-1}\right)=1$. Thus $g(k a n)^{-1}=z$ is in the center of $G$. By Theorem 6.31e, $z$ is in $K$. Therefore $g=(z k) a n$ exhibits $g$ as in the image of the multiplication map.

Finally we show that the multiplication map is one-one. Since $\bar{A} \times \bar{N} \rightarrow$ $\bar{A} \bar{N}$ is one-one, so is $A \times N \rightarrow A N$. The set of products $A N$ is a group, just as in the adjoint case, and therefore it is enough to prove that $K \cap A N=\{1\}$. If $x$ is in $K \cap A N$, then $e(x)$ is in $\bar{K} \cap \bar{A} \bar{N}=\{1\}$. Hence $e(x)=1$. Write $x=a n \in A N$. Then $1=e(x)=e(a n)=e(a) e(n)$, and the result for the adjoint case implies that $e(a)=e(n)=1$. Since $e$ is one-one on $A$ and on $N, a=n=1$. Thus $x=1$. This completes the proof.

Recall from §IV. 5 that a subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ is called a Cartan subalgebra if $\mathfrak{h}^{\mathbb{C}}$ is a Cartan subalgebra of $\mathfrak{g}^{\mathbb{C}}$. The rank of $\mathfrak{g}$ is the dimension of any Cartan subalgebra; this is well defined since Proposition 2.15 shows that any two Cartan subalgebras of $\mathfrak{g}^{\mathbb{C}}$ are conjugate via Int $\mathfrak{g}^{\mathbb{C}}$.

Proposition 6.47. If $\mathfrak{t}$ is a maximal abelian subspace of $\mathfrak{m}=Z_{\mathfrak{k}}(\mathfrak{a})$, then $\mathfrak{h}=\mathfrak{a} \oplus \mathfrak{t}$ is a Cartan subalgebra of $\mathfrak{g}$.

Proof. By Proposition 2.13 it is enough to show that $\mathfrak{h}^{\mathbb{C}}$ is maximal abelian in $\mathfrak{g}^{\mathbb{C}}$ and that $\operatorname{ad}_{\mathfrak{g}^{c}} \mathfrak{h}^{\mathbb{C}}$ is simultaneously diagonable.

Certainly $\mathfrak{h}^{\mathbb{C}}$ is abelian. Let us see that it is maximal abelian. If $Z=$ $X+i Y$ commutes with $\mathfrak{h}^{\mathbb{C}}$, then so do $X$ and $Y$. Thus there is no loss in generality in considering only $X$. The element $X$ commutes with $\mathfrak{h}^{\mathbb{C}}$, hence commutes with $\mathfrak{a}$, and hence is in $\mathfrak{a} \oplus \mathfrak{m}$. The same thing is true of $\theta X$. Then $X+\theta X$, being in $\mathfrak{k}$, is in $\mathfrak{m}$ and commutes with $\mathfrak{t}$, hence is in $\mathfrak{t}$, while $X-\theta X$ is in $\mathfrak{a}$. Thus $X$ is in $\mathfrak{a} \oplus \mathfrak{t}$, and we conclude that $\mathfrak{h}^{\mathbb{C}}$ is maximal abelian.

In the basis of Lemma 6.45, the matrices representing ad $\mathfrak{t}$ are skew symmetric and hence are diagonable over $\mathbb{C}$, while the matrices representing ad $\mathfrak{a}$ are already diagonal. Since all the matrices in question form a commuting family, the members of ad $\mathfrak{h}^{\mathbb{C}}$ are diagonable.

With notation as in Proposition 6.47, $\mathfrak{h}=\mathfrak{a} \oplus \mathfrak{t}$ is a Cartan subalgebra of $\mathfrak{g}$, and it is meaningful to speak of the set $\Delta=\Delta\left(\mathfrak{g}^{\mathbb{C}}, \mathfrak{h}^{\mathbb{C}}\right)$ of roots of $\mathfrak{g}^{\mathbb{C}}$ with
respect to $\mathfrak{h}^{\mathbb{C}}$. We can write the corresponding root-space decomposition as

$$
\begin{equation*}
\mathfrak{g}^{\mathbb{C}}=\mathfrak{h}^{\mathbb{C}} \oplus \bigoplus_{\alpha \in \Delta}\left(\mathfrak{g}^{\mathbb{C}}\right)_{\alpha} . \tag{6.48a}
\end{equation*}
$$

Then it is clear that

$$
\begin{equation*}
\mathfrak{g}_{\lambda}=\mathfrak{g} \cap \bigoplus_{\substack{\left.\alpha \in \Delta \\ \alpha\right|_{\mathfrak{a}}=\lambda}}\left(\mathfrak{g}^{\mathbb{C}}\right)_{\alpha} \tag{6.48b}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{m}^{\mathbb{C}}=\mathfrak{t}^{\mathbb{C}} \oplus \bigoplus_{\substack{\alpha \in \Delta,\left.\alpha\right|_{a}=0}}\left(\mathfrak{g}^{\mathbb{C}}\right)_{\alpha} . \tag{6.48c}
\end{equation*}
$$

That is, the restricted roots are the nonzero restrictions to $\mathfrak{a}$ of the roots, and $\mathfrak{m}$ arises from $\mathfrak{t}$ and the roots that restrict to 0 on $\mathfrak{a}$.

Corollary 6.49. If $\mathfrak{t}$ is a maximal abelian subspace of $\mathfrak{m}=Z_{\mathfrak{k}}(\mathfrak{a})$, then the Cartan subalgebra $\mathfrak{h}=\mathfrak{a} \oplus \mathfrak{t}$ of $\mathfrak{g}$ has the property that all of the roots are real on $\mathfrak{a} \oplus i t$. If $\mathfrak{m}=0$, then $\mathfrak{g}$ is a split real form of $\mathfrak{g}^{\mathbb{C}}$.

Proof. In view of (6.48) the values of the roots on a member $H$ of $\mathfrak{h}$ are the eigenvalues of ad $H$. For $H \in \mathfrak{a}$, these are real since ad $H$ is self adjoint. For $H \in \mathfrak{t}$, they are purely imaginary since ad $H$ is skew adjoint. The first assertion follows.

If $\mathfrak{m}=0$, then $\mathfrak{t}=0$. So the roots are real on $\mathfrak{h}=\mathfrak{a}$. Thus $\mathfrak{g}$ contains the real subspace of a Cartan subalgebra $\mathfrak{h}^{\mathbb{C}}$ of $\mathfrak{g}^{\mathbb{C}}$ where all the roots are real, and $\mathfrak{g}$ is a split real form of $\mathfrak{g}^{\mathbb{C}}$.

Example. Corollary 6.49 shows that the Lie algebras $\mathfrak{s o}(n+1, n)$ and $\mathfrak{s o}(n, n)$ are split real forms of their complexifications, since Example 3 earlier in this section showed that $\mathfrak{m}=0$ in each case. For any $p$ and $q$, the complexification of $\mathfrak{s o}(p, q)$ is conjugate to $\mathfrak{s o}(p+q, \mathbb{C})$ by a diagonal matrix whose diagonal consists of $p$ entries $i$ and then $q$ entries 1 . Consequently $\mathfrak{s o}(n+1, n)$ is isomorphic to a split real form of $\mathfrak{s o}(2 n+1, \mathbb{C})$, and $\mathfrak{s o}(n, n)$ is isomorphic to a split real form of $\mathfrak{s o}(2 n, \mathbb{C})$.

With $\Delta$ as above, we can impose a positive system on $\Delta$ so that $\Delta^{+}$ extends $\Sigma^{+}$. Namely we just take $\mathfrak{a}$ before $i t$ in forming a lexicographic ordering of $(\mathfrak{a}+i \mathfrak{t})^{*}$. If $\alpha \in \Delta$ is nonzero on $\mathfrak{a}$, then the positivity of $\alpha$ depends only on the $\mathfrak{a}$ part, and thus positivity for $\Sigma$ has been extended to $\Delta$.

## 5. Uniqueness Properties of the Iwasawa Decomposition

We continue with $G$ as a semisimple Lie group, with $\mathfrak{g}$ as the Lie algebra of $G$, and with other notation as in $\S 4$. In this section we shall show that an Iwasawa decomposition of $\mathfrak{g}$ is unique up to conjugacy by Int $\mathfrak{g}$; therefore an Iwasawa decomposition of $G$ is unique up to inner automorphism.

We already know from Corollary 6.19 that any two Cartan decompositions are conjugate via Int $\mathfrak{g}$. Hence $\mathfrak{k}$ is unique up to conjugacy. Next we show that with $\mathfrak{k}$ fixed, $\mathfrak{a}$ is unique up to conjugacy. Finally with $\mathfrak{k}$ and $\mathfrak{a}$ fixed, we show that the various possibilities for $\mathfrak{n}$ are conjugate.

Lemma 6.50. If $H \in \mathfrak{a}$ has $\lambda(H) \neq 0$ for all $\lambda \in \Sigma$, then $Z_{\mathfrak{g}}(H)=$ $\mathfrak{m} \oplus \mathfrak{a}$. Hence $Z_{\mathfrak{p}}(H)=\mathfrak{a}$.

Proof. Let $X$ be in $Z_{\mathfrak{g}}(H)$, and use Proposition 6.40 to write $X=$ $H_{0}+X_{0}+\sum_{\lambda \in \Sigma} X_{\lambda}$ with $H_{0} \in \mathfrak{a}, X_{0} \in \mathfrak{m}$, and $X_{\lambda} \in \mathfrak{g}_{\lambda}$. Then $0=$ $[H, X]=\sum \lambda(H) X_{\lambda}$, and hence $\lambda(H) X_{\lambda}=0$ for all $\lambda$. Since $\lambda(H) \neq 0$ by assumption, $X_{\lambda}=0$.

Theorem 6.51. If $\mathfrak{a}$ and $\mathfrak{a}^{\prime}$ are two maximal abelian subspaces of $\mathfrak{p}$, then there is a member $k$ of $K$ with $\operatorname{Ad}(k) \mathfrak{a}^{\prime}=\mathfrak{a}$. Consequently the space $\mathfrak{p}$ satisfies $\mathfrak{p}=\bigcup_{k \in K} \operatorname{Ad}(k) \mathfrak{a}$.

REMARKS.

1) In the case of $S L(m, \mathbb{C})$, this result amounts to the Spectral Theorem for Hermitian matrices.
2) The proof should be compared with the proof of Theorem 4.34.

Proof. There are only finitely many restricted roots relative to $\mathfrak{a}$, and the union of their kernels therefore cannot exhaust $\mathfrak{a}$. By Lemma 6.50 we can find $H \in \mathfrak{a}$ such that $Z_{\mathfrak{p}}(H)=\mathfrak{a}$. Similarly we can find $H^{\prime} \in \mathfrak{a}^{\prime}$ such that $Z_{\mathfrak{p}}\left(H^{\prime}\right)=\mathfrak{a}^{\prime}$. Choose by compactness of $\operatorname{Ad}(K)$ a member $k=k_{0}$ of $K$ that minimizes $B\left(\operatorname{Ad}(k) H^{\prime}, H\right)$. For any $Z \in \mathfrak{k}$, $r \mapsto B\left(\operatorname{Ad}(\exp r Z) \operatorname{Ad}\left(k_{0}\right) H^{\prime}, H\right)$ is then a smooth function of $r$ that is minimized for $r=0$. Differentiating and setting $r=0$, we obtain

$$
0=B\left((\operatorname{ad} Z) \operatorname{Ad}\left(k_{0}\right) H^{\prime}, H\right)=B\left(Z,\left[\operatorname{Ad}\left(k_{0}\right) H^{\prime}, H\right]\right)
$$

Here $\left[\operatorname{Ad}\left(k_{0}\right) H^{\prime}, H\right]$ is in $\mathfrak{k}$, and $Z$ is arbitrary in $\mathfrak{k}$. Since $B(\mathfrak{k}, \mathfrak{p})=0$ by (6.25) and since $B$ is nondegenerate, we obtain $\left[\operatorname{Ad}\left(k_{0}\right) H^{\prime}, H\right]=0$. Thus $\operatorname{Ad}\left(k_{0}\right) H^{\prime}$ is in $Z_{\mathfrak{p}}(H)=\mathfrak{a}$. Since $\mathfrak{a}$ is abelian, this means

$$
\mathfrak{a} \subseteq Z_{\mathfrak{p}}\left(\operatorname{Ad}\left(k_{0}\right) H^{\prime}\right)=\operatorname{Ad}\left(k_{0}\right) Z_{\mathfrak{p}}\left(H^{\prime}\right)=\operatorname{Ad}\left(k_{0}\right) \mathfrak{a}^{\prime}
$$

Equality must hold since $\mathfrak{a}$ is maximal abelian in $\mathfrak{p}$. Thus $\mathfrak{a}=\operatorname{Ad}\left(k_{0}\right) \mathfrak{a}^{\prime}$.
If $X$ is any member of $\mathfrak{p}$, then we can extend $\mathbb{R} X$ to a maximal abelian subspace $\mathfrak{a}^{\prime}$ of $\mathfrak{p}$. As above, we can write $\mathfrak{a}^{\prime}=\operatorname{Ad}(k) \mathfrak{a}$, and hence $X$ is in $\bigcup_{k \in K} \operatorname{Ad}(k) \mathfrak{a}$. Therefore $\mathfrak{p}=\bigcup_{k \in K} \operatorname{Ad}(k) \mathfrak{a}$.

Now we think of $\mathfrak{k}$ and $\mathfrak{a}$ as fixed and consider the various possibilities for $\mathfrak{n}$. The inner product $B_{\theta}$ on $\mathfrak{g}$ can be restricted to $\mathfrak{a}$ and transferred to $\mathfrak{a}^{*}$ to give an inner product and norm denoted by $\langle\cdot, \cdot\rangle$ and $|\cdot|$, respectively. We write $H_{\lambda}$ for the element of $\mathfrak{a}$ that corresponds to $\lambda \in \mathfrak{a}^{*}$.

Proposition 6.52. Let $\lambda$ be a restricted root, and let $E_{\lambda}$ be a nonzero restricted-root vector for $\lambda$.
(a) $\left[E_{\lambda}, \theta E_{\lambda}\right]=B\left(E_{\lambda}, \theta E_{\lambda}\right) H_{\lambda}$, and $B\left(E_{\lambda}, \theta E_{\lambda}\right)<0$.
(b) $\mathbb{R} H_{\lambda} \oplus \mathbb{R} E_{\lambda} \oplus \mathbb{R} \theta E_{\lambda}$ is a Lie subalgebra of $\mathfrak{g}$ isomorphic to $\mathfrak{s l}(2, \mathbb{R})$, and the isomorphism can be defined so that the vector $H_{\lambda}^{\prime}=2|\lambda|^{-2} H_{\lambda}$ corresponds to $h=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$.
(c) If $E_{\lambda}$ is normalized so that $B\left(E_{\lambda}, \theta E_{\lambda}\right)=-2 /|\lambda|^{2}$, then $k=$ $\exp \frac{\pi}{2}\left(E_{\lambda}+\theta E_{\lambda}\right)$ is a member of the normalizer $N_{K}(\mathfrak{a})$, and $\operatorname{Ad}(k)$ acts as the reflection $s_{\lambda}$ on $\mathfrak{a}^{*}$.

Proof.
(a) By Proposition 6.40 the vector $\left[E_{\lambda}, \theta E_{\lambda}\right]$ is in $\left[\mathfrak{g}_{\lambda}, \mathfrak{g}_{-\lambda}\right] \subseteq \mathfrak{g}_{0}=\mathfrak{a} \oplus \mathfrak{m}$, and $\theta\left[E_{\lambda}, \theta E_{\lambda}\right]=\left[\theta E_{\lambda}, E_{\lambda}\right]=-\left[E_{\lambda}, \theta E_{\lambda}\right]$. Thus $\left[E_{\lambda}, \theta E_{\lambda}\right]$ is in $\mathfrak{a}$. Then $H \in \mathfrak{a}$ gives

$$
\begin{aligned}
B\left(\left[E_{\lambda}, \theta E_{\lambda}\right], H\right) & =B\left(E_{\lambda},\left[\theta E_{\lambda}, H\right]\right)=\lambda(H) B\left(E_{\lambda}, \theta E_{\lambda}\right) \\
& =B\left(H_{\lambda}, H\right) B\left(E_{\lambda}, \theta E_{\lambda}\right)=B\left(B\left(E_{\lambda}, \theta E_{\lambda}\right) H_{\lambda}, H\right) .
\end{aligned}
$$

By nondegeneracy of $B$ on $\mathfrak{a}$, $\left[E_{\lambda}, \theta E_{\lambda}\right]=B\left(E_{\lambda}, \theta E_{\lambda}\right) H_{\lambda}$. Finally $B\left(E_{\lambda}, \theta E_{\lambda}\right)=-B_{\theta}\left(E_{\lambda}, E_{\lambda}\right)<0$ since $B_{\theta}$ is positive definite.
(b) Put

$$
H_{\lambda}^{\prime}=\frac{2}{|\lambda|^{2}} H_{\lambda}, \quad E_{\lambda}^{\prime}=\frac{2}{|\lambda|^{2} B\left(E_{\lambda}, \theta E_{\lambda}\right)} E_{\lambda}, \quad E_{-\lambda}^{\prime}=\theta E_{\lambda}
$$

Then (a) shows that

$$
\left[H_{\lambda}^{\prime}, E_{\lambda}^{\prime}\right]=2 E_{\lambda}^{\prime}, \quad\left[H_{\lambda}^{\prime}, E_{-\lambda}^{\prime}\right]=-2 E_{-\lambda}^{\prime}, \quad\left[E_{\lambda}^{\prime}, E_{-\lambda}^{\prime}\right]=H_{\lambda}^{\prime}
$$

and (b) follows.
(c) Note from (a) that the normalization $B\left(E_{\lambda}, \theta E_{\lambda}\right)=-2 /|\lambda|^{2}$ is allowable. If $\lambda(H)=0$, then

$$
\begin{aligned}
\operatorname{Ad}(k) H & =\operatorname{Ad}\left(\exp \frac{\pi}{2}\left(E_{\lambda}+\theta E_{\lambda}\right)\right) H \\
& =\left(\exp \operatorname{ad} \frac{\pi}{2}\left(E_{\lambda}+\theta E_{\lambda}\right)\right) H \\
& =\sum_{n=0}^{\infty} \frac{1}{n!}\left(\operatorname{ad} \frac{\pi}{2}\left(E_{\lambda}+\theta E_{\lambda}\right)\right)^{n} H \\
& =H .
\end{aligned}
$$

On the other hand, for the element $H_{\lambda}^{\prime}$, we first calculate that
and

$$
\left(\operatorname{ad} \frac{\pi}{2}\left(E_{\lambda}+\theta E_{\lambda}\right)\right) H_{\lambda}^{\prime}=\pi\left(\theta E_{\lambda}-E_{\lambda}\right)
$$

$$
\left(\operatorname{ad} \frac{\pi}{2}\left(E_{\lambda}+\theta E_{\lambda}\right)\right)^{2} H_{\lambda}^{\prime}=-\pi^{2} H_{\lambda}^{\prime}
$$

Therefore

$$
\begin{aligned}
\operatorname{Ad}(k) H_{\lambda}^{\prime}= & \sum_{n=0}^{\infty} \frac{1}{n!}\left(\operatorname{ad} \frac{\pi}{2}\left(E_{\lambda}+\theta E_{\lambda}\right)\right)^{n} H_{\lambda}^{\prime} \\
= & \sum_{m=0}^{\infty} \frac{1}{(2 m)!}\left(\left(\operatorname{ad} \frac{\pi}{2}\left(E_{\lambda}+\theta E_{\lambda}\right)\right)^{2}\right)^{m} H_{\lambda}^{\prime} \\
& +\sum_{m=0}^{\infty} \frac{1}{(2 m+1)!}\left(\operatorname{ad} \frac{\pi}{2}\left(E_{\lambda}+\theta E_{\lambda}\right)\right)\left(\left(\operatorname{ad} \frac{\pi}{2}\left(E_{\lambda}+\theta E_{\lambda}\right)\right)^{2}\right)^{m} H_{\lambda}^{\prime} \\
= & \sum_{m=0}^{\infty} \frac{1}{(2 m)!}\left(-\pi^{2}\right)^{m} H_{\lambda}^{\prime}+\sum_{m=0}^{\infty} \frac{1}{(2 m+1)!}\left(-\pi^{2}\right)^{m} \pi\left(\theta E_{\lambda}-E_{\lambda}\right) \\
= & (\cos \pi) H_{\lambda}^{\prime}+(\sin \pi)\left(\theta E_{\lambda}-E_{\lambda}\right) \\
= & -H_{\lambda}^{\prime},
\end{aligned}
$$

and (c) follows.
Corollary 6.53. $\Sigma$ is an abstract root system in $\mathfrak{a}^{*}$.
Remarks. Examples of $\Sigma$ appear in $\S 4$ after Proposition 6.40. The example of $S U(p, q)$ for $p>q$ shows that the abstract root system $\Sigma$ need not be reduced.

Proof. We verify that $\Sigma$ satisfies the axioms for an abstract root system. To see that $\Sigma$ spans $\mathfrak{a}^{*}$, let $\lambda(H)=0$ for all $\lambda \in \Sigma$. Then $\left[H, \mathfrak{g}_{\lambda}\right]=0$ for
all $\lambda$ and hence $[H, \mathfrak{g}]=0$. But $\mathfrak{g}$ has 0 center, and therefore $H=0$. Thus $\Sigma$ spans $\mathfrak{a}^{*}$.

Let us show that $2\langle\mu, \lambda\rangle /|\lambda|^{2}$ is an integer whenever $\mu$ and $\lambda$ are in $\Sigma$. Consider the subalgebra of Proposition 6.52 b , calling it $\mathfrak{s l}_{\lambda}$. This acts by ad on $\mathfrak{g}$ and hence on $\mathfrak{g}^{\mathbb{C}}$. Complexifying, we obtain a representation of $\left(\mathfrak{s l}_{\lambda}\right)^{\mathbb{C}} \cong \mathfrak{s l}(2, \mathbb{C})$ on $\mathfrak{g}^{\mathbb{C}}$. We know from Corollary 1.72 that the element $H_{\lambda}^{\prime}=2|\lambda|^{-2} H_{\lambda}$, which corresponds to $h$, has to act diagonably with integer eigenvalues. The action of $H_{\lambda}^{\prime}$ on $\mathfrak{g}_{\mu}$ is by the scalar $\mu\left(2|\lambda|^{-2} H_{\lambda}\right)=$ $2\langle\mu, \lambda\rangle /|\lambda|^{2}$. Hence $2\langle\mu, \lambda\rangle /|\lambda|^{2}$ is an integer.

Finally we are to show that $s_{\lambda}(\mu)$ is in $\Sigma$ whenever $\mu$ and $\lambda$ are in $\Sigma$. Define $k$ as in Proposition 6.52c, let $H$ be in $\mathfrak{a}$, and let $X$ be in $\mathfrak{g}_{\mu}$. Then we have

$$
\begin{align*}
{[H, \operatorname{Ad}(k) X] } & =\operatorname{Ad}(k)\left[\operatorname{Ad}(k)^{-1} H, X\right]=\operatorname{Ad}(k)\left[s_{\lambda}^{-1}(H), X\right]  \tag{6.54}\\
& =\mu\left(s_{\lambda}^{-1}(H)\right) \operatorname{Ad}(k) X=\left(s_{\lambda} \mu\right)(H) \operatorname{Ad}(k) X,
\end{align*}
$$

and hence $\mathfrak{g}_{s_{i} \mu}$ is not 0 . This completes the proof.
The possibilities for the subalgebra $\mathfrak{n}$ are given by all possible $\Sigma^{+}$'s resulting from different orderings of $\mathfrak{a}^{*}$, and it follows from Corollary 6.53 that the $\Sigma^{+}$'s correspond to all possible simple systems for $\Sigma$. Any two such simple systems are conjugate by the Weyl group $W(\Sigma)$ of $\Sigma$, and it follows from Proposition 6.52c that the conjugation can be achieved by a member of $N_{K}(\mathfrak{a})$. The same computation as in (6.54) shows that if $k \in N_{K}(\mathfrak{a})$ represents the member $s$ of $W(\Sigma)$, then $\operatorname{Ad}(k) \mathfrak{g}_{\lambda}=\mathfrak{g}_{s \lambda}$. We summarize this discussion in the following corollary.

Corollary 6.55. Any two choices of $\mathfrak{n}$ are conjugate by Ad of a member of $N_{K}(\mathfrak{a})$.

This completes our discussion of the conjugacy of different Iwasawa decompositions.

We now examine $N_{K}(\mathfrak{a})$ further. Define

$$
W(G, A)=N_{K}(\mathfrak{a}) / Z_{K}(\mathfrak{a}) .
$$

This is a group of linear transformations of $\mathfrak{a}$, telling all possible ways that members of $K$ can act on $\mathfrak{a}$ by Ad. We have already seen that $W(\Sigma) \subseteq$ $W(G, A)$, and we are going to prove that $W(\Sigma)=W(G, A)$.

We write $M$ for the group $Z_{K}(\mathfrak{a})$. Modulo the center of $G, M$ is a compact group (being a closed subgroup of $K$ ) with Lie algebra $Z_{\mathfrak{k}}(\mathfrak{a})=\mathfrak{m}$. After Proposition 6.40 we saw examples of restricted-root space decompositions and the associated Lie algebras $\mathfrak{m}$. The following examples continue that discussion.

## EXAMPLES.

1) Let $G=S L(n, \mathbb{K})$, where $\mathbb{K}$ is $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$. The subgroup $M$ consists of all diagonal members of $K$. When $\mathbb{K}=\mathbb{R}$, the diagonal entries are $\pm 1$, but there are only $n-1$ independent signs since the determinant is 1 . Thus $M$ is finite abelian and is the product of $n-1$ groups of order 2 . When $\mathbb{K}=\mathbb{C}$, the diagonal entries are complex numbers of modulus 1 , and again the determinant is 1 . Thus $M$ is a torus of dimension $n-1$. When $\mathbb{K}=\mathbb{H}$, the diagonal entries are quaternions of absolute value 1 , and there is no restriction on the determinant. Thus $M$ is the product of $n$ copies of $S U(2)$.
2) Let $G=S U(p, q)$ with $p \geq q$. The group $M$ consists of all unitary matrices of determinant 1 that are arbitrary in the upper left block of size $p-q$, are otherwise diagonal, and have the $(p-i+1)^{\text {st }}$ diagonal entry equal to the $(p+i)^{\text {th }}$ diagonal entry for $1 \leq i \leq q$. Let us abbreviate such a matrix as

$$
m=\operatorname{diag}\left(\omega, e^{i \theta_{q}}, \ldots, e^{i \theta_{1}}, e^{i \theta_{1}}, \ldots, e^{i \theta_{q}}\right)
$$

where $\omega$ is the upper left block of size $p-q$. When $p=q$, the condition that the determinant be 1 says that $\sum_{j=1}^{q} \theta_{j} \in \pi \mathbb{Z}$. Thus we can take $\theta_{1}, \ldots, \theta_{q-1}$ to be arbitrary and use $e^{i \theta_{q}}= \pm e^{-i\left(\theta_{1}+\cdots+\theta_{q-1}\right)}$. Consequently $M$ is the product of a torus of dimension $q-1$ and a 2-element group. When $p>q, M$ is connected. In fact, the homomorphism that maps the above matrix $m$ to the $2 q$-by- $2 q$ diagonal matrix

$$
\operatorname{diag}\left(e^{i \theta_{q}}, \ldots, e^{i \theta_{1}}, e^{i \theta_{1}}, \ldots, e^{i \theta_{q}}\right)
$$

has a (connected) $q$-dimensional torus as image, and the kernel is isomorphic to the connected group $S U(p-q)$; thus $M$ itself is connected.
3) Let $G=S O(p, q)_{0}$ with $p \geq q$. The subgroup $M$ for this example is the intersection of $S O(p) \times S O(q)$ with the $M$ of the previous example. Thus $M$ here consists of matrices that are orthogonal matrices of total determinant 1 , are arbitrary in the upper left block of size $p-q$, are otherwise diagonal, have $q$ diagonal entries $\pm 1$ after the upper left block, and then have those $q$ diagonal entries $\pm 1$ repeated in reverse order. For the lower right $q$ entries to yield a matrix in $S O(q)$, the product of the $q$ entries $\pm 1$ must be 1 . For the upper left $p$ entries to yield a matrix in $S O(p)$, the orthogonal matrix in the upper left block of size $p-q$ must have determinant 1. Therefore $M$ is isomorphic to the product of $S O(p-q)$ and the product of $q-1$ groups of order 2 .

Lemma 6.56. The Lie algebra of $N_{K}(\mathfrak{a})$ is $\mathfrak{m}$. Therefore $W(G, A)$ is a finite group.

Proof. The second conclusion follows from the first, since the first conclusion implies that $W(G, A)$ is 0 -dimensional and compact, hence finite. For the first conclusion, the Lie algebra in question is $N_{\mathfrak{k}}(\mathfrak{a})$. Let $X=H_{0}+X_{0}+\sum_{\lambda \in \Sigma} X_{\lambda}$ be a member of $N_{\mathfrak{k}}(\mathfrak{a})$, with $H_{0} \in \mathfrak{a}, X_{0} \in \mathfrak{m}$, and $X_{\lambda} \in \mathfrak{g}_{\lambda}$. Since $X$ is to be in $\mathfrak{k}, \theta$ must fix $X$, and we see that $X$ may be rewritten as $X=X_{0}+\sum_{\lambda \in \Sigma^{+}}\left(X_{\lambda}+\theta X_{\lambda}\right)$. When we apply ad $H$ for $H \in \mathfrak{a}$, we obtain $[H, X]=\sum_{\lambda \in \Sigma^{+}} \lambda(H)\left(X_{\lambda}-\theta X_{\lambda}\right)$. This element is supposed to be in $\mathfrak{a}$, since we started with $X$ in the normalizer of $\mathfrak{a}$, and that means $[H, X]$ is 0 . But then $X_{\lambda}=0$ for all $\lambda$, and $X$ reduces to the member $X_{0}$ of $\mathfrak{m}$.

Theorem 6.57. The group $W(G, A)$ coincides with $W(\Sigma)$.
Remark. This theorem should be compared with Theorem 4.54.
Proof. Let us observe that $W(G, A)$ permutes the restricted roots. In fact, let $k$ be in $N_{K}(\mathfrak{a})$, let $\lambda$ be in $\Sigma$, and let $E_{\lambda}$ be in $\mathfrak{g}_{\lambda}$. Then

$$
\begin{aligned}
{\left[H, \operatorname{Ad}(k) E_{\lambda}\right] } & =\operatorname{Ad}(k)\left[\operatorname{Ad}(k)^{-1} H, E_{\lambda}\right]=\operatorname{Ad}(k)\left(\lambda\left(\operatorname{Ad}(k)^{-1} H\right) E_{\lambda}\right) \\
& =\lambda\left(\operatorname{Ad}(k)^{-1} H\right) \operatorname{Ad}(k) E_{\lambda}=(k \lambda)(H) \operatorname{Ad}(k) E_{\lambda}
\end{aligned}
$$

shows that $k \lambda$ is in $\Sigma$ and that $\operatorname{Ad}(k) E_{\lambda}$ is a restricted-root vector for $k \lambda$. Thus $W(G, A)$ permutes the restricted roots.

We have seen that $W(\Sigma) \subseteq W(G, A)$. Fix a simple system $\Sigma^{+}$for $\Sigma$. In view of Theorem 2.63, it suffices to show that if $k \in N_{K}(\mathfrak{a})$ has $\operatorname{Ad}(k) \Sigma^{+}=\Sigma^{+}$, then $k$ is in $Z_{K}(\mathfrak{a})$.

The element $\operatorname{Ad}(k)=w$ acts as a permutation of $\Sigma^{+}$. Let $2 \delta$ denote the sum of the reduced members of $\Sigma^{+}$, so that $w$ fixes $\delta$. If $\lambda_{i}$ is a simple restricted root, then Lemma 2.91 and Proposition 2.69 show that $2\left\langle\delta, \lambda_{i}\right\rangle /\left|\lambda_{i}\right|^{2}=1$. Therefore $\langle\delta, \lambda\rangle>0$ for all $\lambda \in \Sigma^{+}$.

Let $\mathfrak{u}=\mathfrak{k} \oplus i \mathfrak{p}$ be the compact real form of $\mathfrak{g}^{\mathbb{C}}$ associated to $\theta$, and let $U$ be the adjoint group of $\mathfrak{u}$. Then $\operatorname{Ad}_{g^{c}}(K) \subseteq U$, and in particular $\operatorname{Ad}(k)$ is a member of $U$. Form $S=\overline{\left\{\exp i r a d H_{\delta}\right\}} \subseteq U$. Here $S$ is a torus in $U$, and we let $\mathfrak{s}$ be the Lie algebra of $S$. The element $\operatorname{Ad}(k)$ is in $Z_{U}(S)$, and the claim is that every member of $Z_{U}(S)$ centralizes $\mathfrak{a}$. If so, then $\operatorname{Ad}(k)$ is 1 on $\mathfrak{a}$, and $k$ is in $Z_{K}(\mathfrak{a})$, as required.

By Corollary 4.51 we can verify that $Z_{U}(S)$ centralizes $\mathfrak{a}$ by showing that $Z_{\mathfrak{u}}(\mathfrak{s})$ centralizes $\mathfrak{a}$. Here

$$
Z_{\mathfrak{u}}(\mathfrak{s})=\mathfrak{u} \cap Z_{\mathfrak{g}^{\mathrm{c}}}(\mathfrak{s})=\mathfrak{u} \cap Z_{\mathfrak{g}^{\mathrm{c}}}\left(H_{\delta}\right) .
$$

To evaluate the right side, we complexify the statement of Lemma 6.50. Since $\langle\lambda, \delta\rangle \neq 0$, the centralizer $Z_{\mathfrak{g}^{c}}\left(H_{\delta}\right)$ is just $\mathfrak{a}^{\mathbb{C}} \oplus \mathfrak{m}^{\mathbb{C}}$. Therefore

$$
Z_{\mathfrak{u}}(\mathfrak{s})=\mathfrak{u} \cap\left(\mathfrak{a}^{\mathbb{C}} \oplus \mathfrak{m}^{\mathbb{C}}\right)=i \mathfrak{a} \oplus \mathfrak{m} .
$$

Every member of the right side centralizes $\mathfrak{a}$, and the proof is complete.

## 6. Cartan Subalgebras

Proposition 6.47 showed that every real semisimple Lie algebra has a Cartan subalgebra. But as we shall see shortly, not all Cartan subalgebras are conjugate. In this section and the next we investigate the conjugacy classes of Cartan subalgebras and some of their relationships to each other.

We revert to the use of subscripted Gothic letters for real Lie algebras and to unsubscripted letters for complexifications. Let $\mathfrak{g}_{0}$ be a real semisimple Lie algebra, let $\theta$ be a Cartan involution, and let $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ be the corresponding Cartan decomposition. Let $\mathfrak{g}$ be the complexification of $\mathfrak{g}_{0}$, and write $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$ for the complexification of the Cartan decomposition. Let $B$ be any nondegenerate symmetric invariant bilinear form on $\mathfrak{g}_{0}$ such that $B(\theta X, \theta Y)=B(X, Y)$ and such that $B_{\theta}$, defined by (6.13), is positive definite.

All Cartan subalgebras of $\mathfrak{g}_{0}$ have the same dimension, since their complexifications are Cartan subalgebras of $\mathfrak{g}$ and are conjugate via Int $\mathfrak{g}$, according to Theorem 2.15.

Let $K=\operatorname{Int}_{\mathfrak{g}_{0}}\left(\mathfrak{k}_{0}\right)$. This subgroup of $\operatorname{Int} \mathfrak{g}_{0}$ is compact.
Example. Let $G=S L(2, \mathbb{R})$ and $\mathfrak{g}_{0}=\mathfrak{s l}(2, \mathbb{R})$. A Cartan subalgebra $\mathfrak{h}_{0}$ complexifies to a Cartan subalgebra of $\mathfrak{s l}(2, \mathbb{C})$ and therefore has dimension 1. Therefore let us consider which 1 -dimensional subspaces $\mathbb{R} X$ of $\mathfrak{s l}(2, \mathbb{R})$ are Cartan subalgebras. The matrix $X$ has trace 0 , and we divide matters into cases according to the sign of $\operatorname{det} X$. If $\operatorname{det} X<0$, then $X$ has real eigenvalues $\mu$ and $-\mu$, and $X$ is conjugate via $S L(2, \mathbb{R})$ to a diagonal matrix. Thus, for some $g \in S L(2, \mathbb{R})$,

$$
\mathbb{R} X=\{\operatorname{Ad}(g) \mathbb{R} h\}
$$

where $h=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$ as usual. The subspace $\mathbb{R} h$ is maximal abelian in $\mathfrak{g}_{0}$ and $\operatorname{ad} h$ acts diagonably on $\mathfrak{g}$ with eigenvectors $h, e, f$. Since (1.82) gives

$$
\operatorname{ad}(\operatorname{Ad}(g) h)=\operatorname{Ad}(g)(\operatorname{ad} h) \operatorname{Ad}(g)^{-1},
$$

$\operatorname{ad}(\operatorname{Ad}(g) h)$ acts diagonably with eigenvectors $\operatorname{Ad}(g) h, \operatorname{Ad}(g) e, \operatorname{Ad}(g) f$. Therefore $\mathbb{R} X$ is a Cartan subalgebra when $\operatorname{det} X<0$, and it is conjugate via Int $\mathfrak{g}_{0}$ to $\mathbb{R} h$.

If $\operatorname{det} X>0$, then $X$ has purely imaginary eigenvalues $\mu$ and $-\mu$, and $X$ is conjugate via $S L(2, \mathbb{R})$ to a real multiple of $i h_{B}$, where

$$
h_{B}=\left(\begin{array}{rr}
0 & i  \tag{6.58a}\\
-i & 0
\end{array}\right) .
$$

Thus, for some $g \in S L(2, \mathbb{R})$,

$$
\mathbb{R} X=\left\{\operatorname{Ad}(g) \mathbb{R} i h_{B}\right\}
$$

The subspace $\mathbb{R} i h_{B}$ is maximal abelian in $\mathfrak{g}_{0}$ and ad $i h_{B}$ acts diagonably on $\mathfrak{g}$ with eigenvectors $h_{B}, e_{B}, f_{B}$, where

$$
e_{B}=\frac{1}{2}\left(\begin{array}{rr}
1 & -i  \tag{6.58b}\\
-i & -1
\end{array}\right) \quad \text { and } \quad f_{B}=\frac{1}{2}\left(\begin{array}{rr}
1 & i \\
i & -1
\end{array}\right) .
$$

Then $\operatorname{ad}\left(\operatorname{Ad}(g) i h_{B}\right)$ acts diagonably with eigenvectors $\operatorname{Ad}(g) h_{B}, \operatorname{Ad}(g) e_{B}$, $\operatorname{Ad}(g) f_{B}$. Therefore $\mathbb{R} X$ is a Cartan subalgebra when $\operatorname{det} X>0$, and it is conjugate via Int $\mathfrak{g}_{0}$ to $\mathbb{R} i h_{B}$.

If det $X=0$, then $X$ has both eigenvalues equal to 0 , and $X$ is conjugate via $S L(2, \mathbb{R})$ to a real multiple of $e=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$. Thus, for some $g \in S L(2, \mathbb{R})$,

$$
\mathbb{R} X=\{\operatorname{Ad}(g) \mathbb{R} e\}
$$

The subspace $\mathbb{R} e$ is maximal abelian in $\mathfrak{g}_{0}$, but the element ad $e$ does not act diagonably on $\mathfrak{g}$. It follows that $\operatorname{ad}(\operatorname{Ad}(g) e)$ does not act diagonably. Therefore $\mathbb{R} X$ is not a Cartan subalgebra when $\operatorname{det} X=0$.

In the above example every Cartan subalgebra is conjugate either to $\mathbb{R} h$ or to $\mathbb{R} i h_{B}$, and these two are $\theta$ stable. We shall see in Proposition 6.59 that this kind of conjugacy remains valid for all real semisimple Lie algebras $\mathfrak{g}_{0}$.

Another feature of the above example is that the two Cartan subalgebras $\mathbb{R} h$ and $\mathbb{R} i h_{B}$ are not conjugate. In fact, $h$ has nonzero real eigenvalues, and $i h_{B}$ has nonzero purely imaginary eigenvalues, and thus the two cannot be conjugate.

Proposition 6.59. Any Cartan subalgebra $\mathfrak{h}_{0}$ of $\mathfrak{g}_{0}$ is conjugate via Int $\mathfrak{g}_{0}$ to a $\theta$ stable Cartan subalgebra.

Proof. Let $\mathfrak{h}$ be the complexification of $\mathfrak{h}_{0}$, and let $\sigma$ be the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$. Let $\mathfrak{u}_{0}$ be the compact real form constructed from $\mathfrak{h}$ and other data in Theorem 6.11, and let $\tau$ be the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{u}_{0}$. The construction of $\mathfrak{u}_{0}$ has the property that $\tau(\mathfrak{h})=\mathfrak{h}$.

The conjugations $\sigma$ and $\tau$ are involutions of $\mathfrak{g}^{\mathbb{R}}$, and $\tau$ is a Cartan involution by Proposition 6.14. Theorem 6.16 shows that the element $\varphi$ of $\operatorname{Int} \mathfrak{g}^{\mathbb{R}}=\operatorname{Int} \mathfrak{g}$ given by $\varphi=\left((\sigma \tau)^{2}\right)^{1 / 4}$ has the property that the Cartan involution $\widetilde{\eta}=\varphi \tau \varphi^{-1}$ of $\mathfrak{g}^{\mathbb{R}}$ commutes with $\sigma$. Since $\sigma(\mathfrak{h})=\mathfrak{h}$ and $\tau(\mathfrak{h})=\mathfrak{h}$, it follows that $\varphi(\mathfrak{h})=\mathfrak{h}$. Therefore $\widetilde{\eta}(\mathfrak{h})=\mathfrak{h}$.

Since $\widetilde{\eta}$ and $\sigma$ commute, it follows that $\widetilde{\eta}\left(\mathfrak{g}_{0}\right)=\mathfrak{g}_{0}$. Since $\mathfrak{h}_{0}=\mathfrak{h} \cap \mathfrak{g}_{0}$, we obtain $\widetilde{\eta}\left(\mathfrak{h}_{0}\right)=\mathfrak{h}_{0}$.

Put $\eta=\left.\widetilde{\eta}\right|_{\mathfrak{g}_{0}}$, so that $\eta\left(\mathfrak{h}_{0}\right)=\mathfrak{h}_{0}$. Since $\widetilde{\eta}$ is the conjugation of $\mathfrak{g}$ with respect to the compact real form $\varphi\left(\mathfrak{u}_{0}\right)$, the proof of Corollary 6.18 shows that $\eta$ is a Cartan involution of $\mathfrak{g}_{0}$. Corollary 6.19 shows that $\eta$ and $\theta$ are conjugate via Int $\mathfrak{g}_{0}$, say $\theta=\psi \eta \psi^{-1}$ with $\psi \in \operatorname{Int} \mathfrak{g}_{0}$. Then $\psi\left(\mathfrak{h}_{0}\right)$ is a Cartan subalgebra of $\mathfrak{g}_{0}$, and

$$
\theta\left(\psi\left(\mathfrak{h}_{0}\right)\right)=\psi \eta \psi^{-1} \psi\left(\mathfrak{h}_{0}\right)=\psi\left(\eta \mathfrak{h}_{0}\right)=\psi\left(\mathfrak{h}_{0}\right),
$$

shows that it is $\theta$ stable.
Thus it suffices to study $\theta$ stable Cartan subalgebras. When $\mathfrak{h}_{0}$ is $\theta$ stable, we can write $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ with $\mathfrak{t}_{0} \subseteq \mathfrak{k}_{0}$ and $\mathfrak{a}_{0} \subseteq \mathfrak{p}_{0}$. By the same argument as for Corollary 6.49 , roots of $(\mathfrak{g}, \mathfrak{h})$ are real valued on $\mathfrak{a}_{0} \oplus i \mathfrak{t}_{0}$. Consequently the compact dimension $\operatorname{dim} \mathfrak{t}_{0}$ and the noncompact dimension $\operatorname{dim} \mathfrak{a}_{0}$ of $\mathfrak{h}_{0}$ are unchanged when $\mathfrak{h}_{0}$ is conjugated via Int $\mathfrak{g}_{0}$ to another $\theta$ stable Cartan subalgebra.

We say that a $\theta$ stable Cartan subalgebra $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ is maximally compact if its compact dimension is as large as possible, maximally noncompact if its noncompact dimension is as large as possible. In $\mathfrak{s l}(2, \mathbb{R}), \mathbb{R} h$ is maximally noncompact, and $\mathbb{R} i h_{B}$ is maximally compact. In any case $\mathfrak{a}_{0}$ is an abelian subspace of $\mathfrak{p}_{0}$, and thus Proposition 6.47 implies that $\mathfrak{h}_{0}$ is maximally noncompact if and only if $\mathfrak{a}_{0}$ is a maximal abelian subspace of $\mathfrak{p}_{0}$.

Proposition 6.60. Let $\mathfrak{t}_{0}$ be a maximal abelian subspace of $\mathfrak{k}_{0}$. Then $\mathfrak{h}_{0}=Z_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right)$ is a $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$ of the form $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ with $\mathfrak{a}_{0} \subseteq \mathfrak{p}_{0}$.

Proof. The subalgebra $\mathfrak{h}_{0}$ is $\theta$ stable and hence is a vector-space direct sum $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$, where $\mathfrak{a}_{0}=\mathfrak{h}_{0} \cap \mathfrak{p}_{0}$. Since $\mathfrak{h}_{0}$ is $\theta$ stable, Proposition 6.29 shows that it is reductive. By Corollary 1.56, $\left[\mathfrak{h}_{0}, \mathfrak{h}_{0}\right]$ is semisimple.

We have $\left[\mathfrak{h}_{0}, \mathfrak{h}_{0}\right]=\left[\mathfrak{a}_{0}, \mathfrak{a}_{0}\right]$, and $\left[\mathfrak{a}_{0}, \mathfrak{a}_{0}\right] \subseteq \mathfrak{t}_{0}$ since $\mathfrak{a}_{0} \subseteq \mathfrak{p}_{0}$ and $\mathfrak{h}_{0} \cap \mathfrak{k}_{0}=$ $\mathfrak{t}_{0}$. Thus the semisimple Lie algebra $\left[\mathfrak{h}_{0}, \mathfrak{h}_{0}\right]$ is abelian and must be 0 . Consequently $\mathfrak{h}_{0}$ is abelian.

It is clear that $\mathfrak{h}=\left(\mathfrak{h}_{0}\right)^{\mathbb{C}}$ is maximal abelian in $\mathfrak{g}$, and ad $\mathfrak{h}_{0}$ is certainly diagonable on $\mathfrak{g}$ since the members of $\operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right)$ are skew adjoint, the members of $\operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{a}_{0}\right)$ are self adjoint, and $\mathfrak{t}_{0}$ commutes with $\mathfrak{a}_{0}$. By Proposition 2.13, $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{g}$, and hence $\mathfrak{h}_{0}$ is a Cartan subalgebra of $\mathfrak{g}_{0}$.

With any $\theta$ stable Cartan subalgebra $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}, \mathfrak{t}_{0}$ is an abelian subspace of $\mathfrak{k}_{0}$, and thus Proposition 6.60 implies that $\mathfrak{h}_{0}$ is maximally compact if and only if $\mathfrak{t}_{0}$ is a maximal abelian subspace of $\mathfrak{k}_{0}$.

Proposition 6.61. Among $\theta$ stable Cartan subalgebras $\mathfrak{h}_{0}$ of $\mathfrak{g}_{0}$, the maximally noncompact ones are all conjugate via $K$, and the maximally compact ones are all conjugate via $K$.

Proof. Let $\mathfrak{h}_{0}$ and $\mathfrak{h}_{0}^{\prime}$ be given Cartan subalgebras. In the first case, as we observed above, $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}$ and $\mathfrak{h}_{0}^{\prime} \cap \mathfrak{p}_{0}$ are maximal abelian in $\mathfrak{p}_{0}$, and Theorem 6.51 shows that there is no loss of generality in assuming that $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}=\mathfrak{h}_{0}^{\prime} \cap \mathfrak{p}_{0}$. Thus $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ and $\mathfrak{h}_{0}^{\prime}=\mathfrak{t}_{0}^{\prime} \oplus \mathfrak{a}_{0}$, where $\mathfrak{a}_{0}$ is maximal abelian in $\mathfrak{p}_{0}$. Define $\mathfrak{m}_{0}=Z_{\mathfrak{k}_{0}}\left(\mathfrak{a}_{0}\right)$. Then $\mathfrak{t}_{0}$ and $\mathfrak{t}_{0}^{\prime}$ are in $\mathfrak{m}_{0}$ and are maximal abelian there. Let $M=Z_{K}\left(\mathfrak{a}_{0}\right)$. This is a compact subgroup of $K$ with Lie algebra $\mathfrak{m}_{0}$, and we let $M_{0}$ be its identity component. Theorem 4.34 says that $\mathfrak{t}_{0}$ and $\mathfrak{t}_{0}^{\prime}$ are conjugate via $M_{0}$, and this conjugacy clearly fixes $\mathfrak{a}_{0}$. Hence $\mathfrak{h}_{0}$ and $\mathfrak{h}_{0}^{\prime}$ are conjugate via $K$.

In the second case, as we observed above, $\mathfrak{h}_{0} \cap \mathfrak{k}_{0}$ and $\mathfrak{h}_{0}^{\prime} \cap \mathfrak{k}_{0}$ are maximal abelian in $\mathfrak{k}_{0}$, and Theorem 4.34 shows that there is no loss of generality in assuming that $\mathfrak{h}_{0} \cap \mathfrak{k}_{0}=\mathfrak{h}_{0}^{\prime} \cap \mathfrak{k}_{0}$. Then Proposition 6.60 shows that $\mathfrak{h}_{0}=\mathfrak{h}_{0}^{\prime}$, and the proof is complete.

If we examine the proof of the first part of Proposition 6.61 carefully, we find that we can adjust it to obtain root data that determine a Cartan subalgebra up to conjugacy. As a consequence there are only finitely many conjugacy classes of Cartan subalgebras.

Lemma 6.62. Let $\mathfrak{h}_{0}$ and $\mathfrak{h}_{0}^{\prime}$ be $\theta$ stable Cartan subalgebras of $\mathfrak{g}_{0}$ such that $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}=\mathfrak{h}_{0}^{\prime} \cap \mathfrak{p}_{0}$. Then $\mathfrak{h}_{0}$ and $\mathfrak{h}_{0}^{\prime}$ are conjugate via $K$.

Proof. Since the $\mathfrak{p}_{0}$ parts of the two Cartan subalgebras are the same and since Cartan subalgebras are abelian, the $\mathfrak{k}_{0}$ parts $\mathfrak{h}_{0} \cap \mathfrak{k}_{0}$ and $\mathfrak{h}_{0}^{\prime} \cap \mathfrak{k}_{0}$ are both contained in $\widetilde{\mathfrak{m}}_{0}=Z_{\mathfrak{k}_{0}}\left(\mathfrak{h}_{0} \cap \mathfrak{p}_{0}\right)$. The Cartan subalgebras are maximal abelian in $\mathfrak{g}_{0}$, and therefore $\mathfrak{h}_{0} \cap \mathfrak{k}_{0}$ and $\mathfrak{h}_{0}^{\prime} \cap \mathfrak{k}_{0}$ are both maximal abelian in $\tilde{\mathfrak{m}}_{0}$. Let $\tilde{M}=Z_{K}\left(\mathfrak{h}_{0} \cap \mathfrak{p}_{0}\right)$. This is a compact Lie group with Lie algebra $\tilde{\mathfrak{m}}_{0}$, and we let $M_{0}$ be its identity component. Theorem 4.34 says that $\mathfrak{h}_{0} \cap \mathfrak{k}_{0}$ and $\mathfrak{h}_{0}^{\prime} \cap \mathfrak{k}_{0}$ are conjugate via $\mathcal{M}_{0}$, and this conjugacy clearly fixes $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}$. Hence $\mathfrak{h}_{0}$ and $\mathfrak{h}_{0}^{\prime}$ are conjugate via $K$.

Lemma 6.63. Let $\mathfrak{a}_{0}$ be a maximal abelian subspace of $\mathfrak{p}_{0}$, and let $\Sigma$ be the set of restricted roots of $\left(\mathfrak{g}_{0}, \mathfrak{a}_{0}\right)$. Suppose that $\mathfrak{h}_{0}$ is a $\theta$ stable Cartan subalgebra such that $\mathfrak{h}_{0} \cap \mathfrak{p}_{0} \subseteq \mathfrak{a}_{0}$. Let $\Sigma^{\prime}=\left\{\lambda \in \Sigma \mid \lambda\left(\mathfrak{h}_{0} \cap \mathfrak{p}_{0}\right)=0\right\}$. Then $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}$ is the common kernel of all $\lambda \in \Sigma^{\prime}$.

Proof. Let $\mathfrak{a}_{0}^{\prime}$ be the common kernel of all $\lambda \in \Sigma^{\prime}$. Then $\mathfrak{h}_{0} \cap \mathfrak{p}_{0} \subseteq \mathfrak{a}_{0}^{\prime}$, and we are to prove that equality holds. Since $\mathfrak{h}_{0}$ is maximal abelian in $\mathfrak{g}_{0}$, it is enough to prove that $\mathfrak{h}_{0}+\mathfrak{a}_{0}^{\prime}$ is abelian.

Let $\mathfrak{g}_{0}=\mathfrak{a}_{0} \oplus \mathfrak{m}_{0} \oplus \bigoplus_{\lambda \in \Sigma}\left(\mathfrak{g}_{0}\right)_{\lambda}$ be the restricted-root space decomposition of $\mathfrak{g}_{0}$, and let $X=H_{0}+X_{0}+\sum_{\lambda \in \Sigma} X_{\lambda}$ be an element of $\mathfrak{g}_{0}$ that centralizes $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}$. Bracketing the formula for $X$ with $H \in \mathfrak{h}_{0} \cap \mathfrak{p}_{0}$, we obtain $0=\sum_{\lambda \in \Sigma-\Sigma^{\prime}} \lambda(H) X_{\lambda}$, from which we conclude that $\lambda(H) X_{\lambda}=0$ for all $H \in \mathfrak{h}_{0} \cap \mathfrak{p}_{0}$ and all $\lambda \in \Sigma-\Sigma^{\prime}$. Since the $\lambda$ 's in $\Sigma-\Sigma^{\prime}$ have $\lambda\left(\mathfrak{h}_{0} \cap \mathfrak{p}_{0}\right)$ not identically 0 , we see that $X_{\lambda}=0$ for all $\lambda \in \Sigma-\Sigma^{\prime}$. Thus any $X$ that centralizes $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}$ is of the form

$$
X=H_{0}+X_{0}+\sum_{\lambda \in \Sigma^{\prime}} X_{\lambda}
$$

Since $\mathfrak{h}_{0}$ is abelian, the elements $X \in \mathfrak{h}_{0}$ are of this form, and $\mathfrak{a}_{0}^{\prime}$ commutes with any $X$ of this form. Hence $\mathfrak{h}_{0}+\mathfrak{a}_{0}^{\prime}$ is abelian, and the proof is complete.

Proposition 6.64. Up to conjugacy by $\operatorname{Int} \mathfrak{g}_{0}$, there are only finitely many Cartan subalgebras of $\mathfrak{g}_{0}$.

Proof. Fix a maximal abelian subspace $\mathfrak{a}_{0}$ of $\mathfrak{p}_{0}$. Let $\mathfrak{h}_{0}$ be a Cartan subalgebra. Proposition 6.59 shows that we may assume that $\mathfrak{h}_{0}$ is $\theta$ stable, and Theorem 6.51 shows that we may assume that $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}$ is contained in $\mathfrak{a}_{0}$. Lemma 6.63 associates to $\mathfrak{h}_{0}$ a subset of the set $\Sigma$ of restricted roots that determines $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}$, and Lemma 6.62 shows that $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}$ determines $\mathfrak{h}_{0}$ up to conjugacy. Hence the number of conjugacy classes of Cartan subalgebras is bounded by the number of subsets of $\Sigma$.

## 7. Cayley Transforms

The classification of real semisimple Lie algebras later in this chapter will use maximally compact Cartan subalgebras, but much useful information about a semisimple Lie algebra $\mathfrak{g}_{0}$ comes about from a maximally noncompact Cartan subalgebra. To correlate this information, we need to be able to track down the conjugacy via $\mathfrak{g}=\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$ of a maximally compact Cartan subalgebra and a maximally noncompact one.

Cayley transforms are one-step conjugacies of $\theta$ stable Cartan subalgebras whose iterates explicitly relate any $\theta$ stable Cartan subalgebra with any other. We develop Cayley transforms in this section and show that in favorable circumstances we can see past the step-by-step process to understand the composite conjugation all at once.

There are two kinds of Cayley transforms, essentially inverse to each other. They are modeled on what happens in $\mathfrak{s l}(2, \mathbb{R})$. In the case of $\mathfrak{s l}(2, \mathbb{R})$, we start with the standard basis $h, e, f$ for $\mathfrak{s l}(2, \mathbb{C})$ as in (1.5), as well as the members $h_{B}, e_{B}, f_{B}$ of $\mathfrak{s l}(2, \mathbb{C})$ defined in (6.58). The latter elements satisfy the familiar bracket relations

$$
\left[h_{B}, e_{B}\right]=2 e_{B}, \quad\left[h_{B}, f_{B}\right]=-2 f_{B}, \quad\left[e_{B}, f_{B}\right]=h_{B}
$$

The definitions of $e_{B}$ and $f_{B}$ make $e_{B}+f_{B}$ and $i\left(e_{B}-f_{B}\right)$ be in $\mathfrak{s l}(2, \mathbb{R})$, while $i\left(e_{B}+f_{B}\right)$ and $e_{B}-f_{B}$ are in $\mathfrak{s u}(2)$. The first kind of Cayley transform within $\mathfrak{s l}(2, \mathbb{C})$ is the mapping

$$
\operatorname{Ad}\left(\frac{\sqrt{2}}{2}\left(\begin{array}{ll}
1 & i \\
i & 1
\end{array}\right)\right)=\operatorname{Ad}\left(\exp \frac{\pi}{4}\left(f_{B}-e_{B}\right)\right)
$$

which carries $h_{B}, e_{B}, f_{B}$ to complex multiples of $h, e, f$ and carries the Cartan subalgebra $\mathbb{R}\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ to $i \mathbb{R}\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$. When generalized below, this Cayley transform will be called $\mathbf{c}_{\beta}$.

The second kind of Cayley transform within $\mathfrak{s l}(2, \mathbb{C})$ is the mapping

$$
\operatorname{Ad}\left(\frac{\sqrt{2}}{2}\left(\begin{array}{rr}
1 & -i \\
-i & 1
\end{array}\right)\right)=\operatorname{Ad}\left(\exp i \frac{\pi}{4}(-f-e)\right)
$$

which carries $h, e, f$ to complex multiples of $h_{B}, e_{B}, f_{B}$ and carries the Cartan subalgebra $\mathbb{R}\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$ to $i \mathbb{R}\binom{0}{$\hline} . In view of the explicit formula for the matrices of the Cayley transforms, the two transforms are inverse to
one another. When generalized below, this second Cayley transform will be called $\mathbf{d}_{\alpha}$.

The idea is to embed each of these constructions into constructions in the complexification of our underlying semisimple algebra that depend upon a single root of a special kind, leaving fixed the part of the Cartan subalgebra that is orthogonal to the embedded copy of $\mathfrak{s l}(2, \mathbb{C})$.

Turning to the case of a general real semisimple Lie algebra, we continue with the notation of the previous section. We extend the inner product $B_{\theta}$ on $\mathfrak{g}_{0}$ to a Hermitian inner product on $\mathfrak{g}$ by the definition

$$
B_{\theta}\left(Z_{1}, Z_{2}\right)=-B\left(Z_{1}, \theta \bar{Z}_{2}\right),
$$

where bar denotes the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$. In this expression $\theta$ and bar commute.

If $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ is a $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$, we have noted that roots of $(\mathfrak{g}, \mathfrak{h})$ are imaginary on $\mathfrak{t}_{0}$ and real on $\mathfrak{a}_{0}$. A root is real if it takes on real values on $\mathfrak{h}_{0}$ (i.e., vanishes on $\mathfrak{t}_{0}$ ), imaginary if it takes on purely imaginary values on $\mathfrak{h}_{0}$ (i.e., vanishes on $\mathfrak{a}_{0}$ ), and complex otherwise.

For any root $\alpha, \theta \alpha$ is the root $\theta \alpha(H)=\alpha\left(\theta^{-1} H\right)$. To see that $\theta \alpha$ is a root, we let $E_{\alpha}$ be a nonzero root vector for $\alpha$, and we calculate

$$
\left[H, \theta E_{\alpha}\right]=\theta\left[\theta^{-1} H, E_{\alpha}\right]=\alpha\left(\theta^{-1} H\right) \theta E_{\alpha}=(\theta \alpha)(H) \theta E_{\alpha} .
$$

If $\alpha$ is imaginary, then $\theta \alpha=\alpha$. Thus $\mathfrak{g}_{\alpha}$ is $\theta$ stable, and we have $\mathfrak{g}_{\alpha}=$ $\left(\mathfrak{g}_{\alpha} \cap \mathfrak{k}\right) \oplus\left(\mathfrak{g}_{\alpha} \cap \mathfrak{p}\right)$. Since $\mathfrak{g}_{\alpha}$ is 1-dimensional, $\mathfrak{g}_{\alpha} \subseteq \mathfrak{k}$ or $\mathfrak{g}_{\alpha} \subseteq \mathfrak{p}$. We call an imaginary root $\alpha$ compact if $\mathfrak{g}_{\alpha} \subseteq \mathfrak{k}$, noncompact if $\mathfrak{g}_{\alpha} \subseteq \mathfrak{p}$.

We introduce two kinds of Cayley transforms, starting from a given $\theta$ stable Cartan subalgebra:
(i) Using an imaginary noncompact root $\beta$, we construct a new Cartan subalgebra whose intersection with $\mathfrak{p}_{0}$ goes up by 1 in dimension.
(ii) Using a real root $\alpha$, we construct a new Cartan subalgebra whose intersection with $\mathfrak{p}_{0}$ goes down by 1 in dimension.

First we give the construction that starts from a Cartan subalgebra $\mathfrak{h}_{0}$ and uses an imaginary noncompact root $\beta$. Let $E_{\beta}$ be a nonzero root vector. Since $\beta$ is imaginary, $\overline{E_{\beta}}$ is in $\mathfrak{g}_{-\beta}$. Since $\beta$ is noncompact, we have

$$
0<B_{\theta}\left(E_{\beta}, E_{\beta}\right)=-B\left(E_{\beta}, \overline{\theta E_{\beta}}\right)=B\left(E_{\beta}, \overline{E_{\beta}}\right) .
$$

Thus we are allowed to normalize $E_{\beta}$ to make $B\left(E_{\beta}, \overline{E_{\beta}}\right)$ be any positive constant. We choose to make $B\left(E_{\beta}, \overline{E_{\beta}}\right)=2 /|\beta|^{2}$. From Lemma 2.18a we have

$$
\left[E_{\beta}, \overline{E_{\beta}}\right]=B\left(E_{\beta}, \overline{E_{\beta}}\right) H_{\beta}=2|\beta|^{-2} H_{\beta} .
$$

Put $H_{\beta}^{\prime}=2|\beta|^{-2} H_{\beta}$. Then we have the bracket relations

$$
\left[H_{\beta}^{\prime}, E_{\beta}\right]=2 E_{\beta}, \quad\left[H_{\beta}^{\prime}, \overline{E_{\beta}}\right]=-2 \overline{E_{\beta}}, \quad\left[E_{\beta}, \overline{E_{\beta}}\right]=H_{\beta}^{\prime} .
$$

Also the elements $E_{\beta}+\overline{E_{\beta}}$ and $i\left(E_{\beta}-\overline{E_{\beta}}\right)$ are fixed by bar and hence are in $\mathfrak{g}_{0}$. In terms of our discussion above of $\mathfrak{s l}(2, \mathbb{C})$, the correspondence is

$$
\begin{aligned}
H_{\beta}^{\prime} & \leftrightarrow\left(\begin{array}{cc}
0 & i \\
-i & 0
\end{array}\right) \\
E_{\beta} & \leftrightarrow \frac{1}{2}\left(\begin{array}{rr}
1 & -i \\
-i & -1
\end{array}\right) \\
\overline{E_{\beta}} & \leftrightarrow \frac{1}{2}\left(\begin{array}{cc}
1 & i \\
i & -1
\end{array}\right) \\
\overline{E_{\beta}}-E_{\beta} & \leftrightarrow\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right) .
\end{aligned}
$$

Define

$$
\begin{equation*}
\mathbf{c}_{\beta}=\operatorname{Ad}\left(\exp \frac{\pi}{4}\left(\overline{E_{\beta}}-E_{\beta}\right)\right) \tag{6.65a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{h}_{0}^{\prime}=\mathfrak{g}_{0} \cap \mathbf{c}_{\beta}(\mathfrak{h})=\operatorname{ker}\left(\left.\beta\right|_{\mathfrak{h}_{0}}\right) \oplus \mathbb{R}\left(E_{\beta}+\overline{E_{\beta}}\right) . \tag{6.65b}
\end{equation*}
$$

The vector $E_{\beta}$ is not uniquely determined by the conditions on it, and both formulas (6.65) depend on the particular choice we make for $E_{\beta}$. To see that (6.65b) is valid, we can use infinite series to calculate that

$$
\begin{align*}
\mathbf{c}_{\beta}\left(H_{\beta}^{\prime}\right) & =E_{\beta}+\overline{E_{\beta}}  \tag{6.66a}\\
\mathbf{c}_{\beta}\left(E_{\beta}-\overline{E_{\beta}}\right) & =E_{\beta}-\overline{E_{\beta}}  \tag{6.66b}\\
\mathbf{c}_{\beta}\left(E_{\beta}+\overline{E_{\beta}}\right) & =-H_{\beta}^{\prime} . \tag{6.66c}
\end{align*}
$$

Then (6.66a) implies (6.65b).
Next we give the construction that starts from a Cartan subalgebra $\mathfrak{h}_{0}^{\prime}$ and uses a real root $\alpha$. Let $E_{\alpha}$ be a nonzero root vector. Since $\alpha$ is real, $\overline{E_{\alpha}}$ is in $\mathfrak{g}_{\alpha}$. Adjusting $E_{\alpha}$, we may therefore assume that $E_{\alpha}$ is in $\mathfrak{g}_{0}$. Since $\alpha$ is real, $\theta E_{\alpha}$ is in $\mathfrak{g}_{-\alpha}$, and we know from Proposition 6.52a that $\left[E_{\alpha}, \theta E_{\alpha}\right]=B\left(E_{\alpha}, \theta E_{\alpha}\right) H_{\alpha}$ with $B\left(E_{\alpha}, \theta E_{\alpha}\right)<0$. We normalize $E_{\alpha}$ by a real constant to make $B\left(E_{\alpha}, \theta E_{\alpha}\right)=-2 /|\alpha|^{2}$, and put $H_{\alpha}^{\prime}=2|\alpha|^{-2} H_{\alpha}$. Then we have the bracket relations

$$
\left[H_{\alpha}^{\prime}, E_{\alpha}\right]=2 E_{\alpha}, \quad\left[H_{\alpha}^{\prime}, \theta E_{\alpha}\right]=-2 \theta E_{\alpha}, \quad\left[E_{\alpha}, \theta E_{\alpha}\right]=-H_{\alpha}^{\prime} .
$$

In terms of our discussion above of $\mathfrak{s l}(2, \mathbb{C})$, the correspondence is

$$
\begin{aligned}
H_{\alpha}^{\prime} & \leftrightarrow\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) \\
E_{\alpha} & \leftrightarrow\left(\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right) \\
\theta E_{\alpha} & \leftrightarrow\left(\begin{array}{rr}
0 & 0 \\
-1 & 0
\end{array}\right) \\
i\left(\theta E_{\alpha}-E_{\alpha}\right) & \leftrightarrow\left(\begin{array}{rr}
0 & -i \\
-i & 0
\end{array}\right) .
\end{aligned}
$$

Define

$$
\begin{equation*}
\mathbf{d}_{\alpha}=\operatorname{Ad}\left(\exp i \frac{\pi}{4}\left(\theta E_{\alpha}-E_{\alpha}\right)\right) \tag{6.67a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{h}_{0}=\mathfrak{g}_{0} \cap \mathbf{d}_{\alpha}\left(\mathfrak{h}^{\prime}\right)=\operatorname{ker}\left(\left.\alpha\right|_{\mathfrak{h}_{0}^{\prime}}\right) \oplus \mathbb{R}\left(E_{\alpha}+\theta E_{\alpha}\right) . \tag{6.67b}
\end{equation*}
$$

To see that (6.67b) is valid, we can use infinite series to calculate that

$$
\begin{align*}
\mathbf{d}_{\alpha}\left(H_{\alpha}^{\prime}\right) & =i\left(E_{\alpha}+\theta E_{\alpha}\right)  \tag{6.68a}\\
\mathbf{d}_{\alpha}\left(E_{\alpha}-\theta E_{\alpha}\right) & =E_{\alpha}-\theta E_{\alpha}  \tag{6.68b}\\
\mathbf{d}_{\alpha}\left(E_{\alpha}+\theta E_{\alpha}\right) & =i H_{\alpha}^{\prime} . \tag{6.68c}
\end{align*}
$$

Then (6.68a) implies (6.67b).
Proposition 6.69. The two kinds of Cayley transforms are essentially inverse to each other in the following senses:
(a) If $\beta$ is a noncompact imaginary root, then in the computation of $\mathbf{d}_{\mathbf{c}_{\beta}(\beta)} \circ \mathbf{c}_{\beta}$ the root vector $E_{\mathbf{c}_{\beta}(\beta)}$ can be taken to be $i \mathbf{c}_{\beta}\left(E_{\beta}\right)$ and this choice makes the composition the identity.
(b) If $\alpha$ is a real root, then in the the computation of $\mathbf{c}_{\mathbf{d}_{\alpha}(\alpha)} \circ \mathbf{d}_{\alpha}$ the root vector $E_{\mathbf{d}_{\alpha}(\alpha)}$ can be taken to be $-i \mathbf{d}_{\alpha}\left(E_{\alpha}\right)$ and this choice makes the composition the identity.

Proof.
(a) By (6.66),

$$
\mathbf{c}_{\beta}\left(E_{\beta}\right)=\frac{1}{2} \mathbf{c}_{\beta}\left(E_{\beta}+\overline{E_{\beta}}\right)+\frac{1}{2} \mathbf{c}_{\beta}\left(E_{\beta}-\overline{E_{\beta}}\right)=-\frac{1}{2} H_{\beta}^{\prime}+\frac{1}{2}\left(E_{\beta}-\overline{E_{\beta}}\right) .
$$

Both terms on the right side are in $i \mathfrak{g}_{0}$, and hence $i \mathbf{c}_{\beta}\left(E_{\beta}\right)$ is in $\mathfrak{g}_{0}$. Since $H_{\beta}^{\prime}$ is in $\mathfrak{k}$ while $E_{\beta}$ and $\overline{E_{\beta}}$ are in $\mathfrak{p}$,

$$
\theta \mathbf{c}_{\beta}\left(E_{\beta}\right)=-\frac{1}{2} H_{\beta}^{\prime}-\frac{1}{2}\left(E_{\beta}-\overline{E_{\beta}}\right) .
$$

Put $E_{\mathbf{c}_{\beta}(\beta)}=i \mathbf{c}_{\beta}\left(E_{\beta}\right)$. From $B\left(E_{\beta}, \overline{E_{\beta}}\right)=2 /|\beta|^{2}$, we obtain

$$
B\left(E_{\mathbf{c}_{\beta}(\beta)}, \theta E_{\mathbf{c}_{\beta}(\beta)}\right)=-2 /|\beta|^{2}=-2 /\left|\mathbf{c}_{\beta}(\beta)\right|^{2} .
$$

Thus $E_{\mathbf{c}_{\beta}(\beta)}$ is properly normalized. Then $\mathbf{d}_{\mathbf{c}_{\beta}(\beta)}$ becomes

$$
\begin{aligned}
\mathbf{d}_{\mathbf{c}_{\beta}(\beta)} & =\operatorname{Ad}\left(\exp i \frac{\pi}{4}\left(\theta E_{\mathbf{c}_{\beta}(\beta)}-E_{\mathbf{c}_{\beta}(\beta)}\right)\right) \\
& =\operatorname{Ad}\left(\exp \frac{\pi}{4}\left(\mathbf{c}_{\beta}\left(E_{\beta}\right)-\theta \mathbf{c}_{\beta}\left(E_{\beta}\right)\right)\right) \\
& =\operatorname{Ad}\left(\exp \frac{\pi}{4}\left(E_{\beta}-\overline{E_{\beta}}\right)\right)
\end{aligned}
$$

and this is the inverse of

$$
\mathbf{c}_{\beta}=\operatorname{Ad}\left(\exp \frac{\pi}{4}\left(\overline{E_{\beta}}-E_{\beta}\right)\right)
$$

(b) By (6.68),
$\mathbf{d}_{\alpha}\left(E_{\alpha}\right)=\frac{1}{2} \mathbf{d}_{\alpha}\left(E_{\alpha}+\theta E_{\alpha}\right)+\frac{1}{2} \mathbf{d}_{\alpha}\left(E_{\alpha}-\theta E_{\alpha}\right)=\frac{1}{2} i H_{\alpha}^{\prime}+\frac{1}{2}\left(E_{\alpha}-\theta E_{\alpha}\right)$.
Since $H_{\alpha}^{\prime}, E_{\alpha}$, and $\theta E_{\alpha}$ are in $\mathfrak{g}_{0}$,

$$
\overline{\mathbf{d}_{\alpha}\left(E_{\alpha}\right)}=-\frac{1}{2} i H_{\alpha}^{\prime}+\frac{1}{2}\left(E_{\alpha}-\theta E_{\alpha}\right) .
$$

Put $E_{\mathbf{d}_{\alpha}(\alpha)}=-i \mathbf{d}_{\alpha}\left(E_{\alpha}\right)$. From $B\left(E_{\alpha}, \theta E_{\alpha}\right)=-2 /|\alpha|^{2}$, we obtain

$$
B\left(E_{\mathbf{d}_{\alpha}(\alpha)}, \overline{E_{\mathbf{d}_{\alpha}(\alpha)}}\right)=2 /|\alpha|^{2}=2 /\left|\mathbf{d}_{\alpha}(\alpha)\right|^{2} .
$$

Thus $E_{\mathbf{d}_{\alpha}(\alpha)}$ is properly normalized. Then $\mathbf{c}_{\mathbf{d}_{\alpha}(\alpha)}$ becomes

$$
\begin{aligned}
\mathbf{c}_{\mathbf{d}_{\alpha}(\alpha)} & =\operatorname{Ad}\left(\exp \frac{\pi}{4}\left(\overline{E_{\mathbf{d}_{\alpha}(\alpha)}}-E_{\mathbf{d}_{\alpha}(\alpha)}\right)\right) \\
& =\operatorname{Ad}\left(\exp i \frac{\pi}{4}\left(\mathbf{d}_{\alpha}\left(E_{\alpha}\right)+\overline{\mathbf{d}_{\alpha}\left(E_{\alpha}\right)}\right)\right) \\
& =\operatorname{Ad}\left(\exp i \frac{\pi}{4}\left(E_{\alpha}-\theta E_{\alpha}\right)\right)
\end{aligned}
$$

and this is the inverse of

$$
\mathbf{d}_{\alpha}=\operatorname{Ad}\left(\exp i \frac{\pi}{4}\left(\theta E_{\alpha}-E_{\alpha}\right)\right) .
$$

Proposition 6.70. Let $\mathfrak{h}_{0}$ be a $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$. Then there are no noncompact imaginary roots if and only if $\mathfrak{h}_{0}$ is maximally noncompact, and there are no real roots if and only if $\mathfrak{h}_{0}$ is maximally compact.

Proof. The Cayley transform construction $\mathbf{c}_{\beta}$ tells us that if $\mathfrak{h}_{0}$ has a noncompact imaginary root $\beta$, then $\mathfrak{h}_{0}$ is not maximally noncompact. Similarly the Cayley transform construction $\mathbf{d}_{\alpha}$ tells us that if $\mathfrak{h}_{0}$ has a real root $\alpha$, then $\mathfrak{h}_{0}$ is not maximally compact.

For the converses write $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$, and let $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$ be the set of roots. Form the expansion

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_{\alpha} . \tag{6.71}
\end{equation*}
$$

Suppose there are no noncompact imaginary roots. Then

$$
Z_{\mathfrak{g}}\left(\mathfrak{a}_{0}\right)=\mathfrak{h} \oplus \bigoplus_{\substack{\alpha \in \Delta, \alpha \text { i imaginary }}} \mathfrak{g}_{\alpha}=\mathfrak{h} \oplus \bigoplus_{\substack{\alpha \in \Delta, \alpha \text { compact } \\ \text { imaginary }}} \mathfrak{g}_{\alpha}
$$

and

$$
\mathfrak{p}_{0} \cap Z_{\mathfrak{g}}\left(\mathfrak{a}_{0}\right)=\mathfrak{g}_{0} \cap\left(\mathfrak{p} \cap Z_{\mathfrak{g}}\left(\mathfrak{a}_{0}\right)\right)=\mathfrak{g}_{0} \cap(\mathfrak{p} \cap \mathfrak{h})=\mathfrak{a}_{0} .
$$

Hence $\mathfrak{a}_{0}$ is maximal abelian in $\mathfrak{p}_{0}$, and $\mathfrak{h}_{0}$ is maximally noncompact.
Suppose there are no real roots. From the expansion (6.71) we obtain

$$
Z_{\mathfrak{g}}\left(\mathfrak{t}_{0}\right)=\mathfrak{h} \oplus \bigoplus_{\substack{\alpha \in \Lambda \\ \alpha \text { real }}} \mathfrak{g}_{\alpha}=\mathfrak{h}
$$

and $\mathfrak{k}_{0} \cap Z_{\mathfrak{g}}\left(\mathfrak{t}_{0}\right)=\mathfrak{k}_{0} \cap \mathfrak{h}=\mathfrak{t}_{0}$. Therefore $\mathfrak{t}_{0}$ is maximal abelian in $\mathfrak{k}_{0}$, and $\mathfrak{h}_{0}$ is maximally compact.

The Cayley transforms and the above propositions give us a method of finding all Cartan subalgebras up to conjugacy. In fact, if we start with a $\theta$ stable Cartan subalgebra, we can apply various Cayley transforms $\mathbf{c}_{\beta}$ as long as there are noncompact imaginary roots, and we know that the resulting Cartan subalgebra will be maximally noncompact when we are done. Consequently if we apply various Cayley transforms $\mathbf{d}_{\alpha}$ in the reverse order, starting from a maximally noncompact Cartan subalgebra, we obtain all Cartan subalgebras up to conjugacy.

Alternatively if we start with a $\theta$ stable Cartan subalgebra, we can apply various Cayley transforms $\mathbf{d}_{\alpha}$ as long as there are real roots, and we know that the resulting Cartan subalgebra will be maximally compact when we are done. Consequently if we apply various Cayley transforms $\mathbf{c}_{\beta}$ in the reverse order, starting from a maximally compact Cartan subalgebra, we obtain all Cartan subalgebras up to conjugacy.

EXAMPLE. Let $\mathfrak{g}_{0}=\mathfrak{s p}(2, \mathbb{R})$ with $\theta$ given by negative transpose. We can take the Iwasawa $\mathfrak{a}_{0}$ to be the diagonal subalgebra

$$
\mathfrak{a}_{0}=\{\operatorname{diag}(s, t,-s,-t)\} .
$$

Let $f_{1}$ and $f_{2}$ be the linear functionals on $\mathfrak{a}_{0}$ that give $s$ and $t$ on the indicated matrix. For this example, $\mathfrak{m}_{0}=0$. Thus Proposition 6.47 shows that $\mathfrak{a}_{0}$ is a maximally noncompact Cartan subalgebra. The roots are $\pm 2 f_{1}, \pm 2 f_{2}$, $\pm\left(f_{1}+f_{2}\right), \pm\left(f_{1}-f_{2}\right)$. All of them are real. We begin with a $\mathbf{d}_{\alpha}$ type Cayley transform, noting that $\pm \alpha$ give the same thing. The data for $2 f_{1}$ and $2 f_{2}$ are conjugate within $\mathfrak{g}_{0}$, and so are the data for $f_{1}+f_{2}$ and $f_{1}-f_{2}$. So there are only two essentially different first steps, say $\mathbf{d}_{2 f_{2}}$ and $\mathbf{d}_{f_{1}-f_{2}}$. After $\mathbf{d}_{2 f_{2}}$, the only real roots are $\pm 2 f_{1}$ (or more precisely $\mathbf{d}_{2 f_{2}}\left( \pm 2 f_{1}\right)$ ). A second Cayley transform $\mathbf{d}_{2 f_{1}}$ leads to all roots imaginary, hence to a maximally compact Cartan subalgebra, and we can go no further. Similarly after $\mathbf{d}_{f_{1}-f_{2}}$, the only real roots are $\pm\left(f_{1}+f_{2}\right)$, and the second Cayley transform $\mathbf{d}_{f_{1}+f_{2}}$ leads to all roots imaginary. A little computation shows that we have produced

$$
\begin{aligned}
\left(\begin{array}{rrrr}
s & 0 & 0 & 0 \\
0 & t & 0 & 0 \\
0 & 0 & -s & 0 \\
0 & 0 & 0 & -t
\end{array}\right), & \left(\begin{array}{rrrr}
s & 0 & 0 & 0 \\
0 & 0 & 0 & \theta \\
0 & 0 & -s & 0 \\
0 & -\theta & 0 & 0
\end{array}\right), \\
\left(\begin{array}{rrrr}
t & \theta & 0 & 0 \\
-\theta & t & 0 & 0 \\
0 & 0 & -t & \theta \\
0 & 0 & -\theta & -t
\end{array}\right), & \left(\begin{array}{rrrr}
0 & 0 & \theta_{1} & 0 \\
0 & 0 & 0 & \theta_{2} \\
-\theta_{1} & 0 & 0 & 0 \\
0 & -\theta_{2} & 0 & 0
\end{array}\right) .
\end{aligned}
$$

The second Cartan subalgebra results from the first by applying $\mathbf{d}_{2 f_{2}}$, the third results from the first by applying $\mathbf{d}_{f_{1}-f_{2}}$, and the fourth results from the first by applying $\mathbf{d}_{2 f_{1}} \mathbf{d}_{2 f_{2}}$.

As in the example, when we pass from $\mathfrak{h}_{0}^{\prime}$ to $\mathfrak{h}_{0}$ by $\mathbf{d}_{\alpha}$, we can anticipate what roots will be real for $\mathfrak{h}_{0}$. What we need in order to do a succession of such Cayley transforms is a sequence of real roots that become imaginary one at a time. In other words, we can do a succession of such Cayley transforms with ease if we have an orthogonal sequence of real roots.

Similarly when we apply $\mathbf{c}_{\alpha}$ to pass from $\mathfrak{h}_{0}$ to $\mathfrak{h}_{0}^{\prime}$, we can anticipate what roots will be imaginary for $\mathfrak{h}_{0}^{\prime}$. But a further condition on a root beyond "imaginary" is needed to do a Cayley transform $\mathbf{c}_{\alpha}$; we need the imaginary root to be noncompact. The following proposition tells how to anticipate which imaginary roots are noncompact after a Cayley transform.

Proposition 6.72. Let $\alpha$ be a noncompact imaginary root. Let $\beta$ be a root orthogonal to $\alpha$, so that the $\alpha$ string containing $\beta$ is symmetric about $\beta$. Let $E_{\alpha}$ and $E_{\beta}$ be nonzero roots vectors for $\alpha$ and $\beta$, and normalize $E_{\alpha}$ as in the definition of the Cayley transform $\mathbf{c}_{\alpha}$.
(a) If $\beta \pm \alpha$ are not roots, then $\mathbf{c}_{\alpha}\left(E_{\beta}\right)=E_{\beta}$. Thus if $\beta$ is imaginary, then $\beta$ is compact if and only if $\mathbf{c}_{\alpha}(\beta)$ is compact.
(b) If $\beta \pm \alpha$ are roots, then $\mathbf{c}_{\alpha}\left(E_{\beta}\right)=\frac{1}{2}\left(\left[\overline{E_{\alpha}}, E_{\beta}\right]-\left[E_{\alpha}, E_{\beta}\right]\right)$. Thus if $\beta$ is imaginary, then $\beta$ is compact if and only if $\mathbf{c}_{\alpha}(\beta)$ is noncompact.

Proof. Recall that $\mathbf{c}_{\alpha}=\operatorname{Ad}\left(\exp \frac{\pi}{4}\left(\overline{E_{\alpha}}-E_{\alpha}\right)\right)$ with $\left[E_{\alpha}, \overline{E_{\alpha}}\right]=H_{\alpha}^{\prime}$.
(a) In this case $\mathbf{c}_{\alpha}\left(E_{\beta}\right)=E_{\beta}$ clearly. If $\beta$ is imaginary, then the equal vectors $\mathbf{c}_{\alpha}\left(E_{\beta}\right)$ and $E_{\beta}$ are both in $\mathfrak{k}$ or both in $\mathfrak{p}$.
(b) Here we use Corollary 2.37 and Proposition 2.48 g to calculate that

$$
\begin{aligned}
\operatorname{ad} \frac{\pi}{4}\left(\overline{E_{\alpha}}-E_{\alpha}\right) E_{\beta} & =\frac{\pi}{4}\left(\left[\overline{E_{\alpha}}, E_{\beta}\right]-\left[E_{\alpha}, E_{\beta}\right]\right) \\
\left.\operatorname{ad}^{2}\left(\frac{\pi}{4} \overline{E_{\alpha}}-E_{\alpha}\right)\right) E_{\beta} & =-\left(\frac{\pi}{4}\right)^{2}\left(\left[E_{\alpha},\left[\overline{E_{\alpha}}, E_{\beta}\right]\right]+\left[\overline{E_{\alpha}},\left[E_{\alpha}, E_{\beta}\right]\right]\right) \\
& =-\left(\frac{\pi}{4}\right)^{2}\left(2 E_{\beta}+2 E_{\beta}\right) \\
& =-\left(\frac{\pi}{2}\right)^{2} E_{\beta} .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\mathbf{c}_{\alpha}\left(E_{\beta}\right)= & \sum_{n=0}^{\infty} \frac{1}{(2 n)!} \operatorname{ad}^{2 n}\left(\frac{\pi}{4}\left(\overline{E_{\alpha}}-E_{\alpha}\right)\right) E_{\beta} \\
& +\sum_{n=0}^{\infty} \frac{1}{(2 n+1)!} \operatorname{ad}\left(\frac{\pi}{4}\left(\overline{E_{\alpha}}-E_{\alpha}\right)\right) \operatorname{ad}^{2 n}\left(\frac{\pi}{4}\left(\overline{E_{\alpha}}-E_{\alpha}\right)\right) E_{\beta} \\
= & \sum_{n=0}^{\infty} \frac{1}{(2 n)!}(-1)^{n}\left(\frac{\pi}{2}\right)^{2 n} E_{\beta} \\
& +\sum_{n=0}^{\infty} \frac{1}{(2 n+1)!}(-1)^{n}\left(\frac{\pi}{2}\right)^{2 n}\left(\frac{\pi}{4}\right)\left(\left[\overline{E_{\alpha}}, E_{\beta}\right]-\left[E_{\alpha}, E_{\beta}\right]\right) \\
= & \left(\cos \frac{\pi}{2}\right) E_{\beta}+\frac{1}{2}\left(\sin \frac{\pi}{2}\right)\left(\left[\overline{E_{\alpha}}, E_{\beta}\right]-\left[E_{\alpha}, E_{\beta}\right]\right) \\
= & \frac{1}{2}\left(\left[\overline{E_{\alpha}}, E_{\beta}\right]-\left[E_{\alpha}, E_{\beta}\right]\right) .
\end{aligned}
$$

If $\beta$ is imaginary, then $\mathbf{c}_{\alpha}\left(E_{\beta}\right)$ is in $\mathfrak{k}$ if and only if $E_{\beta}$ is in $\mathfrak{p}$ since $E_{\alpha}$ and $\overline{E_{\alpha}}$ are in $\mathfrak{p}$.

We say that two orthogonal roots $\alpha$ and $\beta$ are strongly orthogonal if $\beta \pm \alpha$ are not roots. Proposition 6.72 indicates that we can do a succession of

Cayley transforms $\mathbf{c}_{\beta}$ with ease if we have a strongly orthogonal sequence of noncompact imaginary roots.

If $\alpha$ and $\beta$ are orthogonal but not strongly orthogonal, then

$$
\begin{equation*}
|\beta \pm \alpha|^{2}=|\beta|^{2}+|\alpha|^{2} \tag{6.73}
\end{equation*}
$$

shows that there are at least two root lengths. Actually we must have $|\beta|^{2}=|\alpha|^{2}$, since otherwise (6.73) would produce three root lengths, which is forbidden within a simple component of a reduced root system. Thus (6.73) becomes $|\beta \pm \alpha|^{2}=2|\alpha|^{2}$, and the simple component of the root system containing $\alpha$ and $\beta$ has a double line in its Dynkin diagram. In other words, whenever the Dynkin diagram of the root system has no double line, then orthogonal roots are automatically strongly orthogonal.

## 8. Vogan Diagrams

To a real semisimple Lie algebra $\mathfrak{g}_{0}$, in the presence of some other data, we shall associate a diagram consisting of the Dynkin diagram of $\mathfrak{g}=\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$ with some additional information superimposed. This diagram will be called a "Vogan diagram." We shall see that the same Vogan diagram cannot come from two nonisomorphic $\mathfrak{g}_{0}$ 's and that every diagram that looks formally like a Vogan diagram comes from some $\mathfrak{g}_{0}$. Thus Vogan diagrams give us a handle on the problem of classification, and all we need to do is to sort out which Vogan diagrams come from the same $\mathfrak{g}_{0}$.

Let $\mathfrak{g}_{0}$ be a real semisimple Lie algebra, let $\mathfrak{g}$ be its complexification, let $\theta$ be a Cartan involution, let $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ be the corresponding Cartan decomposition, and let $B$ be as in $\S \S 6-7$. We introduce a maximally compact $\theta$ stable Cartan subalgebra $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ of $\mathfrak{g}_{0}$, with complexification $\mathfrak{h}=\mathfrak{t} \oplus \mathfrak{a}$, and we let $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$ be the set of roots. By Proposition 6.70 there are no real roots, i.e., no roots that vanish on $\mathfrak{t}$.

Choose a positive system $\Delta^{+}$for $\Delta$ that takes $i t_{0}$ before $\mathfrak{a}$. For example, $\Delta^{+}$can be defined in terms of a lexicographic ordering built from a basis of $i \mathfrak{t}_{0}$ followed by a basis of $\mathfrak{a}_{0}$. Since $\theta$ is +1 on $\mathfrak{t}_{0}$ and -1 on $\mathfrak{a}_{0}$ and since there are no real roots, $\theta\left(\Delta^{+}\right)=\Delta^{+}$. Therefore $\theta$ permutes the simple roots. It must fix the simple roots that are imaginary and permute in 2-cycles the simple roots that are complex.

By the Vogan diagram of the triple $\left(\mathfrak{g}_{0}, \mathfrak{h}_{0}, \Delta^{+}\right)$, we mean the Dynkin diagram of $\Delta^{+}$with the 2 -element orbits under $\theta$ so labeled and with the 1-element orbits painted or not, according as the corresponding imaginary simple root is noncompact or compact.

For example if $\mathfrak{g}_{0}=\mathfrak{s u}(3,3)$, let us take $\theta$ to be negative conjugate transpose, $\mathfrak{h}_{0}=\mathfrak{t}_{0}$ to be the diagonal subalgebra, and $\Delta^{+}$to be determined by the conditions $e_{1} \geq e_{2} \geq e_{4} \geq e_{5} \geq e_{3} \geq e_{6}$. The Dynkin diagram is of type $A_{5}$, and all simple roots are imaginary since $\mathfrak{a}_{0}=0$. In particular, $\theta$ acts as the identity in the Dynkin diagram. The compact roots $e_{i}-e_{j}$ are those with $i$ and $j$ in the same set $\{1,2,3\}$ or $\{4,5,6\}$, while the noncompact roots are those with $i$ and $j$ in opposite sets. Then among the simple roots, $e_{1}-e_{2}$ is compact, $e_{2}-e_{4}$ is noncompact, $e_{4}-e_{5}$ is compact, $e_{5}-e_{3}$ is noncompact, and $e_{3}-e_{6}$ is noncompact. Hence the Vogan diagram is


Here are two infinite classes of examples.

## EXAMPLES.

1) Let $\mathfrak{g}_{0}=\mathfrak{s u}(p, q)$ with negative conjugate transpose as Cartan involution. We take $\mathfrak{h}_{0}=\mathfrak{t}_{0}$ to be the diagonal subalgebra. Then $\theta$ is 1 on all the roots. We use the standard ordering, so that the positive roots are $e_{i}-e_{j}$ with $i<j$. A positive root is compact if $i$ and $j$ are both in $\{1, \ldots, p\}$ or both in $\{p+1, \ldots, p+q\}$. It is noncompact if $i$ is in $\{1, \ldots, p\}$ and $j$ is in $\{p+1, \ldots, p+q\}$. Thus among the simple roots $e_{i}-e_{i+1}$, the root $e_{p}-e_{p+1}$ is noncompact, and the others are compact. The Vogan diagram is

2) Let $\mathfrak{g}_{0}=\mathfrak{s l}(2 n, \mathbb{R})$ with negative transpose as Cartan involution, and define

$$
\mathfrak{h}_{0}=\left\{\left(\begin{array}{rrrrr}
x_{1} & \theta_{1} & & & \\
-\theta_{1} & x_{1} & & & \\
& & \ddots & & \\
& & & x_{n} & \theta_{n} \\
& & & -\theta_{n} & x_{n}
\end{array}\right)\right\}
$$

The matrices here are understood to be built from 2-by-2 blocks and to have $\sum_{j=1}^{n} x_{j}=0$. The subspace $\mathrm{t}_{0}$ corresponds to the $\theta_{j}$ part, $1 \leq j \leq n$, i.e., it is the subspace where all $x_{j}$ are 0 . The subspace $\mathfrak{a}_{0}$ similarly corresponds to the $x_{j}$ part, $1 \leq j \leq n$. We define linear functionals $e_{j}$ and $f_{j}$ to depend
only on the $j^{\text {th }}$ block, the dependence being

$$
e_{j}\left(\begin{array}{cc}
x_{j} & -i y_{j} \\
i y_{j} & x_{j}
\end{array}\right)=y_{j} \quad \text { and } \quad f_{j}\left(\begin{array}{cc}
x_{j} & -i y_{j} \\
i y_{j} & x_{j}
\end{array}\right)=x_{j} .
$$

Computation shows that

$$
\Delta=\left\{ \pm e_{j} \pm e_{k} \pm\left(f_{j}-f_{k}\right) \mid j \neq k\right\} \cup\left\{ \pm 2 e_{l} \mid 1 \leq l \leq n\right\} .
$$

Roots that involve only $e_{j}$ 's are imaginary, those that involve only $f_{j}$ 's are real, and the remainder are complex. It is apparent that there are no real roots, and therefore $\mathfrak{h}_{0}$ is maximally compact. The involution $\theta$ acts as +1 on the $e_{j}$ 's and -1 on the $f_{j}$ 's. We define a lexicographic ordering by using the spanning set

$$
e_{1}, \ldots, e_{n}, f_{1}, \ldots, f_{n},
$$

and we obtain

$$
\Delta^{+}= \begin{cases}e_{j}+e_{k} \pm\left(f_{j}-f_{k}\right), & \text { all } j \neq k \\ e_{j}-e_{k} \pm\left(f_{j}-f_{k}\right), & j<k \\ 2 e_{l}, & 1 \leq l \leq n\end{cases}
$$

The Vogan diagram is


Theorem 6.74. Let $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ be real semisimple Lie algebras. With notation as above, if two triples $\left(\mathfrak{g}_{0}, \mathfrak{h}_{0}, \Delta^{+}\right)$and $\left(\mathfrak{g}_{0}^{\prime}, \mathfrak{h}_{0}^{\prime},\left(\Delta^{\prime}\right)^{+}\right)$have the same Vogan diagram, then $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ are isomorphic.

REMARK. This theorem is an analog for real semisimple Lie algebras of the Isomorphism Theorem (Theorem 2.108) for complex semisimple Lie algebras.

Proof. Since the Dynkin diagrams are the same, the Isomorphism Theorem (Theorem 2.108) shows that there is no loss of generality in assuming that $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ have the same complexification $\mathfrak{g}$. Let $\mathfrak{u}_{0}=\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$
and $\mathfrak{u}_{0}^{\prime}=\mathfrak{k}_{0}^{\prime} \oplus i \mathfrak{p}_{0}^{\prime}$ be the associated compact real forms of $\mathfrak{g}$. By Corollary 6.20, there exists $x \in \operatorname{Int} \mathfrak{g}$ such that $x \mathfrak{u}_{0}^{\prime}=\mathfrak{u}_{0}$. The real form $x \mathfrak{g}_{0}^{\prime}$ of $\mathfrak{g}$ is isomorphic to $\mathfrak{g}_{0}^{\prime}$ and has Cartan decomposition $x \mathfrak{g}_{0}^{\prime}=x \mathfrak{k}_{0}^{\prime} \oplus x \mathfrak{p}_{0}^{\prime}$. Since $x \mathfrak{k}_{0}^{\prime} \oplus i x \mathfrak{p}_{0}^{\prime}=x \mathfrak{u}_{0}^{\prime}=\mathfrak{u}_{0}$, there is no loss of generality in assuming that $\mathfrak{u}_{0}^{\prime}=\mathfrak{u}_{0}$ from the outset. Then

$$
\begin{equation*}
\theta\left(\mathfrak{u}_{0}\right)=\mathfrak{u}_{0} \quad \text { and } \quad \theta^{\prime}\left(\mathfrak{u}_{0}\right)=\mathfrak{u}_{0} . \tag{6.75}
\end{equation*}
$$

Let us write the effect of the Cartan decompositions on the Cartan subalgebras as $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ and $\mathfrak{h}_{0}^{\prime}=\mathfrak{t}_{0}^{\prime} \oplus \mathfrak{a}_{0}^{\prime}$. Then $\mathfrak{t}_{0} \oplus i \mathfrak{a}_{0}$ and $\mathfrak{t}_{0}^{\prime} \oplus i \mathfrak{a}_{0}^{\prime}$ are maximal abelian subspaces of $\mathfrak{u}_{0}$. By Theorem 4.34 there exists $k \in$ Int $\mathfrak{u}_{0}$ with $k\left(\mathfrak{t}_{0}^{\prime} \oplus i \mathfrak{a}_{0}^{\prime}\right)=\mathfrak{t}_{0} \oplus i \mathfrak{a}_{0}$. Replacing $\mathfrak{g}_{0}^{\prime}$ by $k \mathfrak{g}_{0}^{\prime}$ and arguing as above, we may assume that $\mathfrak{t}_{0}^{\prime} \oplus i \mathfrak{a}_{0}^{\prime}=\mathfrak{t}_{0} \oplus i \mathfrak{a}_{0}$ from the outset. Therefore $\mathfrak{h}_{0}$ and $\mathfrak{h}_{0}^{\prime}$ have the same complexification, which we denote $\mathfrak{h}$. The space

$$
\mathfrak{u}_{0} \cap \mathfrak{h}=\mathfrak{t}_{0} \oplus i \mathfrak{a}_{0}=\mathfrak{t}_{0}^{\prime} \oplus i \mathfrak{a}_{0}^{\prime}
$$

is a maximal abelian subspace of $\mathfrak{u}_{0}$.
Now that the complexifications $\mathfrak{g}$ and $\mathfrak{h}$ have been aligned, the root systems are the same. Let the positive systems given in the respective triples be $\Delta^{+}$and $\Delta^{+\prime}$. By Theorems 4.54 and 2.63 there exists $k^{\prime} \in \operatorname{Int} \mathfrak{u}_{0}$ normalizing $\mathfrak{u}_{0} \cap \mathfrak{h}$ with $k^{\prime} \Delta^{+\prime}=\Delta^{+}$. Replacing $\mathfrak{g}_{0}^{\prime}$ by $k^{\prime} \mathfrak{g}_{0}^{\prime}$ and arguing as above, we may assume that $\Delta^{+\prime}=\Delta^{+}$from the outset.

The next step is to choose normalizations of root vectors relative to $\mathfrak{h}$. For this proof let $B$ be the Killing form of $\mathfrak{g}$. We start with root vectors $X_{\alpha}$ produced from $\mathfrak{h}$ as in Theorem 6.6. Using (6.12), we construct a compact real form $\tilde{\mathfrak{u}_{0}}$ of $\mathfrak{g}$. The subalgebra $\widetilde{\mathfrak{u}_{0}}$ contains the real subspace of $\mathfrak{h}$ where the roots are imaginary, which is just $\mathfrak{u}_{0} \cap \mathfrak{h}$. By Corollary 6.20, there exists $g \in \operatorname{Int} \mathfrak{g}$ such that $g \widetilde{\mathfrak{u}}_{0}=\mathfrak{u}_{0}$. Then $g \widetilde{\mathfrak{u}}_{0}=\mathfrak{u}_{0}$ is built by (6.12) from $g\left(\mathfrak{u}_{0} \cap \mathfrak{h}\right)$ and the root vectors $g X_{\alpha}$. Since $\mathfrak{u}_{0} \cap \mathfrak{h}$ and $g\left(\mathfrak{u}_{0} \cap \mathfrak{h}\right)$ are maximal abelian in $\mathfrak{u}_{0}$, Theorem 4.34 produces $u \in \operatorname{Int} \mathfrak{u}_{0}$ with $u g\left(\mathfrak{u}_{0} \cap \mathfrak{h}\right)=\mathfrak{u}_{0} \cap \mathfrak{h}$. Then $\mathfrak{u}_{0}$ is built by (6.12) from $\operatorname{ug}\left(\mathfrak{u}_{0} \cap \mathfrak{h}\right)$ and the root vectors $u g X_{\alpha}$. For $\alpha \in \Delta$, put $Y_{\alpha}=u g X_{\alpha}$. Then we have established that

$$
\begin{equation*}
\mathfrak{u}_{0}=\sum_{\alpha \in \Delta} \mathbb{R}\left(i H_{\alpha}\right)+\sum_{\alpha \in \Delta} \mathbb{R}\left(Y_{\alpha}-Y_{-\alpha}\right)+\sum_{\alpha \in \Delta} \mathbb{R} i\left(Y_{\alpha}+Y_{-\alpha}\right) . \tag{6.76}
\end{equation*}
$$

We have not yet used the information that is superimposed on the Dynkin diagram of $\Delta^{+}$. Since the automorphisms of $\Delta^{+}$defined by $\theta$ and $\theta^{\prime}$ are the same, $\theta$ and $\theta^{\prime}$ have the same effect on $\mathfrak{h}^{*}$. Thus

$$
\begin{equation*}
\theta(H)=\theta^{\prime}(H) \quad \text { for all } H \in \mathfrak{h} . \tag{6.77}
\end{equation*}
$$

If $\alpha$ is an imaginary simple root, then

$$
\begin{align*}
\theta\left(Y_{\alpha}\right)=Y_{\alpha}=\theta^{\prime}\left(Y_{\alpha}\right) & \text { if } \alpha \text { is unpainted }  \tag{6.78a}\\
\theta\left(Y_{\alpha}\right)=-Y_{\alpha}=\theta^{\prime}\left(Y_{\alpha}\right) & \text { if } \alpha \text { is painted. } \tag{6.78b}
\end{align*}
$$

We still have to deal with the complex simple roots. For $\alpha \in \Delta$, write $\theta Y_{\alpha}=a_{\alpha} Y_{\theta \alpha}$. From (6.75) we know that

$$
\theta\left(\mathfrak{u}_{0} \cap \operatorname{span}\left\{Y_{\alpha}, Y_{-\alpha}\right\}\right) \subseteq \mathfrak{u}_{0} \cap \operatorname{span}\left\{Y_{\theta \alpha}, Y_{-\theta \alpha}\right\} .
$$

In view of (6.76) this inclusion means that

$$
\theta\left(\mathbb{R}\left(Y_{\alpha}-Y_{-\alpha}\right)+\mathbb{R} i\left(Y_{\alpha}+Y_{-\alpha}\right)\right) \subseteq \mathbb{R}\left(Y_{\theta \alpha}-Y_{-\theta \alpha}\right)+\mathbb{R} i\left(Y_{\theta \alpha}+Y_{-\theta \alpha}\right) .
$$

If $x$ and $y$ are real and if $z=x+y i$, then we have

$$
x\left(Y_{\alpha}-Y_{-\alpha}\right)+y i\left(Y_{\alpha}+Y_{-\alpha}\right)=z Y_{\alpha}-\bar{z} Y_{-\alpha} .
$$

Thus the expression $\theta\left(z Y_{\alpha}-\bar{z} Y_{-\alpha}\right)=z a_{\alpha} Y_{\theta \alpha}-\bar{z} a_{-\alpha} Y_{-\theta \alpha}$ must be of the form $w Y_{\theta \alpha}-\bar{w} Y_{-\theta \alpha}$, and we conclude that

$$
\begin{equation*}
a_{-\alpha}=\overline{a_{\alpha}} . \tag{6.79}
\end{equation*}
$$

Meanwhile
(6.80) $a_{\alpha} a_{-\alpha}=B\left(a_{\alpha} Y_{\theta \alpha}, a_{-\alpha} Y_{-\theta \alpha}\right)=B\left(\theta Y_{\alpha}, \theta Y_{-\alpha}\right)=B\left(Y_{\alpha}, Y_{-\alpha}\right)=1$.

Combining (6.79) and (6.80), we see that

$$
\begin{equation*}
\left|a_{\alpha}\right|=1 . \tag{6.81}
\end{equation*}
$$

Next we observe that

$$
\begin{equation*}
a_{\alpha} a_{\theta \alpha}=1 \tag{6.82}
\end{equation*}
$$

since $Y_{\alpha}=\theta^{2} Y_{\alpha}=\theta\left(a_{\alpha} Y_{\theta \alpha}\right)=a_{\alpha} a_{\theta \alpha} Y_{\alpha}$.
For each pair of complex simple roots $\alpha$ and $\theta \alpha$, choose square roots $a_{\alpha}^{1 / 2}$ and $a_{\theta \alpha}^{1 / 2}$ so that

$$
\begin{equation*}
a_{\alpha}^{1 / 2} a_{\theta \alpha}^{1 / 2}=1 \tag{6.83}
\end{equation*}
$$

This is possible by (6.82).

Similarly write $\theta^{\prime} Y_{\alpha}=b_{\alpha} Y_{\theta \alpha}$ with

$$
\begin{equation*}
\left|b_{\alpha}\right|=1, \tag{6.84}
\end{equation*}
$$

and define $b_{\alpha}^{1 / 2}$ and $b_{\theta \alpha}^{1 / 2}$ for $\alpha$ and $\theta \alpha$ simple so that

$$
\begin{equation*}
b_{\alpha}^{1 / 2} b_{\theta \alpha}^{1 / 2}=1 \tag{6.85}
\end{equation*}
$$

By (6.81) and (6.84), we can define $H$ and $H^{\prime}$ in $\mathfrak{u}_{0} \cap \mathfrak{h}$ by the conditions that $\alpha(H)=\alpha\left(H^{\prime}\right)=0$ for $\alpha$ imaginary simple and

$$
\begin{array}{lc}
\exp \left(\frac{1}{2} \alpha(H)\right)=a_{\alpha}^{1 / 2}, & \exp \left(\frac{1}{2} \theta \alpha(H)\right)=a_{\theta \alpha}^{1 / 2}, \\
\exp \left(\frac{1}{2} \alpha\left(H^{\prime}\right)\right)=b_{\alpha}^{1 / 2}, & \exp \left(\frac{1}{2} \theta \alpha\left(H^{\prime}\right)\right)=b_{\theta \alpha}^{1 / 2}
\end{array}
$$

for $\alpha$ and $\theta \alpha$ complex simple.
We shall show that

$$
\begin{equation*}
\theta^{\prime} \circ \operatorname{Ad}\left(\exp \frac{1}{2}\left(H-H^{\prime}\right)\right)=\operatorname{Ad}\left(\exp \frac{1}{2}\left(H-H^{\prime}\right)\right) \circ \theta \tag{6.86}
\end{equation*}
$$

In fact, the two sides of (6.86) are equal on $\mathfrak{h}$ and also on each $X_{\alpha}$ for $\alpha$ imaginary simple, by (6.77) and (6.78), since the Ad factor drops out from each side. If $\alpha$ is complex simple, then

$$
\begin{aligned}
\theta^{\prime} \circ \operatorname{Ad}\left(\exp \frac{1}{2}\left(H-H^{\prime}\right)\right) Y_{\alpha} & =\theta^{\prime}\left(e^{\frac{1}{2} \alpha\left(H-H^{\prime}\right)} Y_{\alpha}\right) \\
& =b_{\alpha} a_{\alpha}^{1 / 2} b_{\alpha}^{-1 / 2} Y_{\theta \alpha} \\
& =b_{\alpha}^{1 / 2} a_{\alpha}^{-1 / 2} \theta Y_{\alpha} \\
& =b_{\theta \alpha}^{-1 / 2} a_{\theta \alpha}^{1 / 2} \theta Y_{\alpha} \quad \text { by }(6.83) \text { and (6.85) } \\
& =\operatorname{Ad}\left(\exp \frac{1}{2}\left(H-H^{\prime}\right)\right) \circ \theta Y_{\alpha} .
\end{aligned}
$$

This proves (6.86).
Applying (6.86) to $\mathfrak{k}$ and then to $\mathfrak{p}$, we see that

$$
\begin{align*}
& \operatorname{Ad}\left(\exp \frac{1}{2}\left(H-H^{\prime}\right)\right)(\mathfrak{k}) \subseteq \mathfrak{k}^{\prime}  \tag{6.87}\\
& \operatorname{Ad}\left(\exp \frac{1}{2}\left(H-H^{\prime}\right)\right)(\mathfrak{p}) \subseteq \mathfrak{p}^{\prime},
\end{align*}
$$

and then equality must hold in each line of (6.87). Since the element $\operatorname{Ad}\left(\exp \frac{1}{2}\left(H-H^{\prime}\right)\right)$ carries $\mathfrak{u}_{0}$ to itself, it must carry $\mathfrak{k}_{0}=\mathfrak{u}_{0} \cap \mathfrak{k}$ to $\mathfrak{k}_{0}^{\prime}=\mathfrak{u}_{0} \cap \mathfrak{k}^{\prime}$ and $\mathfrak{p}_{0}=\mathfrak{u}_{0} \cap \mathfrak{p}$ to $\mathfrak{p}_{0}^{\prime}=\mathfrak{u}_{0} \cap \mathfrak{p}^{\prime}$. Hence it must carry $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ to $\mathfrak{g}_{0}^{\prime}=\mathfrak{k}_{0}^{\prime} \oplus \mathfrak{p}_{0}^{\prime}$. This completes the proof.

Now let us address the question of existence. We define an abstract Vogan diagram to be an abstract Dynkin diagram with two pieces of additional structure indicated: One is an automorphism of order 1 or 2 of the diagram, which is to be indicated by labeling the 2-element orbits. The other is a subset of the 1 -element orbits, which is to be indicated by painting the vertices corresponding to the members of the subset. Every Vogan diagram is of course an abstract Vogan diagram.

Theorem 6.88. If an abstract Vogan diagram is given, then there exist a real semisimple Lie algebra $\mathfrak{g}_{0}$, a Cartan involution $\theta$, a maximally compact $\theta$ stable Cartan subalgebra $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$, and a positive system $\Delta^{+}$for $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$ that takes $i \mathfrak{t}_{0}$ before $\mathfrak{a}_{0}$ such that the given diagram is the Vogan diagram of ( $\mathfrak{g}_{0}, \mathfrak{h}_{0}, \Delta^{+}$).

REMARK. Briefly the theorem says that any abstract Vogan diagram comes from some $\mathfrak{g}_{0}$. Thus the theorem is an analog for real semisimple Lie algebras of the Existence Theorem (Theorem 2.111) for complex semisimple Lie algebras.

Proof. By the Existence Theorem (Theorem 2.111) let $\mathfrak{g}$ be a complex semisimple Lie algebra with the given abstract Dynkin diagram as its Dynkin diagram, and let $\mathfrak{h}$ be a Cartan subalgebra (Theorem 2.9). Put $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$, and let $\Delta^{+}$be the positive system determined by the given data. Introduce root vectors $X_{\alpha}$ normalized as in Theorem 6.6, and define a compact real form $\mathfrak{u}_{0}$ of $\mathfrak{g}$ in terms of $\mathfrak{h}$ and the $X_{\alpha}$ by (6.12). The formula for $\mathfrak{u}_{0}$ is

$$
\begin{equation*}
\mathfrak{u}_{0}=\sum_{\alpha \in \Delta} \mathbb{R}\left(i H_{\alpha}\right)+\sum_{\alpha \in \Delta} \mathbb{R}\left(X_{\alpha}-X_{-\alpha}\right)+\sum_{\alpha \in \Delta} \mathbb{R} i\left(X_{\alpha}+X_{-\alpha}\right) . \tag{6.89}
\end{equation*}
$$

The given data determine an automorphism $\theta$ of the Dynkin diagram, which extends linearly to $\mathfrak{h}^{*}$ and is isometric. Let us see that $\theta(\Delta)=\Delta$. It is enough to see that $\theta\left(\Delta^{+}\right) \subseteq \Delta$. We prove that $\theta\left(\Delta^{+}\right) \subseteq \Delta$ by induction on the level $\sum n_{i}$ of a positive root $\alpha=\sum n_{i} \alpha_{i}$. If the level is 1 , then the root $\alpha$ is simple and we are given that $\theta \alpha$ is a simple root. Let $n>1$, and assume inductively that $\theta \alpha$ is in $\Delta$ if $\alpha \in \Delta^{+}$has level $<n$. Let $\alpha$ have level $n$. If we choose $\alpha_{i}$ simple with $\left\langle\alpha, \alpha_{i}\right\rangle>0$, then $s_{\alpha_{i}}(\alpha)$ is a positive root $\beta$ with smaller level than $\alpha$. By inductive hypothesis, $\theta \beta$ and $\theta \alpha_{i}$ are in $\Delta$. Since $\theta$ is isometric, $\theta \alpha=s_{\theta \alpha_{i}}(\theta \beta)$, and therefore $\theta \alpha$ is in $\Delta$. This completes the induction. Thus $\theta(\Delta)=\Delta$.

We can then transfer $\theta$ to $\mathfrak{h}$, retaining the same name $\theta$. Define $\theta$ on the root vectors $X_{\alpha}$ for simple roots by

$$
\theta X_{\alpha}=\left\{\begin{aligned}
X_{\alpha} & \text { if } \alpha \text { is unpainted and forms a 1-element orbit } \\
-X_{\alpha} & \text { if } \alpha \text { is painted and forms a 1-element orbit } \\
X_{\theta \alpha} & \text { if } \alpha \text { is in a 2-element orbit. }
\end{aligned}\right.
$$

By the Isomorphism Theorem (Theorem 2.108), $\theta$ extends to an automorphism of $\mathfrak{g}$ consistently with these definitions on $\mathfrak{h}$ and on the $X_{\alpha}$ 's for $\alpha$ simple. The uniqueness in Theorem 2.108 implies that $\theta^{2}=1$.

The main step is to prove that $\theta \mathfrak{u}_{0}=\mathfrak{u}_{0}$. Let $B$ be the Killing form of $\mathfrak{g}$. For $\alpha \in \Delta$, define a constant $a_{\alpha}$ by $\theta X_{\alpha}=a_{\alpha} X_{\theta \alpha}$. Then $a_{\alpha} a_{-\alpha}=$ $B\left(a_{\alpha} X_{\theta \alpha}, a_{-\alpha} X_{-\theta \alpha}\right)=B\left(\theta X_{\alpha}, \theta X_{-\alpha}\right)=B\left(X_{\alpha}, X_{-\alpha}\right)=1$ shows that

$$
\begin{equation*}
a_{\alpha} a_{-\alpha}=1 . \tag{6.90}
\end{equation*}
$$

We shall prove that

$$
\begin{equation*}
a_{\alpha}= \pm 1 \quad \text { for all } \alpha \in \Delta . \tag{6.91}
\end{equation*}
$$

To prove (6.91), it is enough because of (6.90) to prove the result for $\alpha \in \Delta^{+}$. We do so by induction on the level of $\alpha$. If the level is 1 , then $a_{\alpha}= \pm 1$ by definition. Thus it is enough to prove that if (6.91) holds for positive roots $\alpha$ and $\beta$ and if $\alpha+\beta$ is a root, then it holds for $\alpha+\beta$. In the notation of Theorem 6.6, we have

$$
\begin{aligned}
\theta X_{\alpha+\beta} & =N_{\alpha, \beta}^{-1} \theta\left[X_{\alpha}, X_{\beta}\right]=N_{\alpha, \beta}^{-1}\left[\theta X_{\alpha}, \theta X_{\beta}\right] \\
& =N_{\alpha, \beta}^{-1} a_{\alpha} a_{\beta}\left[X_{\theta \alpha}, X_{\theta \beta}\right]=N_{\alpha, \beta}^{-1} N_{\theta \alpha, \theta \beta} a_{\alpha} a_{\beta} X_{\theta \alpha+\theta \beta} .
\end{aligned}
$$

Therefore

$$
a_{\alpha+\beta}=N_{\alpha, \beta}^{-1} N_{\theta \alpha, \theta \beta} a_{\alpha} a_{\beta}
$$

Here $a_{\alpha} a_{\beta}= \pm 1$ by assumption, while Theorem 6.6 and the fact that $\theta$ is an automorphism of $\Delta$ say that $N_{\alpha, \beta}$ and $N_{\theta \alpha, \theta \beta}$ are real with

$$
N_{\alpha, \beta}^{2}=\frac{1}{2} q(1+p)|\alpha|^{2}=\frac{1}{2} q(1+p)|\theta \alpha|^{2}=N_{\theta \alpha, \theta \beta}^{2} .
$$

Hence $a_{\alpha+\beta}= \pm 1$, and (6.91) is proved.
Let us see that

$$
\begin{equation*}
\theta\left(\mathbb{R}\left(X_{\alpha}-X_{-\alpha}\right)+\mathbb{R} i\left(X_{\alpha}+X_{-\alpha}\right)\right) \subseteq \mathbb{R}\left(X_{\theta \alpha}-X_{-\theta \alpha}\right)+\mathbb{R} i\left(X_{\theta \alpha}+X_{-\theta \alpha}\right) . \tag{6.92}
\end{equation*}
$$

If $x$ and $y$ are real and if $z=x+y i$, then we have

$$
x\left(X_{\alpha}-X_{-\alpha}\right)+y i\left(X_{\alpha}+X_{-\alpha}\right)=z X_{\alpha}-\bar{z} X_{-\alpha} .
$$

Thus (6.92) amounts to the assertion that the expression

$$
\theta\left(z X_{\alpha}-\bar{z} X_{-\alpha}\right)=z a_{\alpha} X_{\theta \alpha}-\bar{z} a_{-\alpha} X_{-\theta \alpha}
$$

is of the form $w X_{\theta \alpha}-\bar{w} X_{-\theta \alpha}$, and this follows from (6.91) and (6.90). Since $\theta$ carries roots to roots,

$$
\begin{equation*}
\theta\left(\sum_{\alpha \in \Delta} \mathbb{R}\left(i H_{\alpha}\right)\right)=\sum_{\alpha \in \Delta} \mathbb{R}\left(i H_{\alpha}\right) \tag{6.93}
\end{equation*}
$$

Combining (6.92) and (6.93) with (6.89), we see that $\theta \mathfrak{u}_{0}=\mathfrak{u}_{0}$.
Let $\mathfrak{k}$ and $\mathfrak{p}$ be the +1 and -1 eigenspaces for $\theta$ in $\mathfrak{g}$, so that $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$. Since $\theta \mathfrak{u}_{0}=\mathfrak{u}_{0}$, we have

$$
\mathfrak{u}_{0}=\left(\mathfrak{u}_{0} \cap \mathfrak{k}\right) \oplus\left(\mathfrak{u}_{0} \cap \mathfrak{p}\right)
$$

Define $\mathfrak{k}_{0}=\mathfrak{u}_{0} \cap \mathfrak{k}$ and $\mathfrak{p}_{0}=i\left(\mathfrak{u}_{0} \cap \mathfrak{p}\right)$, so that

$$
\mathfrak{u}_{0}=\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}
$$

Since $\mathfrak{u}_{0}$ is a real form of $\mathfrak{g}$ as a vector space, so is

$$
\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}
$$

Since $\theta \mathfrak{u}_{0}=\mathfrak{u}_{0}$ and since $\theta$ is an involution, we have the bracket relations

$$
\left[\mathfrak{k}_{0}, \mathfrak{k}_{0}\right] \subseteq \mathfrak{k}_{0}, \quad\left[\mathfrak{k}_{0}, \mathfrak{p}_{0}\right] \subseteq \mathfrak{p}_{0}, \quad\left[\mathfrak{p}_{0}, \mathfrak{p}_{0}\right] \subseteq \mathfrak{k}_{0}
$$

Therefore $\mathfrak{g}_{0}$ is closed under brackets and is a real form of $\mathfrak{g}$ as a Lie algebra. The involution $\theta$ is +1 on $\mathfrak{k}_{0}$ and is -1 on $\mathfrak{p}_{0}$; it is a Cartan involution of $\mathfrak{g}_{0}$ by the remarks following (6.26), since $\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}=\mathfrak{u}_{0}$ is compact.

Formula (6.93) shows that $\theta$ maps $\mathfrak{u}_{0} \cap \mathfrak{h}$ to itself, and therefore

$$
\begin{aligned}
\mathfrak{u}_{0} \cap \mathfrak{h} & =\left(\mathfrak{u}_{0} \cap \mathfrak{k} \cap \mathfrak{h}\right) \oplus\left(\mathfrak{u}_{0} \cap \mathfrak{p} \cap \mathfrak{h}\right) \\
& =\left(\mathfrak{k}_{0} \cap \mathfrak{h}\right) \oplus\left(i \mathfrak{p}_{0} \cap \mathfrak{h}\right) \\
& =\left(\mathfrak{k}_{0} \cap \mathfrak{h}\right) \oplus i\left(\mathfrak{p}_{0} \cap \mathfrak{h}\right) .
\end{aligned}
$$

The abelian subspace $\mathfrak{u}_{0} \cap \mathfrak{h}$ is a real form of $\mathfrak{h}$, and hence so is

$$
\mathfrak{h}_{0}=\left(\mathfrak{k}_{0} \cap \mathfrak{h}\right) \oplus\left(\mathfrak{p}_{0} \cap \mathfrak{h}\right)
$$

The subspace $\mathfrak{h}_{0}$ is contained in $\mathfrak{g}_{0}$, and it is therefore a $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$.

A real root $\alpha$ relative to $\mathfrak{h}_{0}$ has the property that $\theta \alpha=-\alpha$. Since $\theta$ preserves positivity relative to $\Delta^{+}$, there are no real roots. By Proposition $6.70, \mathfrak{h}_{0}$ is maximally compact.

Let us verify that $\Delta^{+}$results from a lexicographic ordering that takes $i\left(\mathfrak{k}_{0} \cap \mathfrak{h}\right)$ before $\mathfrak{p}_{0} \cap \mathfrak{h}$. Let $\left\{\beta_{i}\right\}_{i=1}^{l}$ be the set of simple roots of $\Delta^{+}$in 1 -element orbits under $\theta$, and let $\left\{\gamma_{i}, \theta \gamma_{i}\right\}_{i=1}^{m}$ be the set of simple roots of $\Delta^{+}$in 2-element orbits. Relative to basis $\left\{\alpha_{i}\right\}_{i=1}^{l+2 m}$ consisting of all simple roots, let $\left\{\omega_{i}\right\}$ be the dual basis defined by $\left\langle\omega_{i}, \alpha_{j}\right\rangle=\delta_{i j}$. We shall write $\omega_{\beta_{j}}$ or $\omega_{\gamma_{j}}$ or $\omega_{\theta \gamma_{j}}$ in place of $\omega_{i}$ in what follows. We define a lexicographic ordering by using inner products with the ordered basis

$$
\omega_{\beta_{1}}, \ldots, \omega_{\beta_{l}}, \omega_{\gamma_{1}}+\omega_{\theta \gamma_{1}}, \ldots, \omega_{\gamma_{m}}+\omega_{\theta \gamma_{m}}, \omega_{\gamma_{1}}-\omega_{\theta \gamma_{1}}, \ldots, \omega_{\gamma_{m}}-\omega_{\theta \gamma_{m}},
$$

which takes $i\left(\mathfrak{k}_{0} \cap \mathfrak{h}\right)$ before $\mathfrak{p}_{0} \cap \mathfrak{h}$. Let $\alpha$ be in $\Delta^{+}$, and write

$$
\alpha=\sum_{i=1}^{l} n_{i} \beta_{i}+\sum_{j=1}^{m} r_{j} \gamma_{j}+\sum_{j=1}^{m} s_{j} \theta \gamma_{j} .
$$

Then

$$
\left\langle\alpha, \omega_{\beta_{j}}\right\rangle=n_{j} \geq 0
$$

and

$$
\left\langle\alpha, \omega_{\gamma_{j}}+\omega_{\theta \gamma_{j}}\right\rangle=r_{j}+s_{j} \geq 0 .
$$

If all these inner products are 0 , then all coefficients of $\alpha$ are 0 , contradiction. Thus $\alpha$ has positive inner product with the first member of our ordered basis for which the inner product is nonzero, and the lexicographic ordering yields $\Delta^{+}$as positive system. Consequently $\left(\mathfrak{g}_{0}, \mathfrak{h}_{0}, \Delta^{+}\right)$is a triple.

Our definitions of $\theta$ on $\mathfrak{h}^{*}$ and on the $X_{\alpha}$ for $\alpha$ simple make it clear that the Vogan diagram of $\left(\mathfrak{g}_{0}, \mathfrak{h}_{0}, \Delta^{+}\right)$coincides with the given data. This completes the proof.

## 9. Complexification of a Simple Real Lie Algebra

This section deals with some preliminaries for the classification of simple real Lie algebras. Our procedure in the next section is to start from a complex semisimple Lie algebra and pass to all possible real forms that are simple. In order to use this method effectively, we need to know what complex semisimple Lie algebras can arise in this way.

Theorem 6.94. Let $\mathfrak{g}_{0}$ be a simple Lie algebra over $\mathbb{R}$, and let $\mathfrak{g}$ be its complexification. Then there are just two possibilities:
(a) $\mathfrak{g}_{0}$ is complex, i.e., is of the form $\mathfrak{s}^{\mathbb{R}}$ for some complex $\mathfrak{s}$, and then $\mathfrak{g}$ is $\mathbb{C}$ isomorphic to $\mathfrak{s} \oplus \mathfrak{s}$,
(b) $\mathfrak{g}_{0}$ is not complex, and then $\mathfrak{g}$ is simple over $\mathbb{C}$.

Proof.
(a) Let $J$ be multiplication by $\sqrt{-1}$ in $\mathfrak{g}_{0}$, and define an $\mathbb{R}$ linear map $L: \mathfrak{g} \rightarrow \mathfrak{s} \oplus \mathfrak{s}$ by $L(X+i Y)=(X+J Y, X-J Y)$ for $X$ and $Y$ in $\mathfrak{g}_{0}$. We readily check that $L$ is one-one and respects brackets. Since the domain and range have the same real dimension, $L$ is an $\mathbb{R}$ isomorphism.

Moreover $L$ satisfies

$$
\begin{aligned}
L(i(X+i Y)) & =L(-Y+i X) \\
& =(-Y+J X,-Y-J X) \\
& =(J(X+J Y),-J(X-J Y)) .
\end{aligned}
$$

This equation exhibits $L$ as a $\mathbb{C}$ isomorphism of $\mathfrak{g}$ with $\mathfrak{s} \oplus \overline{\mathfrak{s}}$, where $\overline{\mathfrak{s}}$ is the same real Lie algebra as $\mathfrak{g}_{0}$ but where the multiplication by $\sqrt{-1}$ is defined as multiplication by $-i$.

To complete the proof of (a), we show that $\overline{\mathfrak{s}}$ is $\mathbb{C}$ isomorphic to $\mathfrak{s}$. By Theorem 6.11,s has a compact real form $\mathfrak{u}_{0}$. The conjugation $\tau$ of $\mathfrak{s}$ with respect to $\mathfrak{u}_{0}$ is $\mathbb{R}$ linear and respects brackets, and the claim is that $\tau$ is a $\mathbb{C}$ isomorphism of $\mathfrak{s}$ with $\overline{\mathfrak{s}}$. In fact, if $U$ and $V$ are in $\mathfrak{u}_{0}$, then

$$
\begin{aligned}
\tau(J(U+J V)) & =\tau(-V+J U)=-V-J U \\
& =-J(U-J V)=-J \tau(U+J V),
\end{aligned}
$$

and (a) follows.
(b) Let bar denote conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$. If $\mathfrak{a}$ is a simple ideal in $\mathfrak{g}$, then $\mathfrak{a} \cap \overline{\mathfrak{a}}$ and $\mathfrak{a}+\overline{\mathfrak{a}}$ are ideals in $\mathfrak{g}$ invariant under conjugation and hence are complexifications of ideals in $\mathfrak{g}_{0}$. Thus they are 0 or $\mathfrak{g}$. Since $\mathfrak{a} \neq 0, \mathfrak{a}+\overline{\mathfrak{a}}=\mathfrak{g}$.

If $\mathfrak{a} \cap \overline{\mathfrak{a}}=0$, then $\mathfrak{g}=\mathfrak{a} \oplus \overline{\mathfrak{a}}$. The inclusion of $\mathfrak{g}_{0}$ into $\mathfrak{g}$, followed by projection to $\mathfrak{a}$, is an $\mathbb{R}$ homomorphism $\varphi$ of Lie algebras. If $\operatorname{ker} \varphi$ is nonzero, then $\operatorname{ker} \varphi$ must be $\mathfrak{g}_{0}$. In this case $\mathfrak{g}_{0}$ is contained in $\overline{\mathfrak{a}}$. But conjugation fixes $\mathfrak{g}_{0}$, and thus $\mathfrak{g}_{0} \subseteq \mathfrak{a} \cap \overline{\mathfrak{a}}=0$, contradiction. We conclude that $\varphi$ is one-one. A count of dimensions shows that $\varphi$ is an $\mathbb{R}$ isomorphism of $\mathfrak{g}_{0}$ onto $\mathfrak{a}$. But then $\mathfrak{g}_{0}$ is complex, contradiction.

We conclude that $\mathfrak{a} \cap \overline{\mathfrak{a}}=\mathfrak{g}$ and hence $\mathfrak{a}=\mathfrak{g}$. Therefore $\mathfrak{g}$ is simple, as asserted.

Proposition 6.95. If $\mathfrak{g}$ is a complex Lie algebra simple over $\mathbb{C}$, then $\mathfrak{g}^{\mathbb{R}}$ is simple over $\mathbb{R}$.

Proof. Suppose that $\mathfrak{a}$ is an ideal in $\mathfrak{g}^{\mathbb{R}}$. Since $\mathfrak{g}^{\mathbb{R}}$ is semisimple, $\left[\mathfrak{a}, \mathfrak{g}^{\mathbb{R}}\right] \subseteq \mathfrak{a}=[\mathfrak{a}, \mathfrak{a}] \subseteq\left[\mathfrak{a}, \mathfrak{g}^{\mathbb{R}}\right]$. Therefore $\mathfrak{a}=\left[\mathfrak{a}, \mathfrak{g}^{\mathbb{R}}\right]$. Let $X$ be in $\mathfrak{a}$, and write $X=\sum_{j}\left[X_{j}, Y_{j}\right]$ with $X_{j} \in \mathfrak{a}$ and $Y_{j} \in \mathfrak{g}$. Then

$$
i X=\sum_{j} i\left[X_{j}, Y_{j}\right]=\sum\left[X_{j}, i Y_{j}\right] \in\left[\mathfrak{a}, \mathfrak{g}^{\mathbb{R}}\right]=\mathfrak{a} .
$$

So $\mathfrak{a}$ is a complex ideal in $\mathfrak{g}$. Since $\mathfrak{g}$ is complex simple, $\mathfrak{a}=0$ or $\mathfrak{a}=\mathfrak{g}$. Thus $\mathfrak{g}^{\mathbb{R}}$ is simple over $\mathbb{R}$.

## 10. Classification of Simple Real Lie Algebras

Before taking up the problem of classification, a word of caution is in order. The virtue of classification is that it provides a clear indication of the scope of examples in the subject. It is rarely a sound idea to prove a theorem by proving it case-by-case for all simple real Lie algebras. Instead the important thing about classification is the techniques that are involved. Techniques that are subtle enough to identify all the examples are probably subtle enough to help in investigating all semisimple Lie algebras simultaneously.

Theorem 6.94 divided the simple real Lie algebras into two kinds, and we continue with that distinction in this section.

The first kind is a complex simple Lie algebra that is regarded as a real Lie algebra and remains simple when regarded that way. Proposition 6.95 shows that every complex simple Lie algebra may be used for this purpose. In view of the results of Chapter II, the classification of this kind is complete. We obtain complex Lie algebras of the usual types $A_{n}$ through $G_{2}$. Matrix realizations of the complex Lie algebras of the classical types $A_{n}$ through $D_{n}$ are listed in (2.43).

The other kind is a noncomplex simple Lie algebra $\mathfrak{g}_{0}$, and its complexification is then simple over $\mathbb{C}$. Since the complexification is simple, any Vogan diagram for $\mathfrak{g}_{0}$ will have its underlying Dynkin diagram connected. Conversely any real semisimple Lie algebra $\mathfrak{g}_{0}$ with a Vogan diagram having connected Dynkin diagram has $\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$ simple, and therefore $\mathfrak{g}_{0}$ has to be simple. We know from Theorem 6.74 that the same Vogan diagram cannot come from nonisomorphic $\mathfrak{g}_{0}$ 's, and we know from Theorem 6.88 that every abstract Vogan diagram is a Vogan diagram. Therefore the classification
of this type of simple real Lie algebra comes down to classifying abstract Vogan diagrams whose underlying Dynkin diagram is connected.

Thus we want to eliminate the redundancy in connected Vogan diagrams. There is no redundancy from the automorphism. The only connected Dynkin diagrams admitting nontrivial automorphisms of order 2 are $A_{n}$, $D_{n}$, and $E_{6}$. In these cases a nontrivial automorphism of order 2 of the Dynkin diagram is unique up to an automorphism of the diagram (and is absolutely unique except in $D_{4}$ ). A Vogan diagram for $\mathfrak{g}_{0}$ incorporates a nontrivial automorphism of order 2 if and only if there exist complex roots, and this condition depends only on $\mathfrak{g}_{0}$.

The redundancy comes about through having many allowable choices for the positive system $\Delta^{+}$. The idea, partly but not completely, is that we can always change $\Delta^{+}$so that at most one imaginary simple root is painted.

Theorem 6.96 (Borel and de Siebenthal Theorem). Let $\mathfrak{g}_{0}$ be a noncomplex simple real Lie algebra, and let the Vogan diagram of $\mathfrak{g}_{0}$ be given that corresponds to the triple $\left(\mathfrak{g}_{0}, \mathfrak{h}_{0}, \Delta^{+}\right)$. Then there exists a simple system $\Pi^{\prime}$ for $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$, with corresponding positive system $\Delta^{+\prime}$, such that $\left(\mathfrak{g}_{0}, \mathfrak{h}_{0}, \Delta^{+\prime}\right)$ is a triple and there is at most one painted simple root in its Vogan diagram. Furthermore suppose that the automorphism associated with the Vogan diagram is the identity, that $\Pi^{\prime}=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$, and that $\left\{\omega_{1}, \ldots, \omega_{l}\right\}$ is the dual basis given by $\left\langle\omega_{j}, \alpha_{k}\right\rangle=\delta_{j k}$. Then the single painted simple root $\alpha_{i}$ may be chosen so that there is no $i^{\prime}$ with $\left\langle\omega_{i}-\omega_{i^{\prime}}, \omega_{i^{\prime}}\right\rangle>0$.

## Remarks.

1) The proof will be preceded by two lemmas. The main conclusion of the theorem is that we can arrange that at most one simple root is painted. The second conclusion (concerning $\omega_{i}$ and therefore limiting which simple root can be painted) is helpful only when the Dynkin diagram is exceptional ( $E_{6}, E_{7}, E_{8}, F_{4}$, or $G_{2}$ ).
2) The proof simplifies somewhat when the automorphism marked as part of the Vogan diagram is the identity. This is the case that $\mathfrak{h}_{0}$ is contained in $\mathfrak{k}_{0}$, and most examples will turn out to have this property.

Lemma 6.97. Let $\Delta$ be an irreducible abstract reduced root system in a real vector space $V$, let $\Pi$ be a simple system, and let $\omega$ and $\omega^{\prime}$ be nonzero members of $V$ that are dominant relative to $\Pi$. Then $\left\langle\omega, \omega^{\prime}\right\rangle>0$.

Proof. The first step is to show that in the expansion $\omega=\sum_{\alpha \in \Pi} a_{\alpha} \alpha$,
all the $a_{\alpha}$ are $\geq 0$. Let us enumerate $\Pi$ as $\alpha_{1}, \ldots, \alpha_{l}$ so that

$$
\omega=\sum_{i=1}^{r} a_{i} \alpha_{i}-\sum_{i=r+1}^{s} b_{i} \alpha_{i}=\omega^{+}-\omega^{-}
$$

with all $a_{i} \geq 0$ and all $b_{i}>0$. We shall show that $\omega^{-}=0$. Since $\omega^{-}=\omega^{+}-\omega$, we have
$0 \leq\left|\omega^{-}\right|^{2}=\left\langle\omega^{+}, \omega^{-}\right\rangle-\left\langle\omega^{-}, \omega\right\rangle=\sum_{i=1}^{r} \sum_{j=r+1}^{s} a_{i} b_{j}\left\langle\alpha_{i}, \alpha_{j}\right\rangle-\sum_{j=r+1}^{l} b_{j}\left\langle\omega, \alpha_{j}\right\rangle$.
The first term on the right side is $\leq 0$ by Lemma 2.51, and the second term on the right side (with the minus sign included) is term-by-term $\leq 0$ by hypothesis. Therefore the right side is $\leq 0$, and we conclude that $\omega^{-}=0$.

Thus we can write $\omega=\sum_{j=1}^{l} a_{j} \alpha_{j}$ with all $a_{j} \geq 0$. The next step is to show from the irreducibility of $\Delta$ that $a_{j}>0$ for all $j$. Assuming the contrary, suppose that $a_{i}=0$. Then

$$
0 \leq\left\langle\omega, \alpha_{i}\right\rangle=\sum_{j \neq i} a_{j}\left\langle\alpha_{j}, \alpha_{i}\right\rangle,
$$

and every term on the right side is $\leq 0$ by Lemma 2.51. Thus $a_{j}=0$ for every $\alpha_{j}$ such that $\left\langle\alpha_{j}, \alpha_{i}\right\rangle<0$, i.e., for all neighbors of $\alpha_{i}$ in the Dynkin diagram. Since the Dynkin diagram is connected (Proposition 2.54), iteration of this argument shows that all coefficients are 0 once one of them is 0 .

Now we can complete the proof. For at least one index $i,\left\langle\alpha_{i}, \omega^{\prime}\right\rangle>0$, since $\omega^{\prime} \neq 0$. Then

$$
\left\langle\omega, \omega^{\prime}\right\rangle=\sum_{j} a_{j}\left\langle\alpha_{j}, \omega^{\prime}\right\rangle \geq a_{i}\left\langle\alpha_{i}, \omega^{\prime}\right\rangle,
$$

and the right side is $>0$ since $a_{i}>0$. This proves the lemma.
Lemma 6.98. Let $\mathfrak{g}_{0}$ be a noncomplex simple real Lie algebra, and let the Vogan diagram of $\mathfrak{g}_{0}$ be given that corresponds to the triple $\left(\mathfrak{g}_{0}, \mathfrak{h}_{0}, \Delta^{+}\right)$. Write $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ as usual. Let $V$ be the span of the simple roots that are imaginary, let $\Delta_{0}$ be the root system $\Delta \cap V$, let $\mathcal{H}$ be the subset of $i t_{0}$ paired with $V$, and let $\Lambda$ be the subset of $\mathcal{H}$ where all roots of $\Delta_{0}$ take integer values and all noncompact roots of $\Delta_{0}$ take odd-integer values. Then $\Lambda$ is nonempty. In fact, if $\alpha_{1}, \ldots, \alpha_{m}$ is any simple system for $\Delta_{0}$ and if $\omega_{1}, \ldots, \omega_{m}$ in $V$ are defined by $\left\langle\omega_{j}, \alpha_{k}\right\rangle=\delta_{j k}$, then the element

$$
\omega=\sum_{\substack{i \text { with } \alpha_{\alpha_{i}} \\ \text { noncompact }}} \omega_{i} .
$$

is in $\Lambda$.

Proof. Fix a simple system $\alpha_{1}, \ldots, \alpha_{m}$ for $\Delta_{0}$, and let $\Delta_{0}^{+}$be the set of positive roots of $\Delta_{0}$. Define $\omega_{1}, \ldots, \omega_{m}$ by $\left\langle\omega_{j}, \alpha_{k}\right\rangle=\delta_{j k}$. If $\alpha=\sum_{i=1}^{m} n_{i} \alpha_{i}$ is a positive root of $\Delta_{0}$, then $\langle\omega, \alpha\rangle$ is the sum of the $n_{i}$ for which $\alpha_{i}$ is noncompact. This is certainly an integer.

We shall prove by induction on the level $\sum_{i=1}^{m} n_{i}$ that $\langle\omega, \alpha\rangle$ is even if $\alpha$ is compact, odd if $\alpha$ is noncompact. When the level is 1 , this assertion is true by definition. In the general case, let $\alpha$ and $\beta$ be in $\Delta_{0}^{+}$with $\alpha+\beta$ in $\Delta$, and suppose that the assertion is true for $\alpha$ and $\beta$. Since the sum of the $n_{i}$ for which $\alpha_{i}$ is noncompact is additive, we are to prove that imaginary roots satisfy

$$
\begin{align*}
\text { compact }+ \text { compact } & =\text { compact } \\
\text { compact }+ \text { noncompact } & =\text { noncompact }  \tag{6.99}\\
\text { noncompact }+ \text { noncompact } & =\text { compact. }
\end{align*}
$$

But this is immediate from Corollary 2.35 and the bracket relations (6.24).
Proof of Theorem 6.96. Define $V, \Delta_{0}$, and $\Lambda$ as in Lemma 6.98. Before we use Lemma 6.97, it is necessary to observe that the Dynkin diagram of $\Delta_{0}$ is connected, i.e., that the roots in the Dynkin diagram of $\Delta$ fixed by the given automorphism form a connected set. There is no problem when the automorphism is the identity, and we observe the connectedness in the other cases one at a time by inspection.

Let $\Delta_{0}^{+}=\Delta^{+} \cap V$. The set $\Lambda$ is discrete, being a subset of a lattice, and Lemma 6.98 has just shown that it is nonempty. Let $H_{0}$ be a member of $\Lambda$ with norm as small as possible. By Proposition 2.67 we can choose a new positive system $\Delta_{0}^{+\prime}$ for $\Delta_{0}$ that makes $H_{0}$ dominant. The main step is to show that

$$
\begin{equation*}
\text { at most one simple root of } \Delta_{0}^{+\prime} \text { is painted. } \tag{6.100}
\end{equation*}
$$

Suppose $H_{0}=0$. If $\alpha$ is in $\Delta_{0}$, then $\left\langle H_{0}, \alpha\right\rangle$ is 0 and is not an odd integer. By definition of $\Lambda, \alpha$ is compact. Thus all roots of $\Delta_{0}$ are compact, and (6.100) is true.

Now suppose $H_{0} \neq 0$. Let $\alpha_{1}, \ldots, \alpha_{m}$ be the simple roots of $\Delta_{0}$ relative to $\Delta_{0}^{+\prime}$, and define $\omega_{1}, \ldots, \omega_{m}$ by $\left\langle\omega_{j}, \alpha_{k}\right\rangle=\delta_{j k}$. We can write $H_{0}=$ $\sum_{j=1}^{m} n_{j} \omega_{j}$ with $n_{j}=\left\langle H_{0}, \alpha_{j}\right\rangle$. The number $n_{j}$ is an integer since $H_{0}$ is in $\Lambda$, and it is $\geq 0$ since $H_{0}$ is dominant relative to $\Delta_{0}^{+\prime}$.

Since $H_{0} \neq 0$, we have $n_{i}>0$ for some $i$. Then $H_{0}-\omega_{i}$ is dominant relative to $\Delta_{0}^{+\prime}$, and Lemma 6.97 shows that $\left\langle H_{0}-\omega_{i}, \omega_{i}\right\rangle \geq 0$ with equality
only if $H_{0}=\omega_{i}$. If strict inequality holds, then the element $H_{0}-2 \omega_{i}$ is in $\Lambda$ and satisfies

$$
\left|H_{0}-2 \omega_{i}\right|^{2}=\left|H_{0}\right|^{2}-4\left\langle H_{0}-\omega_{i}, \omega_{i}\right\rangle<\left|H_{0}\right|^{2},
$$

in contradiction with the minimal-norm condition on $H_{0}$. Hence equality holds, and $H_{0}=\omega_{i}$.

Since $H_{0}$ is in $\Lambda$, a simple root $\alpha_{j}$ in $\Delta_{0}^{+\prime}$ is noncompact only if $\left\langle H_{0}, \alpha_{j}\right\rangle$ is an odd integer. Since $\left\langle H_{0}, \alpha_{j}\right\rangle=0$ for $j \neq i$, the only possible noncompact simple root in $\Delta_{0}^{+\prime}$ is $\alpha_{i}$. This proves (6.100).

If the automorphism associated with the Vogan diagram is the identity, then (6.100) proves the first conclusion of the theorem. For the second conclusion we are assuming that $H_{0}=\omega_{i}$; then an inequality $\left\langle\omega_{i}-\omega_{i^{\prime}}, \omega_{i^{\prime}}\right\rangle>0$ would imply that

$$
\left|H_{0}-2 \omega_{i^{\prime}}\right|^{2}=\left|H_{0}\right|^{2}-4\left\langle\omega_{i}-\omega_{i^{\prime}}, \omega_{i^{\prime}}\right\rangle<\left|H_{0}\right|^{2},
$$

in contradiction with the minimal-norm condition on $H_{0}$.
To complete the proof of the theorem, we have to prove the first conclusion when the automorphism associated with the Vogan diagram is not the identity. Choose by Theorem 2.63 an element $s \in W\left(\Delta_{0}\right)$ with $\Delta_{0}^{+\prime}=s \Delta_{0}^{+}$, and define $\Delta^{+\prime}=s \Delta^{+}$. With $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ as usual, the element $s$ maps $i \mathfrak{t}_{0}$ to itself. Since $\Delta^{+}$is defined by an ordering that takes $i t_{0}$ before $\mathfrak{a}_{0}$, so is $\Delta^{+}$. Let the simple roots of $\Delta^{+}$be $\beta_{1}, \ldots, \beta_{l}$ with $\beta_{1}, \ldots, \beta_{m}$ in $\Delta_{0}$. Then the simple roots of $\Delta^{+\prime}$ are $s \beta_{1}, \ldots, s \beta_{l}$. Among these, $s \beta_{1}, \ldots, s \beta_{m}$ are the simple roots $\alpha_{1}, \ldots, \alpha_{m}$ of $\Delta_{0}^{+\prime}$ considered above, and (6.100) says that at most one of them is noncompact. The roots $s \beta_{m+1}, \ldots, s \beta_{l}$ are complex since $\beta_{m+1}, \ldots, \beta_{l}$ are complex and $s$ carries complex roots to complex roots. Thus $\Delta^{+\prime}$ has at most one simple root that is noncompact imaginary. This completes the proof.

Now we can mine the consequences of the theorem. To each connected abstract Vogan diagram that survives the redundancy tests of Theorem 6.96, we associate a noncomplex simple real Lie algebra. If the underlying Dynkin diagram is classical, we find a known Lie algebra of matrices with that Vogan diagram, and we identify any isomorphisms among the Lie algebras obtained. If the underlying Dynkin digram is exceptional, we give the Lie algebra a name, and we eliminate any remaining redundancy.

As we shall see, the data at hand from a Vogan diagram for $\mathfrak{g}_{0}$ readily determine the Lie subalgebra $\mathfrak{k}_{0}$ in the Cartan decomposition $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$.

This fact makes it possible to decide which of the Lie algebras obtained are isomorphic to one another.

First suppose that the automorphism of the underlying Dynkin diagram is trivial. When no simple root is painted, then $\mathfrak{g}_{0}$ is a compact real form. For the classical Dynkin diagrams, the compact real forms are as follows:

| Diagram | Compact Real Form |
| :---: | :---: |
| $A_{n}$ | $\mathfrak{s u}(n+1)$ |
| $B_{n}$ | $\mathfrak{s o}(2 n+1)$ |
| $C_{n}$ | $\mathfrak{s p}(n)$ |
| $D_{n}$ | $\mathfrak{s o}(2 n)$ |

For the situation in which one simple root is painted, we treat the classical Dynkin diagrams separately from the exceptional ones. Let us begin with the classical cases. For each classical Vogan diagram with just one simple root painted, we attach a known Lie algebra of matrices to that diagram. The result is that we are associating a Lie algebra of matrices to each simple root of each classical Dynkin diagram. We can assemble all the information for one Dynkin diagram in one picture by labeling each root of the Dynkin diagram with the associated Lie algebra of matrices. Those results are in Figure 6.1.

Verification of the information in Figure 6.1 is easy for the most part. For $A_{n}$, Example 1 in $\S 8$ gives the outcome, which is that $\mathfrak{s u}(p, q)$ results when $p+q=n+1$ and the $p^{\text {th }}$ simple root from the left is painted.

For $B_{n}$, suppose that $p+q=2 n+1$ and that $p$ is even. Represent $\mathfrak{s o}(p, q)$ by real matrices $\left(\begin{array}{cc}a & b \\ b^{*} & d\end{array}\right)$ with $a$ and $d$ skew symmetric. For $\mathfrak{h}_{0}$, we use block-diagonal matrices whose first $n$ blocks are $\mathbb{R}\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$ of size 2-by-2 and whose last block is of size 1-by-1. With linear functionals on $\left(\mathfrak{h}_{0}\right)^{\mathbb{C}}$ as in Example 2 of $\S I I .1$ and with the positive system as in that example, the Vogan diagram is as indicated by Figure 6.1.

For $C_{n}$, the analysis for the first $n-1$ simple roots uses $\mathfrak{s p}(p, q)$ with $p+q=n$ in the same way that the analysis for $A_{n}$ uses $\mathfrak{s u}(p, q)$ with $p+q=n+1$. The analysis for the last simple root is different. For this case we take the Lie algebra to be $\mathfrak{s p}(n, \mathbb{R})$. Actually it is more convenient to use the isomorphic Lie algebra $\mathfrak{g}_{0}=\mathfrak{s u}(n, n) \cap \mathfrak{s p}(n, \mathbb{C})$, which is conjugate to $\mathfrak{s p}(n, \mathbb{R})$ by the matrix given in block form as $\frac{\sqrt{2}}{2}\left(\begin{array}{ll}1 & i \\ i & 1\end{array}\right)$.


Figure 6.1. Association of classical matrix algebras to Vogan diagrams with the trivial automorphism

Within $\mathfrak{g}_{0}$, we take

$$
\begin{equation*}
\mathfrak{h}_{0}=\left\{\operatorname{diag}\left(i y_{1}, \ldots, i y_{n},-i y_{1}, \ldots,-i y_{n}\right)\right\} . \tag{6.102}
\end{equation*}
$$

If we define $e_{j}$ of the indicated matrix to be $i y_{j}$, then the roots are those of type $C_{n}$ on (2.43), and we choose as positive system the customary one given in (2.50). The roots $e_{i}-e_{j}$ are compact, and the roots $\pm\left(e_{i}+e_{j}\right)$ and $\pm 2 e_{j}$ are noncompact. Thus $2 e_{n}$ is the unique noncompact simple root.

For $D_{n}$, the analysis for the first $n-2$ simple roots uses $\mathfrak{s o}(p, q)$ with $p$ and $q$ even and $p+q=2 n$. It proceeds in the same way as with $B_{n}$. The analysis for either of the last two simple roots is different. For one of the two simple roots we take $\mathfrak{g}_{0}=\mathfrak{s o}^{*}(2 n)$. We use the same $\mathfrak{h}_{0}$ and $e_{j}$ as in
(6.102). Then the roots are those of type $D_{n}$ in (2.43), and we introduce the customary positive system (2.50). The roots $e_{i}-e_{j}$ are compact, and the roots $\pm\left(e_{i}+e_{j}\right)$ are noncompact. Thus $e_{n-1}+e_{n}$ is the unique noncompact simple root. The remaining Vogan diagram is isomorphic to the one we have just considered, and hence it too must correspond to $\mathfrak{s o}^{*}(2 n)$.

For the exceptional Dynkin diagrams we make use of the additional conclusion in Theorem 6.96; this says that we can disregard the case in which $\alpha_{i}$ is the unique simple noncompact root if $\left\langle\omega_{i}-\omega_{i^{\prime}}, \omega_{i^{\prime}}\right\rangle>0$ for some $i^{\prime}$. First let us see how to apply this test in practice. Write $\alpha_{i}=\sum_{k} d_{i k} \omega_{k}$. Taking the inner product with $\alpha_{j}$ shows that $d_{i j}=\left\langle\alpha_{i}, \alpha_{j}\right\rangle$. If we put $\omega_{j}=\sum_{l} c_{l j} \alpha_{l}$, then

$$
\delta_{i j}=\left\langle\alpha_{i}, \omega_{j}\right\rangle=\sum_{k, l} d_{i k} c_{l j}\left\langle\omega_{k}, \alpha_{l}\right\rangle=\sum_{k} d_{i k} c_{k j} .
$$

Thus the matrix $\left(c_{i j}\right)$ is the inverse of the matrix $\left(d_{i j}\right)$. Finally the quantity of interest is just $\left\langle\omega_{j}, \omega_{j^{\prime}}\right\rangle=c_{j^{\prime} j}$.

The Cartan matrix will serve as $\left(d_{i j}\right)$ if all roots have the same length because we can assume that $\left|\alpha_{i}\right|^{2}=2$ for all $i$; then the coefficients $c_{i j}$ are obtained by inverting the Cartan matrix. When there are two root lengths, $\left(d_{i j}\right)$ is a simple modification of the Cartan matrix.

Appendix C gives all the information necessary to make the computations quickly. Let us indicate details for $E_{6}$. Let the simple roots be $\alpha_{1}, \ldots, \alpha_{6}$ as in (2.86c). Then Appendix C gives

$$
\begin{aligned}
& \omega_{1}=\frac{1}{3}\left(4 \alpha_{1}+3 \alpha_{2}+5 \alpha_{3}+6 \alpha_{4}+4 \alpha_{5}+2 \alpha_{6}\right) \\
& \omega_{2}=1 \alpha_{1}+2 \alpha_{2}+2 \alpha_{3}+3 \alpha_{4}+2 \alpha_{5}+1 \alpha_{6} \\
& \omega_{3}=\frac{1}{3}\left(5 \alpha_{1}+6 \alpha_{2}+10 \alpha_{3}+12 \alpha_{4}+8 \alpha_{5}+4 \alpha_{6}\right) \\
& \omega_{4}=2 \alpha_{1}+3 \alpha_{2}+4 \alpha_{3}+6 \alpha_{4}+4 \alpha_{5}+2 \alpha_{6} \\
& \omega_{5}=\frac{1}{3}\left(4 \alpha_{1}+6 \alpha_{2}+8 \alpha_{3}+12 \alpha_{4}+10 \alpha_{5}+5 \alpha_{6}\right) \\
& \omega_{6}=\frac{1}{3}\left(2 \alpha_{1}+3 \alpha_{2}+4 \alpha_{3}+6 \alpha_{4}+5 \alpha_{5}+4 \alpha_{6}\right) .
\end{aligned}
$$

Let us use Theorem 6.96 to rule out $i=3,4$, and 5 . For $i=3$, we take $i^{\prime}=1$; we have $\left\langle\omega_{3}, \omega_{1}\right\rangle=\frac{5}{3}$ and $\left\langle\omega_{1}, \omega_{1}\right\rangle=\frac{4}{3}$, so that $\left\langle\omega_{3}-\omega_{1}, \omega_{1}\right\rangle>0$. For $i=4$, we take $i^{\prime}=1$; we have $\left\langle\omega_{4}, \omega_{1}\right\rangle=2$ and $\left\langle\omega_{1}, \omega_{1}\right\rangle=\frac{4}{3}$, so that $\left\langle\omega_{4}-\omega_{1}, \omega_{1}\right\rangle>0$. For $i=5$, we take $i^{\prime}=6$; we have $\left\langle\omega_{5}, \omega_{6}\right\rangle=\frac{5}{3}$ and $\left\langle\omega_{6}, \omega_{6}\right\rangle=\frac{4}{3}$, so that $\left\langle\omega_{5}-\omega_{6}, \omega_{6}\right\rangle>0$. Although there are six abstract
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Figure 6.2. Noncompact noncomplex exceptional simple real Lie algebras with the trivial automorphism in the Vogan diagram

Vogan diagrams of $E_{6}$ with trivial automorphism and with one noncompact simple root, Theorem 6.96 says that we need to consider only the three where the simple root is $\alpha_{1}, \alpha_{2}$, or $\alpha_{6}$. Evidently $\alpha_{6}$ yields a result isomorphic to that for $\alpha_{1}$ and may be disregarded.

By similar computations for the other exceptional Dynkin diagrams, we find that we may take $\alpha_{i}$ to be an endpoint vertex of the Dynkin diagram. Moreover, in $G_{2}, \alpha_{i}$ may be taken to be the long simple root, while in $E_{8}$, we do not have to consider $\alpha_{2}$ (the endpoint vertex on the short branch). Thus we obtain the 10 Vogan diagrams in Figure 6.2. We have given each of them its name from the Cartan listing [1927a]. Computing $\mathfrak{k}_{0}$ is fairly easy. As a Lie algebra, $\mathfrak{k}_{0}$ is reductive by Corollary 4.25. The root system of its semisimple part is the system of compact roots, which we can compute from the Vogan diagram if we remember (6.99) and use the tables in Appendix C that tell which combinations of simple roots are roots. Then we convert the result into a compact Lie algebra using (6.101), and we add $\mathbb{R}$ as center if necessary to make the dimension of the Cartan subalgebra work out correctly. A glance at Figure 6.2 shows that when the Vogan diagrams for two $\mathfrak{g}_{0}$ 's have the same underlying Dynkin diagram, then the $\mathfrak{k}_{0}$ 's are different; by Corollary 6.19 the $\mathfrak{g}_{0}$ 's are nonisomorphic.

Now we suppose that the automorphism of the underlying Dynkin diagram is nontrivial. We already observed that the Dynkin diagram has to be of type $A_{n}, D_{n}$, or $E_{6}$.

For type $A_{n}$, we distinguish $n$ even from $n$ odd. For $n$ even there is just one abstract Vogan diagram, namely


It must correspond to $\mathfrak{s l}(n+1, \mathbb{R})$ since we have not yet found a Vogan diagram for $\mathfrak{s l}(n+1, \mathbb{R})$ and since the equality $\mathfrak{s l}(n+1, \mathbb{R})^{\mathbb{C}}=\mathfrak{s l}(n+1, \mathbb{C})$ determines the underlying Dynkin diagram as being $A_{n}$.

For $A_{n}$ with $n$ odd, there are two abstract Vogan diagrams, namely

and


The first of these, according to Example 2 in $\S 8$, comes from $\mathfrak{s l}(n+1, \mathbb{R})$. The second one comes from $\mathfrak{s l}\left(\frac{1}{2}(n+1), \mathbb{H}\right)$. In the latter case we take

$$
\mathfrak{h}_{0}=\left\{\left.\operatorname{diag}\left(x_{1}+i y_{1}, \ldots, x_{\frac{1}{2}(n+1)}+i y_{\frac{1}{2}(n+1)}\right) \right\rvert\, \sum x_{m}=0\right\} .
$$

If $e_{m}$ and $f_{m}$ on the indicated member of $\mathfrak{h}_{0}$ are $i y_{m}$ and $x_{m}$, respectively, then $\Delta$ is the same as in Example 2 of $\S 8$. The imaginary roots are the $\pm 2 e_{m}$, and they are compact. (The root vectors for $\pm 2 e_{m}$ generate the complexification of the $\mathfrak{s u}(2)$ in the $j^{\text {th }}$ diagonal entry formed by the skewHermitian quaternions there.)

For type $D_{n}$, the analysis uses $\mathfrak{s o}(p, q)$ with $p$ and $q$ odd and with $p+q=2 n$. Represent $\mathfrak{s o}(p, q)$ by real matrices $\left(\begin{array}{cc}a & b \\ b^{*} & d\end{array}\right)$ with $a$ and $d$ skew symmetric. For $\mathfrak{h}_{0}$, we use block-diagonal matrices with all blocks of size 2-by-2. The first $\frac{1}{2}(p-1)$ and the last $\frac{1}{2}(q-1)$ blocks are $\mathbb{R}\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$, and the remaining one is $\mathbb{R}\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. The blocks $\mathbb{R}\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$ contribute to $\mathfrak{t}_{0}$, while $\mathbb{R}\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ contributes to $\mathfrak{a}_{0}$. The linear functionals $e_{j}$ for $j \neq \frac{1}{2}(p+1)$ are as in Example 4 of §II.1, and $e_{\frac{1}{2}(p+1)}$ on the embedded $\left(\begin{array}{ll}0 & t \\ t & 0\end{array}\right) \in \mathbb{R}\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ is just $t$. The roots are $\pm e_{i} \pm e_{j}$ with $i \neq j$, and those involving index $\frac{1}{2}(p+1)$ are complex.

Suppose $q=1$. Then the standard ordering takes $i \mathfrak{t}_{0}$ before $\mathfrak{a}_{0}$. The simple roots as usual are

$$
e_{1}-e_{2}, \ldots, e_{n-2}-e_{n-1}, e_{n-1}-e_{n}, e_{n-1}+e_{n} .
$$

The last two are complex, and the others are compact imaginary. Similarly if $p=1$, we can use the reverse of the standard ordering and conclude that all imaginary roots are compact.

Now suppose $p>1$ and $q>1$. In this case we cannot use the standard ordering. To have $i \mathfrak{t}_{0}$ before $\mathfrak{a}_{0}$ in defining positivity, we take $\frac{1}{2}(p+1)$ last, and the simple roots are

$$
\begin{aligned}
& e_{1}-e_{2}, \ldots, e_{\frac{1}{2}(p-1)-1}-e_{\frac{1}{2}(p-1)}, e_{\frac{1}{2}(p-1)}-e_{\frac{1}{2}(p+1)+1}, \\
& \quad e_{\frac{1}{2}(p+1)+1}-e_{\frac{1}{2}(p+1)+2}, \ldots, e_{n-1}-e_{n}, e_{n}-e_{\frac{1}{2}(p+1)}, e_{n}+e_{\frac{1}{2}(p+1)} .
\end{aligned}
$$

The last two are complex, and the others are imaginary. Among the imaginary simple roots, $e_{\frac{1}{2}(p-1)}-e_{\frac{1}{2}(p+1)+1}$ is the unique noncompact simple root.

We can assemble our results for $D_{n}$ in a diagram like that in Figure 6.1. As we observed above, the situation with all imaginary roots unpainted corresponds to $\mathfrak{s o}(1,2 n-1) \cong \mathfrak{s o}(2 n-1,1)$. If one imaginary root is painted, the associated matrix algebra may be seen from the diagram


For type $E_{6}$, Theorem 6.96 gives us three diagrams to consider. As in (2.86c) let $\alpha_{2}$ be the simple root corresponding to the endpoint vertex of the short branch in the Dynkin diagram, and let $\alpha_{4}$ correspond to the triple point. The Vogan diagram in which $\alpha_{4}$ is painted gives the same $\mathfrak{g}_{0}$ (up to isomorphism) as the Vogan diagram with $\alpha_{2}$ painted. In fact, the Weyl group element $s_{\alpha_{4}} s_{\alpha_{2}}$ carries the one with $\alpha_{2}$ painted to the one with $\alpha_{4}$ painted. Thus there are only two Vogan diagrams that need to be considered, and they are in Figure 6.3. The figure also gives the names of the Lie algebras $\mathfrak{g}_{0}$ in the Cartan listing [1927a] and identifies $\mathfrak{k}_{0}$.

To compute $\mathfrak{k}_{0}$ for each case of Figure 6.3, we regroup the root-space decomposition of $\mathfrak{g}$ as

$$
\begin{align*}
\mathfrak{g}= & \left(\mathfrak{t} \oplus \bigoplus_{\substack{\alpha \text { imaginary } \\
\text { compact }}} \mathfrak{g}_{\alpha} \oplus \underset{\substack{\text { complex pairs } \\
\{\alpha, \theta \alpha\}}}{ }\left(X_{\alpha}+\theta X_{\alpha}\right)\right) \\
& \oplus\left(\mathfrak{a} \oplus \underset{\substack{\alpha \text { imaginary } \\
\text { noncompact }}}{\left.\mathfrak{g}_{\alpha} \oplus \bigoplus_{\substack{\text { compex pairs } \\
\{\alpha, \theta \alpha\}}}\left(X_{\alpha}-\theta X_{\alpha}\right)\right),}\right. \tag{6.103}
\end{align*}
$$

and it is clear that the result is $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$. Therefore the roots in $\Delta(\mathfrak{k}, \mathfrak{t})$ are the restrictions to $\mathfrak{t}$ of the imaginary compact roots in $\Delta(\mathfrak{g}, \mathfrak{h})$, together
with the restrictions to $\mathfrak{t}$ of each pair $\{\alpha, \theta \alpha\}$ of complex roots in $\Delta(\mathfrak{g}, \mathfrak{h})$. Also the dimension of $\mathfrak{a}_{0}$ is the number of 2 -element orbits in the Vogan diagram and is therefore 2 in each case.

We can tell which roots are complex, and we need to know how to decide which imaginary roots are compact. This determination can be carried out by induction on the level in the expansion in terms of simple roots. Thus suppose that $\alpha$ and $\beta$ are positive roots with $\beta$ simple, and
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Figure 6.3. Noncompact noncomplex exceptional simple real Lie algebras with a nontrivial automorphism in the Vogan diagram
suppose $\alpha+\beta$ is an imaginary root. If $\beta$ is imaginary, then (6.99) settles matters. Otherwise $\beta$ is complex simple, and Figure 6.3 shows that $\langle\beta, \theta \beta\rangle=0$. Therefore the following proposition settles matters for $\mathfrak{g}_{0}$ as in Figure 6.3 and allows us to complete the induction.

Proposition 6.104. For a connected Vogan diagram involving a nontrivial automorphism, suppose that $\alpha$ and $\beta$ are positive roots, that $\beta$ is complex simple, that $\beta$ is orthogonal to $\theta \beta$, and that $\alpha+\beta$ is an imaginary root. Then $\alpha-\theta \beta$ is an imaginary root, and $\alpha-\theta \beta$ and $\alpha+\beta$ have the same type, compact or noncompact.

Proof. Taking the common length of all roots to be 2 , we have

$$
\begin{aligned}
1 & =2-1=\langle\beta, \beta\rangle+\langle\beta, \alpha\rangle=\langle\beta, \alpha+\beta\rangle \\
& =\langle\theta \beta, \theta(\beta+\alpha)\rangle=\langle\theta \beta, \alpha+\beta\rangle=\langle\theta \beta, \alpha\rangle+\langle\theta \beta, \beta\rangle=\langle\theta \beta, \alpha\rangle .
\end{aligned}
$$

Thus $\alpha-\theta \beta$ is a root, and we have

$$
\alpha+\beta=\theta \beta+(\alpha-\theta \beta)+\beta .
$$

Since $\alpha+\beta$ is imaginary, $\alpha-\theta \beta$ is imaginary. Therefore we can write $\theta X_{\alpha-\theta \beta}=s X_{\alpha-\theta \beta}$ with $s= \pm 1$. Write $\theta X_{\beta}=t X_{\theta \beta}$ and $\theta X_{\theta \beta}=t X_{\beta}$ with
$t= \pm 1$. Then we have

$$
\begin{aligned}
\theta\left[\left[X_{\theta \beta}, X_{\alpha-\theta \beta}\right], X_{\beta}\right] & =\left[\left[\theta X_{\theta \beta}, \theta X_{\alpha-\theta \beta}\right], \theta X_{\beta}\right] \\
& =s t^{2}\left[\left[X_{\beta}, X_{\alpha-\theta \beta}\right], X_{\theta \beta}\right] \\
& =-s\left[\left[X_{\alpha-\theta \beta}, X_{\theta \beta}\right], X_{\beta}\right]-s\left[\left[X_{\theta \beta}, X_{\beta}\right], X_{\alpha-\theta \beta}\right] \\
& =-s\left[\left[X_{\alpha-\theta \beta}, X_{\theta \beta}\right], X_{\beta}\right] \\
& =s\left[\left[X_{\theta \beta}, X_{\alpha-\theta \beta}\right], X_{\beta}\right],
\end{aligned}
$$

and the proof is complete.
Let us summarize our results.
Theorem 6.105 (classification). Up to isomorphism every simple real Lie algebra is in the following list, and everything in the list is a simple real Lie algebra:
(a) the Lie algebra $\mathfrak{g}^{\mathbb{R}}$, where $\mathfrak{g}$ is complex simple of type $A_{n}$ for $n \geq 1$, $B_{n}$ for $n \geq 2, C_{n}$ for $n \geq 3, D_{n}$ for $n \geq 4, E_{6}, E_{7}, E_{8}, F_{4}$, or $G_{2}$,
(b) the compact real form of any $\mathfrak{g}$ as in (a),
(c) the classical matrix algebras

$$
\begin{array}{lrl}
\mathfrak{s u}(p, q) & \text { with } \quad p \geq q>0, p+q \geq 2 \\
\mathfrak{s o}(p, q) & \text { with } \quad p>q>0, p+q \text { odd, } p+q \geq 5 \\
& \text { or with } & p \geq q>0, p+q \text { even, } p+q \geq 8 \\
\mathfrak{s p}(p, q) & \text { with } \quad p \geq q>0, p+q \geq 3 \\
\mathfrak{s p}(n, \mathbb{R}) & \text { with } & n \geq 3 \\
\mathfrak{s o}{ }^{*}(2 n) & \text { with } & n \geq 4 \\
\mathfrak{s l}(n, \mathbb{R}) & \text { with } & n \geq 3 \\
\mathfrak{s l}(n, \mathbb{H}) & \text { with } & n \geq 2
\end{array}
$$

(d) the 12 exceptional noncomplex noncompact simple Lie algebras given in Figures 6.2 and 6.3.
The only isomorphism among Lie algebras in the above list is $\mathfrak{s o}^{*}(8) \cong$ $\mathfrak{s o}(6,2)$.

REMARKS. The restrictions on rank in (a) prevent coincidences in Dynkin diagrams. These restrictions are maintained in (b) and (c) for the same reason. In the case of $\mathfrak{s l}(n, \mathbb{R})$ and $\mathfrak{s l}(n, \mathbb{H})$, the restrictions on $n$ force the automorphism to be nontrivial. In (c) there are no isomorphisms within a series because the $\mathfrak{k}_{0}$ 's are different. To have an isomorphism between members of two series, we need at least two series with the same

Dynkin diagram and automorphism. Then we examine the possibilities and are led to compare $\mathfrak{s o}^{*}(8)$ with $\mathfrak{s o}(6,2)$. The standard Vogan diagrams for these two Lie algebras are isomorphic, and hence the Lie algebras are isomorphic by Theorem 6.74.

## 11. Restricted Roots in the Classification

Additional information about the simple real Lie algebras of $\S 10$ comes by switching from a maximally compact Cartan subalgebra to a maximally noncompact Cartan subalgebra. The switch exposes the system of restricted roots, which governs the Iwasawa decomposition and some further structure theory that will be developed in Chapter VII.

According to $\S 7$ the switch in Cartan subalgebra is best carried out when we can find a maximal strongly orthogonal sequence of noncompact imaginary roots such that, after application of the Cayley transforms, no noncompact imaginary roots remain. If $\mathfrak{g}_{0}$ is a noncomplex simple real Lie algebra and if we have a Vogan diagram for $\mathfrak{g}_{0}$ as in Theorem 6.96, such a sequence is readily at hand by an inductive construction. We start with a noncompact imaginary simple root, form the set of roots orthogonal to it, label their compactness or noncompactness by means of Proposition 6.72, and iterate the process.

EXAmple. Let $\mathfrak{g}_{0}=\mathfrak{s u}(p, n-p)$ with $p \leq n-p$. The distinguished Vogan diagram is of type $A_{n-1}$ with $e_{p}-e_{p+1}$ as the unique noncompact imaginary simple root. Since the Dynkin diagram does not have a double line, orthogonality implies strong orthogonality. The above process yields the sequence of noncompact imaginary roots

$$
\begin{align*}
& 2 f_{p}=e_{p}-e_{p+1} \\
& 2 f_{p-1}=e_{p-1}-e_{p+2}  \tag{6.106}\\
& \vdots \\
& 2 f_{1}=e_{1}-e_{2 p} .
\end{align*}
$$

We do a Cayley transform with respect to each of these. The order is irrelevant; since the roots are strongly orthogonal, the individual Cayley transforms commute. It is helpful to use the same names for roots before and after Cayley transform but always to remember what Cartan subalgebra is being used. After Cayley transform the remaining imaginary roots are
those roots involving only indices $2 p+1, \ldots, n$, and such roots are compact. Thus a maximally noncompact Cartan subalgebra has noncompact dimension $p$. The restricted roots are obtained by projecting all $e_{k}-e_{l}$ on the linear span of (6.106). If $1 \leq k<l \leq p$, we have

$$
\begin{aligned}
e_{k}-e_{l} & =\frac{1}{2}\left(e_{k}-e_{2 p+1-k}\right)-\frac{1}{2}\left(e_{l}-e_{2 p+1-l}\right)+(\text { orthogonal to }(6.106)) \\
& =\left(f_{k}-f_{l}\right)+(\text { orthogonal to }(6.106)) .
\end{aligned}
$$

Thus $f_{k}-f_{l}$ is a restricted root. For the same $k$ and $l, e_{k}-e_{2 p+1-l}$ restricts to $f_{k}+f_{l}$. In addition, if $k+l=2 p+1$, then $e_{k}-e_{l}$ restricts to $2 f_{k}$, while if $k \leq p$ and $l>2 p$, then $e_{k}-e_{l}$ restricts to $f_{k}$. Consequently the set of restricted roots is

$$
\Sigma= \begin{cases}\left\{ \pm f_{k} \pm f_{l}\right\} \cup\left\{ \pm 2 f_{k}\right\} \cup\left\{ \pm f_{k}\right\} & \text { if } 2 p<n \\ \left\{ \pm f_{k} \pm f_{l}\right\} \cup\left\{ \pm 2 f_{k}\right\} & \text { if } 2 p=n\end{cases}
$$

Thus $\Sigma$ is of type $(B C)_{p}$ if $2 p<n$ and of type $C_{p}$ if $2 p=n$.

We attempt to repeat the construction in the above example for all of the classical matrix algebras and exceptional algebras in Theorem 6.105, parts (c) and (d). There is no difficulty when the automorphism in the Vogan diagram is trivial. However, the cases where the automorphism is nontrivial require special comment. Except for $\mathfrak{s l}(2 n+1, \mathbb{R})$, which we can handle manually, each of these Lie algebras has $\beta$ orthogonal to $\theta \beta$ whenever $\beta$ is a complex simple root. Then it follows from Proposition 6.104 that any positive imaginary root is the sum of imaginary simple roots and a number of pairs $\beta, \theta \beta$ of complex simple roots and that the complex simple roots can be disregarded in deciding compactness or noncompactness. In particular, $\mathfrak{s l}(n, \mathbb{H})$ and E IV have no noncompact imaginary roots.

Example. Let $\mathfrak{g}_{0}=$ E I. The Vogan diagram is


Let $\alpha_{2}$ be the first member in the orthogonal sequence of imaginary noncompact roots. From the theory for $D_{4}$, a nonobvious root orthogonal to $\alpha_{2}$ is $\alpha_{0}=\alpha_{2}+2 \alpha_{4}+\alpha_{3}+\alpha_{5}$. This root is imaginary, and no smaller imaginary root is orthogonal to $\alpha_{2}$. We can disregard the complex pair $\alpha_{3}, \alpha_{5}$ in deciding compactness or noncompactness (Proposition 6.104), and we see that $\alpha_{0}$ is noncompact. Following our algorithm, we can expand our list to $\alpha_{2}, \alpha_{0}$. The Vogan diagram of the system orthogonal to $\alpha_{2}$ is


This is the Vogan diagram of $\mathfrak{s l}(6, \mathbb{R})$, and we therefore know that the list extends to

$$
\alpha_{2}, \alpha_{0}, \alpha_{1}+\alpha_{0}+\alpha_{6}, \alpha_{3}+\left(\alpha_{1}+\alpha_{0}+\alpha_{6}\right)+\alpha_{5} .
$$

Thus the Cayley transforms increase the noncompact dimension of the Cartan subalgebra by 4 from 2 to 6 , and it follows that E I is a split real form.

It is customary to refer to the noncompact dimension of a maximal noncompact Cartan subalgebra of $\mathfrak{g}_{0}$ as the real rank of $\mathfrak{g}_{0}$. We are led to the following information about restricted roots. In the case of the classical matrix algebras, the results are
(6.107)

| $\mathfrak{g}_{0}$ | Condition | Real Rank | Restricted Roots |
| :---: | :---: | :---: | :---: |
| $\mathfrak{s u}(p, q)$ | $p \geq q$ | $q$ | $(B C)_{q}$ if $p>q, C_{q}$ if $p=q$ |
| $\mathfrak{s o}(p, q)$ | $p \geq q$ | $q$ | $B_{q}$ if $p>q, D_{q}$ if $p=q$ |
| $\mathfrak{s p}(p, q)$ | $p \geq q$ | $q$ | $(B C)_{q}$ if $p>q, C_{q}$ if $p=q$ |
| $\mathfrak{s p}(n, \mathbb{R})$ |  | $n$ | $C_{n}$ |
| $\mathfrak{s o}(2 n)$ |  | $\left[\frac{n}{2}\right]$ | $C_{\frac{1}{2} n}$ if $n$ even, $(B C)_{\frac{1}{2}(n-1)}$ if $n$ odd |
| $\mathfrak{s l}(n, \mathbb{R})$ |  | $n-1$ | $A_{n-1}$ |
| $\mathfrak{s l}(n, \mathbb{H})$ |  | $n-1$ | $A_{n-1}$ |

For the exceptional Lie algebras the results are

| $\mathfrak{g}_{0}$ | Real Rank | Restricted Roots |
| :--- | :---: | :---: |
| E I | 6 | $E_{6}$ |
| E II | 4 | $F_{4}$ |
| E III | 2 | $(B C)_{2}$ |
| E IV | 2 | $A_{2}$ |
| E V | 7 | $E_{7}$ |
| E VI | 4 | $F_{4}$ |
| E VII | 3 | $C_{3}$ |
| E VIII | 8 | $E_{8}$ |
| E IX | 4 | $F_{4}$ |
| F I | 4 | $F_{4}$ |
| F II | 1 | $(B C)_{1}$ |
| G | 2 | $G_{2}$ |

For the Lie algebras in Theorem 6.105a, the above analysis simplifies. Here $\mathfrak{g}$ is complex simple, and we take $\mathfrak{g}_{0}=\mathfrak{g}^{\mathbb{R}}$. Let $J$ be multiplication by $\sqrt{-1}$ within $\mathfrak{g}^{\mathbb{R}}$. If $\theta$ is a Cartan involution of $\mathfrak{g}^{\mathbb{R}}$, then Corollary 6.22 shows that $\theta$ comes from conjugation of $\mathfrak{g}$ with respect to a compact real form $\mathfrak{u}_{0}$. In other words, $\mathfrak{g}^{\mathbb{R}}=\mathfrak{u}_{0} \oplus J \mathfrak{u}_{0}$ with $\theta(X+J Y)=X-J Y$. Let $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be a $\theta$ stable Cartan subalgebra of $\mathfrak{g}^{\mathbb{R}}$. Since $\mathfrak{t}_{0}$ commutes with $\mathfrak{a}_{0}, \mathfrak{t}_{0}$ commutes with $J \mathfrak{a}_{0}$. Also $\mathfrak{a}_{0}$ commutes with $J \mathfrak{a}_{0}$. Since $\mathfrak{h}_{0}$ is maximal abelian, $J \mathfrak{a}_{0} \subseteq \mathfrak{t}_{0}$. Similarly $J \mathfrak{t}_{0} \subseteq \mathfrak{a}_{0}$. Therefore $J \mathfrak{t}_{0}=\mathfrak{a}_{0}$, and $\mathfrak{h}_{0}$ is actually a complex subalgebra of $\mathfrak{g}$. By Proposition 2.7, $\mathfrak{h}_{0}$ is a (complex) Cartan subalgebra of $\mathfrak{g}$. Let

$$
\mathfrak{g}=\mathfrak{h}_{0} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_{\alpha}
$$

be the root-space decomposition. Here each $\alpha$ is complex linear on the complex vector space $\mathfrak{h}_{0}$. Thus distinct $\alpha$ 's have distinct restrictions to $\mathfrak{a}_{0}$. Hence

$$
\mathfrak{g}^{\mathbb{R}}=\mathfrak{a}_{0} \oplus \mathfrak{t}_{0} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_{\alpha}
$$

is the restricted-root space decomposition, each restricted-root space being 2 -dimensional over $\mathbb{R}$. Consequently the real rank of $\mathfrak{g}^{\mathbb{R}}$ equals the rank of $\mathfrak{g}$, and the system of restricted roots of $\mathfrak{g}^{\mathbb{R}}$ is canonically identified (by restriction or complexification) with the system of roots of $\mathfrak{g}$. In particular the system $\Sigma$ of restricted roots is of the same type ( $A_{n}$ through $G_{2}$ ) as the system $\Delta$ of roots.

The simple real Lie algebras of real-rank one will play a special role in Chapter VII. From Theorem 6.105 and our determination above of the real rank of each example, the full list of such Lie algebras is

$$
\begin{array}{cl}
\mathfrak{s u}(p, 1) & \text { with } p \geq 1 \\
\mathfrak{s o}(p, 1) & \text { with } p \geq 3  \tag{6.109}\\
\mathfrak{s p}(p, 1) & \text { with } p \geq 2 \\
\text { F II } &
\end{array}
$$

Low-dimensional isomorphisms show that other candidates are redundant:

$$
\begin{align*}
\mathfrak{s l}(2, \mathbb{C}) & \cong \mathfrak{s o}(3,1) \\
\mathfrak{s o}(2,1) & \cong \mathfrak{s u}(1,1) \\
\mathfrak{s p}(1,1) & \cong \mathfrak{s o}(4,1) \\
\mathfrak{s p}(1, \mathbb{R}) & \cong \mathfrak{s u}(1,1)  \tag{6.110}\\
\mathfrak{s o}^{*}(4) & \cong \mathfrak{s u}(2) \oplus \mathfrak{s u}(1,1) \\
\mathfrak{s o}^{*}(6) & \cong \mathfrak{s u}(3,1) \\
\mathfrak{s l}(2, \mathbb{R}) & \cong \mathfrak{s u}(1,1) \\
\mathfrak{s l}(2, \mathbb{H}) & \cong \mathfrak{s o}(5,1) .
\end{align*}
$$

## 12. Problems

1. Prove that if $\mathfrak{g}$ is a complex semisimple Lie algebra, then any two split real forms of $\mathfrak{g}$ are conjugate via Aut $\mathfrak{g}$.
2. Let $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ be a Cartan decomposition of a real semisimple Lie algebra. Prove that $\mathfrak{k}_{0}$ is compactly embedded in $\mathfrak{g}_{0}$ and that it is maximal with respect to this property.
3. Let $G$ be semisimple, let $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ be a Cartan decomposition of the Lie algebra, and let $X$ and $Y$ be in $\mathfrak{p}_{0}$. Prove that $\exp X \exp Y \exp X$ is in $\exp \mathfrak{p}_{0}$.
4. Let $g \in \operatorname{SL}(m, \mathbb{C})$ be positive definite. Prove that $g$ can be decomposed as $g=l u$, where $l$ is lower triangular and $u$ is upper triangular.
5. In the development of the Iwasawa decomposition for $S O(p, 1)_{0}$ and $S U(p, 1)$, make particular choices of a positive system for the restricted roots, and compute $N$ in each case.
6. (a) Prove that $\mathfrak{g}_{0}=\mathfrak{s o}^{*}(2 n)$ consists in block form of all complex matrices $\left(\begin{array}{rr}a & b \\ -\bar{b} & \bar{a}\end{array}\right)$ with $a$ skew Hermitian and $b$ skew symmetric.
(b) In $\mathfrak{g}_{0}$, let $\mathfrak{h}_{0}$ be the Cartan subalgebra in (6.102). Assuming that the roots are $\pm e_{i} \pm e_{j}$, find the root vectors. Show that $e_{i}-e_{j}$ is compact and $e_{i}+e_{j}$ is noncompact.
(c) Show that a choice of maximal abelian subspace of $\mathfrak{p}_{0}$ is to take $a$ to be 0 and take $b$ to be block diagonal and real with blocks of sizes $2, \ldots, 2$ if $n$ is even and $1,2, \ldots, 2$ if $n$ is odd.
(d) Find the restricted-root space decomposition of $\mathfrak{g}_{0}$ relative to the maximal abelian subspace of $\mathfrak{p}_{0}$ given in (c).
7. Let $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be a maximally noncompact $\theta$ stable Cartan subalgebra, and let $\mathfrak{h}=\mathfrak{t} \oplus \mathfrak{a}$ be the complexification. Fix a positive system $\Sigma^{+}$for the restricted roots, and introduce a positive system $\Delta^{+}$for the roots so that a nonzero restriction to $\mathfrak{a}_{0}$ of a member of $\Delta^{+}$is always in $\Sigma^{+}$.
(a) Prove that every simple restricted root for $\Sigma^{+}$is the restriction of a simple root for $\Delta^{+}$.
(b) Let $V$ be the span of the imaginary simple roots. Prove for each simple $\alpha_{i}$ not in $V$ that $-\theta \alpha_{i}$ is in $\alpha_{i^{\prime}}+V$ for a unique simple $\alpha_{i^{\prime}}$, so that $\alpha_{i} \mapsto \alpha_{i^{\prime}}$ defines a permutation of order 2 on the simple roots not in $V$.
(c) For each orbit $\left\{i, i^{\prime}\right\}$ of one or two simple roots not in $V$, define an element $H=H_{\left\{i, i^{\prime}\right\}} \in \mathfrak{h}$ by $\alpha_{i}(H)=\alpha_{i^{\prime}}(H)=1$ and $\alpha_{j}(H)=0$ for all other $j$. Prove that $H$ is in $\mathfrak{a}$.
(d) Using the elements constructed in (c), prove that the linear span of the restrictions to $\mathfrak{a}_{0}$ of the simple roots has dimension equal to the number of orbits.
(e) Conclude from (d) that the nonzero restriction to $\mathfrak{a}_{0}$ of a simple root for $\Delta^{+}$is simple for $\Sigma^{+}$.
8. The group $K$ for $G=S L(3, \mathbb{R})$ is $K=S O(3)$, which has a double cover $\widetilde{K}$. Therefore $G$ itself has a double cover $\widetilde{G}$. The group $M=Z_{K}(A)$ is known from Example 1 of $\S 5$ to be the direct sum of two 2-element groups. Prove that $\widetilde{M}=Z_{\widetilde{K}}(A)$ is isomorphic to the subgroup $\{ \pm 1, \pm i, \pm j, \pm k\}$ of the unit quaternions.
9. Suppose that $D$ and $D^{\prime}$ are Vogan diagrams corresponding to $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$, respectively. Prove that an inclusion $D \subseteq D^{\prime}$ induces a one-one Lie algebra homomorphism $\mathfrak{g}_{0} \rightarrow \mathfrak{g}_{0}^{\prime}$.
10. Let $G$ be a semisimple Lie group with Lie algebra $\mathfrak{g}_{0}$. Fix a Cartan involution $\theta$ and Cartan decomposition $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$, and let $K$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{k}_{0}$. Suppose that $\mathfrak{g}_{0}$ has a Cartan subalgebra contained in $\mathfrak{k}_{0}$.
(a) Prove that there exists $k \in K$ such that $\theta=\operatorname{Ad}(k)$.
(b) Prove that if $\Sigma$ is the system of restricted roots of $\mathfrak{g}_{0}$, then -1 is in the Weyl group of $\Sigma$.
11. Let $G$ be a semisimple Lie group with Lie algebra $\mathfrak{g}_{0}$. Fix a Cartan involution $\theta$ and Cartan decomposition $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$, and let $K$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{k}_{0}$. Prove that if $\mathfrak{g}_{0}$ does not have a Cartan subalgebra contained in $\mathfrak{k}_{0}$, then there does not exist $k \in K$ such that $\theta=\operatorname{Ad}(k)$.
12. Let $\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be a maximally noncompact $\theta$ stable Cartan subalgebra. Prove that if $\alpha$ is a root, then $\alpha+\theta \alpha$ is not a root.
13. For $\mathfrak{g}_{0}=\mathfrak{s l}(2 n, \mathbb{R})$, let $\mathfrak{h}_{0}^{(i)}$ consist of all block-diagonal matrices whose first $i$ blocks are of size 2 of the form $\left\{\left(\begin{array}{rr}t_{j} & \theta_{j} \\ -\theta_{j} & t_{j}\end{array}\right)\right\}$, for $1 \leq j \leq i$, and whose remaining blocks are $2(n-i)$ blocks of size 1 .
(a) Prove that the $\mathfrak{h}_{0}^{(i)}, 0 \leq i \leq n$, form a complete set of nonconjugate Cartan subalgebras of $\mathfrak{g}_{0}$.
(b) Relate $\mathfrak{h}_{0}^{(i)}$ to the maximally compact $\theta$ stable Cartan subalgebra of Example 2 in $\S 8$, using Cayley transforms.
(c) Relate $\mathfrak{h}_{0}^{(i)}$ to the maximally noncompact $\theta$ stable Cartan subalgebra of diagonal matrices, using Cayley transforms.
14. The example in $\S 7$ constructs four Cartan subalgebras for $\mathfrak{s p}(2, \mathbb{R})$. The first one $\mathfrak{h}_{0}$ is maximally noncompact, and the last one $\mathfrak{h}_{0}^{\prime}$ is maximally compact. The second one has noncompact part contained in $\mathfrak{h}_{0}$ and compact part contained in $\mathfrak{h}_{0}^{\prime}$, but the third one does not. Show that the third one is not even conjugate to a Cartan subalgebra whose noncompact part is contained in $\mathfrak{h}_{0}$ and whose compact part is contained in $\mathfrak{h}_{0}^{\prime}$.
15. Let a (2n)-by-( $2 n$ ) matrix be given in block form by $\frac{\sqrt{2}}{2}\left(\begin{array}{ll}1 & i \\ i & 1\end{array}\right)$. Define a mapping $X \mapsto Y$ of the set of (2n)-by-( $2 n$ ) complex matrices to itself by $Y=\left(\begin{array}{ll}1 & i \\ i & 1\end{array}\right) X\left(\begin{array}{ll}1 & i \\ i & 1\end{array}\right)^{-1}$.
(a) Prove that the map carries $\mathfrak{s u}(n, n)$ to an image whose members $Y$ are characterized by $\operatorname{Tr} Y=0$ and $J Y+Y^{*} J=0$, where $J$ is as in Example 2 of §I.8.
(b) Prove that the mapping exhibits $\mathfrak{s u}(n, n) \cap \mathfrak{s p}(n, \mathbb{C})$ as isomorphic with $\mathfrak{s p}(n, \mathbb{R})$.
(c) Within $\mathfrak{g}_{0}=\mathfrak{s u}(n, n) \cap \mathfrak{s p}(n, \mathbb{C})$, let $\theta$ be negative conjugate transpose. Define $\mathfrak{h}_{0}$ to be the Cartan subalgebra in (6.102). Referring to Example 3 in $\S$ II.1, find all root vectors and identify which are compact and which are noncompact. Interpret the above mapping on $\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$ as a product of Cayley transforms $\mathbf{c}_{\beta}$. Which roots $\beta$ are involved?
16. (a) Prove that every element of $S L(2, \mathbb{R})$ is conjugate to at least one matrix of the form

$$
\left(\begin{array}{cc}
a & 0 \\
0 & a^{-1}
\end{array}\right), \quad\left(\begin{array}{ll}
1 & t \\
0 & 1
\end{array}\right), \quad\left(\begin{array}{rr}
-1 & t \\
0 & -1
\end{array}\right), \quad \text { or } \quad\left(\begin{array}{rr}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)
$$

Here $a$ is nonzero, and $t$ and $\theta$ are arbitrary in $\mathbb{R}$.
(b) Prove that the exponential map from $\mathfrak{s l}(2, \mathbb{R})$ into $S L(2, \mathbb{R})$ has image

$$
\{X \mid \operatorname{Tr} X>-2\} \cup\{-1\} .
$$

17. Let $\mathfrak{g}$ be a simple complex Lie algebra. Describe the Vogan diagram of $\mathfrak{g}^{\mathbb{R}}$.
18. This problem examines the effect on the painting in a Vogan diagram when the positive system is changed from $\Delta^{+}$to $s_{\alpha} \Delta^{+}$, where $\alpha$ is an imaginary simple root.
(a) Show that the new diagram is a Vogan diagram with the same Dynkin diagram and automorphism and with the painting unchanged at the position of $\alpha$ and at all positions not adjacent to $\alpha$.
(b) If $\alpha$ is compact, show that there is no change in the painting of imaginary roots in positions adjacent to $\alpha$.
(c) If $\alpha$ is noncompact, show that the painting of an imaginary root at a position adjacent to $\alpha$ is reversed unless the root is connected by a double line to $\alpha$ and is long, in which case it is unchanged.
(d) Devise an algorithm for a Vogan diagram of type $A_{n}$ for a step-by-step change of positive system so that ultimately at most one simple root is painted (as is asserted to be possible by Theorem 6.96).
19. In the Vogan diagram from Theorem 6.96 for the Lie algebra F II of $\S 10$, the simple root $\frac{1}{2}\left(e_{1}-e_{2}-e_{3}-e_{4}\right)$ is noncompact, and the simple roots $e_{2}-e_{3}$, $e_{3}-e_{4}$, and $e_{4}$ are compact.
(a) Verify that $\frac{1}{2}\left(e_{1}-e_{2}+e_{3}+e_{4}\right)$ is noncompact.
(b) The roots $\frac{1}{2}\left(e_{1}-e_{2}-e_{3}-e_{4}\right)$ and $\frac{1}{2}\left(e_{1}-e_{2}+e_{3}+e_{4}\right)$ are orthogonal and noncompact, yet (6.108) says that F II has real rank one. Explain.
20. The Vogan diagram of FI , as given by Theorem 6.96 , has $e_{2}-e_{3}$ as its one and only noncompact simple root. What strongly orthogonal set of noncompact roots is produced by the algorithm of $\S 11$ ?
21. Verify the assertion in (6.108) that E VII has real rank 3 and restricted roots of type $C_{3}$.

Problems 22-24 give further information about the Cartan decomposition $\mathfrak{g}_{0}=$ $\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ of a real semisimple Lie algebra. Let $B$ be the Killing form of $\mathfrak{g}_{0}$.
22. Let $\mathfrak{p}_{0}^{\prime}$ be an ad $\mathfrak{k}_{0}$ invariant subspace of $\mathfrak{p}_{0}$, and define $\mathfrak{p}_{0}^{\prime}{ }^{\perp}$ to be the set of all $X \in \mathfrak{p}_{0}$ such that $B\left(X, \mathfrak{p}_{0}^{\prime}\right)=0$. Prove that $B\left(\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}^{\prime \perp}\right], \mathfrak{k}_{0}\right)=0$, and conclude that $\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}^{\prime}{ }^{\perp}\right]=0$.
23. If $\mathfrak{p}_{0}^{\prime}$ is an ad $\mathfrak{k}_{0}$ invariant subspace of $\mathfrak{p}_{0}$, prove that $\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}\right] \oplus \mathfrak{p}_{0}^{\prime}$ is an ideal in $\mathfrak{g}_{0}$.
24. Under the additional assumption that $\mathfrak{g}_{0}$ is simple but not compact, prove that
(a) $\left[\mathfrak{p}_{0}, \mathfrak{p}_{0}\right]=\mathfrak{k}_{0}$
(b) $\mathfrak{k}_{0}$ is a maximal proper Lie subalgebra of $\mathfrak{g}_{0}$.

Problems 25-27 deal with low-dimensional isomorphisms.
25. Establish the following isomorphisms by using Vogan diagrams:
(a) the isomorphisms in (6.110)
(b) $\mathfrak{s l}(4, \mathbb{R}) \cong \mathfrak{s o}(3,3), \mathfrak{s u}(2,2) \cong \mathfrak{s o}(4,2), \mathfrak{s p}(2, \mathbb{R}) \cong \mathfrak{s o}(3,2)$
(c) $\mathfrak{s p}(2) \cong \mathfrak{s o}(5), \mathfrak{s u}(4) \cong \mathfrak{s o}(6), \mathfrak{s u}(2) \oplus \mathfrak{s u}(2) \cong \mathfrak{s o}(4)$.
26. (a) Prove that the mapping of Problem 36 of Chapter II gives an isomorphism of $\mathfrak{s l}(4, \mathbb{R})$ onto $\mathfrak{s o}(3,3)$.
(b) Prove that the mapping of Problem 38 of Chapter II gives an isomorphism of $\mathfrak{s p}(2, \mathbb{R})$ onto $\mathfrak{s o}(3,2)$.
27. Prove that the Lie algebra isomorphisms of Problem 25 b induce Lie group homomorphisms $S L(4, \mathbb{R}) \rightarrow S O(3,3)_{0}, S U(2,2) \rightarrow S O(4,2)_{0}$, and $S p(2, \mathbb{R}) \rightarrow S O(3,2)_{0}$. What is the kernel in each case?

Problems 28-35 concern quasisplit Lie algebras and inner forms. They use facts about Borel subalgebras, which are defined in Chapter V. Let $\mathfrak{g}_{0}$ be a real semisimple Lie algebra with complexification $\mathfrak{g}$, and let $\sigma$ be the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}: \sigma(X+i Y)=X-i Y$ for $X$ and $Y$ in $\mathfrak{g}_{0}$. The Lie algebra $\mathfrak{g}_{0}$ is said to be quasisplit if $\mathfrak{g}$ has a Borel subalgebra $\mathfrak{b}$ such that $\sigma(\mathfrak{b})=\mathfrak{b}$. Any split real form of $\mathfrak{g}$ is quasisplit. Two real forms $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ of $\mathfrak{g}$, with respective conjugations $\sigma$ and $\sigma^{\prime}$, are said to be inner forms of one another if there exists $g \in \operatorname{Int} \mathfrak{g}$ such that $\sigma^{\prime}=\operatorname{Ad}(g) \circ \sigma$; this is an equivalence relation. This sequence of problems shows that any real form of $\mathfrak{g}$ is an inner form of a quasisplit form, the quasisplit form being unique up to the action of Int $\mathfrak{g}$. The problems also give a useful criterion for deciding which real forms are quasisplit.
28. Show that the conjugation $\sigma_{m, n}$ of $\mathfrak{s l}(m+n, \mathbb{C})$ with respect to $\mathfrak{s u}(m, n)$ is $\sigma_{m, n}(X)=-I_{m, n} X^{*} I_{m, n}$. Deduce that $\mathfrak{s u}(m, n)$ and $\mathfrak{s u}\left(m^{\prime}, n^{\prime}\right)$ are inner forms of one another if $m+n=m^{\prime}+n^{\prime}$.
29. Let $\mathfrak{g}_{0}$ be a real form of $\mathfrak{g}$, and let $\sigma$ be the corresponding conjugation of $\mathfrak{g}$. Prove that there exists an automorphism $\Sigma$ of $\operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)$ whose differential is $\sigma$.
30. Problem 35 of Chapter V dealt with a triple $\left(\mathfrak{b}, \mathfrak{h},\left\{X_{\alpha}\right\}\right)$ consisting of a Borel subalgebra $\mathfrak{b}$ of $\mathfrak{g}$, a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ that lies in $\mathfrak{b}$, and a system of nonzero root vectors for the simple roots in the positive system of roots defining $\mathfrak{b}$. Let $\left(\mathfrak{b}^{\prime}, \mathfrak{h}^{\prime},\left\{X_{\alpha^{\prime}}\right\}\right)$ be another such triple. Under the assumption
that there is a compact Lie algebra $\mathfrak{u}_{0}$ that is a real form of $\mathfrak{g}$ and has the property that $\mathfrak{h}_{0}=\mathfrak{h} \cap \mathfrak{u}_{0}$ is a maximal abelian subalgebra of $\mathfrak{u}_{0}$, that problem showed that there exists an element $g \in \operatorname{Int} \mathfrak{g}$ such that $\operatorname{Ad}(g) \mathfrak{b}=\mathfrak{b}^{\prime}, \operatorname{Ad}(g) \mathfrak{h}=\mathfrak{h}^{\prime}$, and $\operatorname{Ad}(g)\left\{X_{\alpha}\right\}=\left\{X_{\alpha^{\prime}}\right\}$. Prove that the assumption about the existence of $\mathfrak{u}_{0}$ is automatically satisfied and that the element $g$ is unique.
31. Let $\mathfrak{g}_{0}$ be a real form of $\mathfrak{g}$, let $\sigma$ be the corresponding conjugation of $\mathfrak{g}$, and let $\left(\mathfrak{b}, \mathfrak{h},\left\{X_{\alpha}\right\}\right)$ be a triple as in Problem 30. Choose $g \in \operatorname{Int} \mathfrak{g}$ as in that problem carrying the triple $\left(\mathfrak{b}, \mathfrak{h},\left\{X_{\alpha}\right\}\right)$ to the triple $\sigma\left(\mathfrak{b}, \mathfrak{h},\left\{X_{\alpha}\right\}\right)=$ $\left(\sigma(\mathfrak{b}), \sigma(\mathfrak{h}), \sigma\left\{X_{\alpha}\right\}\right)$, and let $\sigma^{\prime}=\operatorname{Ad}(g)^{-1} \circ \sigma$. Prove that $\left(\sigma^{\prime}\right)^{2}$ is in Int $\mathfrak{g}$, deduce that $\left(\sigma^{\prime}\right)^{2}=1$, and conclude that $\sigma^{\prime}$ is the conjugation of $\mathfrak{g}$ with respect to a quasisplit real form $\mathfrak{g}_{0}^{\prime}$ of $\mathfrak{g}$ such that $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ are inner forms of one another.
32. Let $\mathfrak{g}_{0}$ be a quasisplit real form of $\mathfrak{g}$, let $\sigma$ be the corresponding conjugation of $\mathfrak{g}$, and let $\mathfrak{b}$ be a Borel subalgebra of $\mathfrak{g}$ such that $\sigma(\mathfrak{b})=\mathfrak{b}$. Write $\mathfrak{b}=\mathfrak{h} \oplus \mathfrak{n}$ for a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$, where $\mathfrak{n}=[\mathfrak{b}, \mathfrak{b}]$. Let $H_{\delta}$ be the member of $\mathfrak{h}$ corresponding to half the sum of the positive roots, and let $\mathfrak{h}^{\prime}$ be the centralizer $Z_{\mathfrak{b}}\left(H_{\delta}+\sigma\left(H_{\delta}\right)\right)$. Using Problem 34 of Chapter V, prove that $\mathfrak{h}^{\prime}$ is a Cartan subalgebra of $\mathfrak{g}$ such that $\mathfrak{b}=\mathfrak{h}^{\prime} \oplus \mathfrak{n}$ and $\sigma\left(\mathfrak{h}^{\prime}\right)=\mathfrak{h}^{\prime}$.
33. Let $\mathfrak{g}_{0}$ be a real form of $\mathfrak{g}$, and let $\theta$ be a Cartan involution of $\mathfrak{g}_{0}$. Prove that the following are equivalent:
(a) The real form $\mathfrak{g}_{0}$ is quasisplit.
(b) If $\mathfrak{h}_{0}=\mathfrak{a}_{0} \oplus \mathfrak{t}_{0}$ is a maximally noncompact $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$ and if $\mathfrak{h}=\mathfrak{h}_{0}^{\mathbb{C}}$, then $\Delta(\mathfrak{g}, \mathfrak{h})$ has no imaginary roots.
(c) If $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ is the Cartan decomposition of $\mathfrak{g}_{0}$ with respect to $\theta$ and if $\mathfrak{a}_{0}$ is maximal abelian in $\mathfrak{p}_{0}$, then $\mathfrak{m}_{0}=Z_{\mathfrak{k}_{0}}\left(\mathfrak{a}_{0}\right)$ is abelian.
34. Let $\mathfrak{g}_{0}$ be a quasisplit real form of $\mathfrak{g}$, let $\sigma$ be the corresponding conjugation of $\mathfrak{g}$, and let $\mathfrak{b}$ be a Borel subalgebra of $\mathfrak{g}$ such that $\sigma(\mathfrak{b})=\mathfrak{b}$. Using Problem 32, write $\mathfrak{b}=\mathfrak{h} \oplus \mathfrak{n}$ for a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ with $\sigma(\mathfrak{h})=\mathfrak{h}$, where $\mathfrak{n}=[\mathfrak{b}, \mathfrak{b}]$. Prove that the set $\left\{X_{\alpha}\right\}$ of root vectors for simple roots can be chosen so that $\sigma\left\{X_{\alpha}\right\}=\left\{X_{\alpha}\right\}$.
35. Let $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ be quasisplit real forms of $\mathfrak{g}$, let $\sigma$ and $\sigma^{\prime}$ be their corresponding conjugations of $\mathfrak{g}$, and suppose that $\left(\mathfrak{b}, \mathfrak{h},\left\{X_{\alpha}\right\}\right)$ and $\left(\mathfrak{b}^{\prime}, \mathfrak{h}^{\prime},\left\{X_{\alpha^{\prime}}\right\}\right)$ are triples as in Problem 30 such that $\sigma\left(\mathfrak{b}, \mathfrak{h},\left\{X_{\alpha}\right\}\right)=\left(\mathfrak{b}, \mathfrak{h},\left\{X_{\alpha}\right\}\right)$ and $\sigma^{\prime}\left(\mathfrak{b}^{\prime}, \mathfrak{h}^{\prime},\left\{X_{\alpha^{\prime}}\right\}\right)=\left(\mathfrak{b}^{\prime}, \mathfrak{h}^{\prime},\left\{X_{\alpha^{\prime}}\right\}\right)$. Choose $g \in$ Int $\mathfrak{g}$ by that problem such that $\operatorname{Ad}(g)\left(\mathfrak{b}, \mathfrak{h},\left\{X_{\alpha}\right\}\right)=\left(\mathfrak{b}^{\prime}, \mathfrak{h}^{\prime},\left\{X_{\alpha^{\prime}}\right\}\right)$. Prove that if $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ are inner forms of one another, then the automorphism $\operatorname{Ad}(g) \circ \sigma \circ \operatorname{Ad}(g)^{-1} \circ \sigma^{\prime}$ of $\mathfrak{g}$ sends $\left(\mathfrak{b}^{\prime}, \mathfrak{h}^{\prime},\left\{X_{\alpha^{\prime}}\right\}\right)$ to itself and is inner, and conclude that $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ are conjugate via Int $\mathfrak{g}$.

## CHAPTER VII

## Advanced Structure Theory


#### Abstract

The first main results are that simply connected compact semisimple Lie groups are in one-one correspondence with abstract Cartan matrices and their associated Dynkin diagrams and that the outer automorphisms of such a group correspond exactly to automorphisms of the Dynkin diagram. The remainder of the first section prepares for the definition of a reductive Lie group: A compact connected Lie group has a complexification that is unique up to holomorphic isomorphism. A semisimple Lie group of matrices is topologically closed and has finite center.

Reductive Lie groups $G$ are defined as 4-tuples $(G, K, \theta, B)$ satisfying certain compatibility conditions. Here $G$ is a Lie group, $K$ is a compact subgroup, $\theta$ is an involution of the Lie algebra $\mathfrak{g}_{0}$ of $G$, and $B$ is a bilinear form on $\mathfrak{g}_{0}$. Examples include semisimple Lie groups with finite center, any connected closed linear group closed under conjugate transpose, and the centralizer in a reductive group of a $\theta$ stable abelian subalgebra of the Lie algebra. The involution $\theta$, which is called the "Cartan involution" of the Lie algebra, is the differential of a global Cartan involution $\Theta$ of $G$. In terms of $\Theta, G$ has a global Cartan decomposition that generalizes the polar decomposition of matrices.

A number of properties of semisimple Lie groups with finite center generalize to reductive Lie groups. Among these are the conjugacy of the maximal abelian subspaces of the -1 eigenspace $\mathfrak{p}_{0}$ of $\theta$, the theory of restricted roots, the Iwasawa decomposition, and properties of Cartan subalgebras. The chapter addresses also some properties not discussed in Chapter VI, such as the $K A_{\mathfrak{p}} K$ decomposition and the Bruhat decomposition. Here $A_{\mathfrak{p}}$ is the analytic subgroup corresponding to a maximal abelian subspace of $\mathfrak{p}_{0}$.

The degree of disconnectedness of the subgroup $M_{\mathfrak{p}}=Z_{K}\left(A_{\mathfrak{p}}\right)$ controls the disconnectedness of many other subgroups of $G$. The most complete description of $M_{\mathfrak{p}}$ is in the case that $G$ has a complexification, and then serious results from Chapter V about representation theory play a decisive role.

Parabolic subgroups are closed subgroups containing a conjugate of $M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$. They are parametrized up to conjugacy by subsets of simple restricted roots. A Cartan subgroup is defined to be the centralizer of a Cartan subalgebra. It has only finitely many components, and each regular element of $G$ lies in one and only one Cartan subgroup of $G$. When $G$ has a complexification, the component structure of Cartan subgroups can be identified in terms of the elements that generate $M_{\mathfrak{p}}$.

A reductive Lie group $G$ that is semisimple has the property that $G / K$ admits a complex structure with $G$ acting holomorphically if and only if the centralizer in $\mathfrak{g}_{0}$ of the center of the Lie algebra $\mathfrak{k}_{0}$ of $K$ is just $\mathfrak{k}_{0}$. In this case, $G / K$ may be realized as a bounded domain in some $\mathbb{C}^{n}$ by means of the Harish-Chandra decomposition. The proof of the Harish-Chandra


decomposition uses facts about parabolic subgroups. The spaces $G / K$ of this kind may be classified easily by inspection of the classification of simple real Lie algebras in Chapter VI.

## 1. Further Properties of Compact Real Forms

Some aspects of compact real forms of complex semisimple Lie algebras were omitted in Chapter VI in order to move more quickly toward the classification of simple real Lie algebras. We take up these aspects now in order to prepare for the more advanced structure theory to be discussed in this chapter. The topics in this section are classification of compact semisimple Lie algebras and simply connected compact semisimple Lie groups, complex structures on semisimple Lie groups whose Lie algebras are complex, automorphisms of complex semisimple Lie algebras, and properties of connected linear groups with reductive Lie algebra. Toward the end of this section we discuss Weyl's unitary trick.

Proposition 7.1. The isomorphism classes of compact semisimple Lie algebras $\mathfrak{g}_{0}$ and the isomorphism classes of complex semisimple Lie algebras $\mathfrak{g}$ are in one-one correspondence, the correspondence being that $\mathfrak{g}$ is the complexification of $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}$ is a compact real form of $\mathfrak{g}$. Under this correspondence simple Lie algebras correspond to simple Lie algebras.

REmARK. The proposition implies that the complexification of a compact simple Lie algebra is simple. It then follows from Theorem 6.94 that a compact simple Lie algebra is never complex.

Proof. If a compact semisimple $\mathfrak{g}_{0}$ is given, we know that its complexification $\mathfrak{g}$ is complex semisimple. In the reverse direction Theorem 6.11 shows that any complex semisimple $\mathfrak{g}$ has a compact real form, and Corollary 6.20 shows that the compact real form is unique up to isomorphism. This proves the correspondence. If a complex $\mathfrak{g}$ is simple, then it is trivial that any real form is simple.

Conversely suppose that $\mathfrak{g}_{0}$ is compact simple. Arguing by contradiction, suppose that the complexification $\mathfrak{g}$ is semisimple but not simple. Write $\mathfrak{g}$ as the direct sum of simple ideals $\mathfrak{g}_{i}$ by Theorem 1.54, and let $\left(\mathfrak{g}_{i}\right)_{0}$ be a compact real form of $\mathfrak{g}_{i}$ as in Theorem 6.11. The Killing forms of distinct $\mathfrak{g}_{i}$ 's are orthogonal, and it follows that the Killing form of the direct sum of the $\left(\mathfrak{g}_{i}\right)_{0}$ 's is negative definite. By Proposition 4.27, the direct sum of the $\left(\mathfrak{g}_{i}\right)_{0}$ 's is a compact real form of $\mathfrak{g}$. By Corollary 6.20 the direct sum of the $\left(\mathfrak{g}_{i}\right)_{0}$ 's is isomorphic to $\mathfrak{g}_{0}$ and exhibits $\mathfrak{g}_{0}$ as semisimple but not simple, contradiction.

Proposition 7.2. The isomorphism classes of simply connected compact semisimple Lie groups are in one-one correspondence with the isomorphism classes of compact semisimple Lie algebras by passage from a Lie group to its Lie algebra.

Proof. The Lie algebra of a compact semisimple group is compact semisimple by Proposition 4.23. Conversely if a compact semisimple Lie algebra $\mathfrak{g}_{0}$ is given, then the Killing form of $\mathfrak{g}_{0}$ is negative definite by Corollary 4.26 and Cartan's Criterion for Semisimplicity (Theorem 1.45). Consequently Int $\mathfrak{g}_{0}$ is a subgroup of a compact orthogonal group. On the other hand, Propositions 1.120 and 1.121 show that $\operatorname{Int} \mathfrak{g}_{0} \cong\left(\operatorname{Aut} \mathfrak{g}_{0}\right)_{0}$ and hence that Int $\mathfrak{g}_{0}$ is closed. Thus Int $\mathfrak{g}_{0}$ is a compact connected Lie group with Lie algebra ad $\mathfrak{g}_{0} \cong \mathfrak{g}_{0}$. By Weyl's Theorem (Theorem 4.69) a universal covering group of Int $\mathfrak{g}_{0}$ is a simply connected compact semisimple group with Lie algebra $\mathfrak{g}_{0}$. Since two simply connected analytic groups with isomorphic Lie algebras are isomorphic, the proposition follows.

Corollary 7.3. The isomorphism classes of
(a) simply connected compact semisimple Lie groups,
(b) compact semisimple Lie algebras,
(c) complex semisimple Lie algebras,
(d) reduced abstract root systems, and
(e) abstract Cartan matrices and their associated Dynkin diagrams
are in one-one correspondence by passage from a Lie group to its Lie algebra, then to the complexification of the Lie algebra, and then to the underlying root system.

Proof. The correspondence of (a) to (b) is addressed by Proposition 7.2, that of (b) to (c) is addressed by Proposition 7.1, and that of (c) to (d) to (e) is addressed by Chapter II.

Proposition 7.4. A semisimple Lie group $G$ whose Lie algebra $\mathfrak{g}$ is complex admits uniquely the structure of a complex Lie group in such a way that the exponential mapping is holomorphic.

Remark. The proof will invoke Proposition 1.110, which in the general case made use of the complex form of Ado's Theorem (Theorem B.8). For semisimple $G$, the use of Ado's Theorem is not necessary. One has only to invoke the matrix-group form of Proposition 1.110 for the matrix group $\operatorname{Ad}(G)$ and then lift the complex structure from $\operatorname{Ad}(G)$ to the covering group $G$. As a result of this proposition, we may speak unambiguously of
a complex semisimple Lie group as being a semisimple Lie group whose Lie algebra is complex.

Proof. For existence, suppose that $\mathfrak{g}$ is complex. Then the converse part of Proposition 1.110 shows that $G$ admits the structure of a complex Lie group compatibly with the multiplication-by- $i$ mapping within $\mathfrak{g}$, and the direct part of Proposition 1.110 says that the exponential mapping is holomorphic. For uniqueness, suppose that $G$ is complex with a holomorphic exponential mapping. Since $\exp$ is invertible as a smooth function on some open neighborhood $V$ of the identity, ( $V, \exp ^{-1}$ ) is a chart for the complex structure on $G$, and the left translates ( $L_{g} V$, $\exp ^{-1} \circ L_{g}^{-1}$ ) form an atlas. This atlas does not depend on what complex structure makes $G$ into a complex Lie group with holomorphic exponential mapping, and thus the complex structure is unique.

Proposition 7.5. A complex semisimple Lie group necessarily has finite center. Let $G$ and $G^{\prime}$ be complex semisimple Lie groups, and let $K$ and $K^{\prime}$ be the subgroups fixed by the respective global Cartan involutions of $G$ and $G^{\prime}$. Then $K$ and $K^{\prime}$ are compact, and a homomorphism of $K$ into $K^{\prime}$ as Lie groups induces a holomorphic homomorphism of $G$ into $G^{\prime}$. If the homomorphism $K \rightarrow K^{\prime}$ is an isomorphism, then the holomorphic homomorphism $G \rightarrow G^{\prime}$ is a holomorphic isomorphism.

Proof. If $G$ has Lie algebra $\mathfrak{g}$, then the most general Cartan decomposition of $\mathfrak{g}^{\mathbb{R}}$ is $\mathfrak{g}^{\mathbb{R}}=\mathfrak{g}_{0} \oplus i \mathfrak{g}_{0}$, where $\mathfrak{g}_{0}$ is a compact real form of $\mathfrak{g}$ by Proposition 6.14 and Corollary 6.19. The Lie algebra $\mathfrak{g}_{0}$ is compact semisimple, and Weyl's Theorem (Theorem 4.69) shows that the corresponding analytic subgroup $K$ is compact. Theorem 6.31f then shows that $G$ has finite center.

In a similar fashion let $\mathfrak{g}^{\prime}$ be the Lie algebra of $G^{\prime}$. We may suppose that there is a Cartan decomposition $\mathfrak{g}^{\not \mathbb{R}}=\mathfrak{g}_{0}^{\prime} \oplus i \mathfrak{g}_{0}^{\prime}$ of $\mathfrak{g}^{\mathbb{R} \mathbb{R}}$ such that $K^{\prime}$ is the analytic subgroup of $G^{\prime}$ with Lie algebra $\mathfrak{g}_{0}^{\prime}$. As with $K, K^{\prime}$ is compact.

A homomorphism $\varphi$ of $K$ into $K^{\prime}$ yields a homomorphism $d \varphi$ of $\mathfrak{g}_{0}$ into $\mathfrak{g}_{0}^{\prime}$, and this extends uniquely to a complex-linear homomorphism, also denoted $d \varphi$, of $\mathfrak{g}$ into $\mathfrak{g}^{\prime}$. Let $\widetilde{G}$ be a universal covering group of $G$, let $e: \widetilde{G} \rightarrow G$ be the covering homomorphism, and let $\widetilde{K}$ be the analytic subgroup of $\widetilde{G}$ with Lie algebra $\mathfrak{g}_{0}$. Since $\widetilde{G}$ is simply connected, $d \varphi$ lifts to a smooth homomorphism $\widetilde{\varphi}$ of $\widetilde{G}$ into $G^{\prime}$.

We want to see that $\widetilde{\varphi}$ descends to a homomorphism of $G$ into $G^{\prime}$. To see this, we show that $\widetilde{\varphi}$ is 1 on the kernel of $e$. The restriction $\left.\widetilde{\varphi}\right|_{\tilde{K}}$ and the composition $\varphi \circ\left(\left.e\right|_{\widetilde{K}}\right)$ both have $d \varphi$ as differential. Therefore they are equal,
and $\widetilde{\varphi}$ is 1 on the kernel of $\left.e\right|_{\tilde{K}}$. Theorem 6.31e shows that the kernel of $e$ in $\widetilde{G}$ is contained in $\widetilde{K}$, and it follows that $\widetilde{\varphi}$ descends to a homomorphism of $G$ into $G^{\prime}$ with differential $d \varphi$. Let us call this homomorphism $\varphi$. Then $\varphi$ is a homomorphism between complex Lie groups, and its differential is complex linear. By Proposition 1.110, $\varphi$ is holomorphic.

If the given homomorphism is an isomorphism, then we can reverse the roles of $G$ and $G^{\prime}$, obtaining a holomorphic homomorphism $\psi: G^{\prime} \rightarrow G$ whose differential is the inverse of $d \varphi$. Since $\psi \circ \varphi$ and $\varphi \circ \psi$ have differential the identity, $\varphi$ and $\psi$ are inverses. Therefore $\varphi$ is a holomorphic isomorphism.

Corollary 7.6. If $G$ is a complex semisimple Lie group, then $G$ is holomorphically isomorphic to a complex Lie group of matrices.

Proof. Let $\mathfrak{g}$ be the Lie algebra of $G$, let $\mathfrak{g}^{\mathbb{R}}=\mathfrak{g}_{0} \oplus i \mathfrak{g}_{0}$ be a Cartan decomposition of $\mathfrak{g}^{\mathbb{R}}$, and let $K$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{g}_{0}$. The group $K$ is compact by Proposition 7.5. By Corollary 4.22, $K$ is isomorphic to a closed linear group, say $K^{\prime}$, and there is no loss of generality in assuming that the members of $K^{\prime}$ are in $G L(V)$ for a real vector space $V$. Let $\mathfrak{g}_{0}^{\prime}$ be the linear Lie algebra of $K^{\prime}$, and write the complexification $\mathfrak{g}^{\prime}$ of $\mathfrak{g}_{0}^{\prime}$ as a Lie algebra of complex endomorphisms of $V^{\mathbb{C}}$. If $G^{\prime}$ is the analytic subgroup of $G L\left(V^{\mathbb{C}}\right)$ with Lie algebra $\mathfrak{g}^{\prime}$, then $G^{\prime}$ is a complex Lie group by Corollary 1.116 since $G L\left(V^{\mathbb{C}}\right)$ is complex and $\mathfrak{g}^{\prime}$ is closed under multiplication by $i$. Applying Proposition 7.5 , we can extend the isomorphism of $K$ onto $K^{\prime}$ to a holomorphic isomorphism of $G$ onto $G^{\prime}$. Thus $G^{\prime}$ provides the required complex Lie group of matrices.

Let $G$ be a semisimple Lie group, and suppose that $G^{\mathbb{C}}$ is a complex semisimple Lie group such that $G$ is an analytic subgroup of $G^{\mathbb{C}}$ and the Lie algebra of $G^{\mathbb{C}}$ is the complexification of the Lie algebra of $G$. Then we say that $G^{\mathbb{C}}$ is a complexification of $G$ and that $G$ has a complexification $G^{\mathbb{C}}$. For example, $S U(n)$ and $S L(n, \mathbb{R})$ both have $S L(n, \mathbb{C})$ as complexification. Because of Corollary 7.6 it will follow from Proposition 7.9 below that if $G$ has a complexification $G^{\mathbb{C}}$, then $G$ is necessarily closed in $G^{\mathbb{C}}$. Not every semisimple Lie group has a complexification; because of Corollary 7.6, the example at the end of $\S V I .3$ shows that a double cover of $S L(2, \mathbb{R})$ has no complexification. If $G$ has a complexification, then the complexification is not necessarily unique up to isomorphism. However, Proposition 7.5 shows that the complexification is unique if $G$ is compact.

We now use the correspondence of Corollary 7.3 to investigate automorphisms of complex semisimple Lie algebras.

Lemma 7.7. Let $G$ be a complex semisimple Lie group with Lie algebra $\mathfrak{g}$, let $\mathfrak{h}$ be a Cartan subalgebra of $\mathfrak{g}$, and let $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ be a positive system for the roots. If $H$ denotes the analytic subgroup of $G$ with Lie algebra $\mathfrak{h}$, then any member of Int $\mathfrak{g}$ carrying $\mathfrak{h}$ to itself and $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ to itself is in $\operatorname{Ad}_{\mathfrak{g}}(H)$.

Proof. The construction of Theorem 6.11 produces a compact real form $\mathfrak{g}_{0}$ of $\mathfrak{g}$ such that $\mathfrak{g}_{0} \cap \mathfrak{h}=\mathfrak{h}_{0}$ is a maximal abelian subspace of $\mathfrak{g}_{0}$. The decomposition $\mathfrak{g}^{\mathbb{R}}=\mathfrak{g}_{0} \oplus i \mathfrak{g}_{0}$ is a Cartan decomposition of $\mathfrak{g}^{\mathbb{R}}$ by Proposition 6.14, and we let $\theta$ be the Cartan involution. Let $K$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{g}_{0}$. The subgroup $K$ is compact by Proposition 7.5. If $T$ is the analytic subgroup of $K$ with Lie algebra $\mathfrak{h}_{0}$, then $T$ is a maximal torus of $K$.

Let $g$ be in $G$, and suppose that $\operatorname{Ad}(g)$ carries $\mathfrak{h}$ to itself and $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ to itself. By Theorem 6.31 we can write $g=k \exp X$ with $k \in K$ and $X \in i \mathfrak{g}_{0}$. The map $\operatorname{Ad}(\Theta g)$ is the differential at 1 of $g \mapsto(\Theta g) x(\Theta g)^{-1}=$ $\Theta\left(g(\Theta x) g^{-1}\right)$, hence is $\theta \operatorname{Ad}(g) \theta$. Since $\theta \mathfrak{h}=\mathfrak{h}, \operatorname{Ad}(\Theta g)$ carries $\mathfrak{h}$ to itself. Therefore so does $\operatorname{Ad}\left((\Theta g)^{-1} g\right)=\operatorname{Ad}(\exp 2 X)$.

The linear transformation $\operatorname{Ad}(\exp 2 X)$ is diagonable on $\mathfrak{g}^{\mathbb{R}}$ with positive eigenvalues. Since it carries $\mathfrak{h}$ to $\mathfrak{h}$, there exists a real subspace $\mathfrak{h}^{\prime}$ of $\mathfrak{g}^{\mathbb{R}}$ carried to itself by $\operatorname{Ad}(\exp 2 X)$ such that $\mathfrak{g}^{\mathbb{R}}=\mathfrak{h} \oplus \mathfrak{h}^{\prime}$. The transformation $\operatorname{Ad}(\exp 2 X)$ has a unique diagonable logarithm with real eigenvalues, and there are two candidates for this logarithm. One is ad $2 X$, and the other is the sum of the logarithms on $\mathfrak{h}$ and $\mathfrak{h}^{\prime}$ separately. By uniqueness we conclude that ad $2 X$ carries $\mathfrak{h}$ to $\mathfrak{h}$. By Proposition 2.7, $X$ is in $\mathfrak{h}$.

Therefore $\exp X$ is in $H$, and it is enough to show that $k$ is in $T$. Here $k$ is a member of $K$ such that $\operatorname{Ad}(k)$ leaves $\mathfrak{h}_{0}$ stable and $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ stable. Since $\operatorname{Ad}(k)$ leaves $\mathfrak{h}_{0}$ stable, Theorem 4.54 says that $\operatorname{Ad}(k)$ is in the Weyl group $W(\mathfrak{g}, \mathfrak{h})$. Since $\operatorname{Ad}(k)$ leaves $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ stable, Theorem 2.63 says that $\operatorname{Ad}(k)$ yields the identity element in $W(\mathfrak{g}, \mathfrak{h})$. Therefore $\operatorname{Ad}(k)$ is 1 on $\mathfrak{h}$, and $k$ commutes with $T$. By Corollary $4.52, k$ is in $T$.

Theorem 7.8. If $\mathfrak{g}_{0}$ is a compact semisimple Lie algebra and $\mathfrak{g}$ is its complexification, then the following three groups are canonically isomorphic:
(a) $\operatorname{Aut}_{\mathbb{R}} \mathfrak{g}_{0} /$ Int $\mathfrak{g}_{0}$,
(b) $\operatorname{Aut}_{\mathbb{C}} \mathfrak{g} /$ Int $\mathfrak{g}$, and
(c) the group of automorphisms of the Dynkin diagram of $\mathfrak{g}$.

Proof. By Proposition 7.4 let $G$ be a simply connected complex Lie group with Lie algebra $\mathfrak{g}$, for example a universal covering group of Int $\mathfrak{g}$.

The analytic subgroup $K$ with Lie algebra $\mathfrak{g}_{0}$ is simply connected by Theorem 6.31, and $K$ is compact by Proposition 7.5.

Fix a maximal abelian subspace $\mathfrak{h}_{0}$ of $\mathfrak{g}_{0}$, let $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ be a positive system of roots, and let $T$ be the maximal torus of $K$ with Lie algebra $\mathfrak{h}_{0}$. Let $D$ be the Dynkin diagram of $\mathfrak{g}$, and let Aut $D$ be the group of automorphisms of $D$. Any member of $\mathrm{Aut}_{\mathbb{R}} \mathfrak{g}_{0}$ extends by complexifying to a member of Aut $\mathfrak{C}_{\mathfrak{G}} \mathfrak{g}$, and members of Int $\mathfrak{g}_{0}$ yield members of Int $\mathfrak{g}$. Thus we obtain a group homomorphism $\Phi: \operatorname{Aut}_{\mathbb{R}} \mathfrak{g}_{0} / \operatorname{Int} \mathfrak{g}_{0} \rightarrow$ Aut $_{\mathbb{C}} \mathfrak{g} /$ Int $\mathfrak{g}$.

Let us observe that $\Phi$ is onto. In fact, if a member $\varphi$ of Aut $_{\mathbb{C}} \mathfrak{g}$ is given, then $\varphi\left(\mathfrak{g}_{0}\right)$ is a compact real form of $\mathfrak{g}$. By Corollary 6.20 we can adjust $\varphi$ by a member of Int $\mathfrak{g}$ so that $\varphi$ carries $\mathfrak{g}_{0}$ into itself. Thus some automorphism of $\mathfrak{g}_{0}$ is carried to the coset of $\varphi$ under $\Phi$.

We shall construct a group homomorphism $\Psi:$ Aut $_{\mathbb{C}} \mathfrak{g} /$ Int $\mathfrak{g} \rightarrow$ Aut $D$. Let $\varphi \in \operatorname{Aut}_{\mathbb{C}} \mathfrak{g}$ be given. Since $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{g}$ (by Proposition 2.13), $\varphi(\mathfrak{h})$ is another Cartan subalgebra. By Theorem 2.15 there exists $\psi_{1} \in \operatorname{Int} \mathfrak{g}$ with $\psi_{1} \varphi(\mathfrak{h})=\mathfrak{h}$. Then $\psi_{1} \varphi$ maps $\Delta(\mathfrak{g}, \mathfrak{h})$ to itself and carries $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ to another positive system $\left(\Delta^{+}\right)^{\prime}(\mathfrak{g}, \mathfrak{h})$. By Theorem 2.63 there exists a unique member $w$ of the Weyl group $W(\mathfrak{g}, \mathfrak{h})$ carrying $\left(\Delta^{+}\right)^{\prime}(\mathfrak{g}, \mathfrak{h})$ to $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$. Theorem 4.54 shows that $w$ is implemented by a member of $\operatorname{Ad}(K)$, hence by a member $\psi_{2}$ of Int $\mathfrak{g}$. Then $\psi_{2} \psi_{1} \varphi$ maps $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ to itself and yields an automorphism of the Dynkin diagram.

Let us see the effect of the choices we have made. With different choices, we would be led to some $\psi_{2}^{\prime} \psi_{1}^{\prime} \varphi$ mapping $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ to itself, and the claim is that we get the same member of Aut $D$. In fact the composition $\psi=$ $\left(\psi_{2}^{\prime} \psi_{1}^{\prime} \varphi\right) \circ\left(\psi_{2} \psi_{1} \varphi\right)^{-1}$ is in Int $\mathfrak{g}$. Lemma 7.7 shows that $\psi$ acts as the identity on $\mathfrak{h}$, and hence the automorphism of the Dynkin diagram corresponding to $\psi$ is the identity. Therefore $\psi_{2} \psi_{1} \varphi$ and $\psi_{2}^{\prime} \psi_{1}^{\prime} \varphi$ lead to the same member of Aut $D$.

Consequently the above construction yields a well defined function $\Psi$ from Aut $_{\mathbb{C}} \mathfrak{g} /$ Int $\mathfrak{g}$ into Aut $D$. Since we can adjust any $\varphi \in \operatorname{Aut}_{\mathbb{C}} \mathfrak{g}$ by a member of Int $\mathfrak{g}$ so that $\mathfrak{h}$ maps to itself and $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ maps to itself, it follows that $\Psi$ is a homomorphism.

Let us prove that $\Psi \circ \Phi$ is one-one. Thus let $\varphi \in \operatorname{Aut}_{\mathbb{R}} \mathfrak{g}_{0}$ lead to the identity element of Aut $D$. Write $\varphi$ also for the corresponding complexlinear automorphism on $\mathfrak{g}$. Theorem 4.34 shows that we may adjust $\varphi$ by a member of $\operatorname{Int} \mathfrak{g}_{0}$ so that $\varphi$ carries $\mathfrak{h}_{0}$ to itself, and Theorems 2.63 and 4.54 show that we may adjust $\varphi$ further by a member of $\operatorname{Int} \mathfrak{g}_{0}$ so that $\varphi$ carries $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ to itself. Let $E_{\alpha_{i}}$ be root vectors for the simple roots $\alpha_{1}, \ldots, \alpha_{l}$ of $\mathfrak{g}$. Since $\varphi$ is the identity on $\mathfrak{h}, \varphi\left(E_{\alpha_{i}}\right)=c_{i} E_{\alpha_{i}}$ for nonzero constants
$c_{1}, \ldots, c_{l}$. For each $j$, let $x_{j}$ be any complex number with $e^{x_{j}}=c_{j}$. Choose, for $1 \leq i \leq l$, members $h_{j}$ of $\mathfrak{h}$ with $\alpha_{i}\left(h_{j}\right)=\delta_{i j}$, and put $g=\exp \left(\sum_{j=1}^{l} x_{j} h_{j}\right)$. The element $g$ is in $H$. Then $\operatorname{Ad}(g)\left(E_{\alpha_{i}}\right)=c_{i} E_{\alpha_{i}}$ for each $i$. Consequently $\operatorname{Ad}(g)$ is a member of $\operatorname{Int} \mathfrak{g}$ that agrees with $\varphi$ on $\mathfrak{h}$ and on each $E_{\alpha_{i}}$. By the Isomorphism Theorem (Theorem 2.108), $\varphi=\operatorname{Ad}(g)$.

To complete the proof that $\Psi \circ \Phi$ is one-one, we show that $g$ is in $T$. We need to see that $\left|c_{j}\right|=1$ for all $j$, so that $x_{j}$ can be chosen purely imaginary. First we show that $\bar{E}_{\alpha_{j}}$ is a root vector for $-\alpha_{j}$ if bar denotes the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$. In fact, write $E_{\alpha_{j}}=X_{j}+i Y_{j}$ with $X_{j}$ and $Y_{j}$ in $\mathfrak{g}_{0}$. If $h$ is in $\mathfrak{h}_{0}$, then $\alpha_{j}(h)$ is purely imaginary. Since $\left[\mathfrak{h}_{0}, \mathfrak{g}_{0}\right] \subseteq \mathfrak{g}_{0}$, it follows from the equality

$$
\left[h, X_{j}\right]+i\left[h, Y_{j}\right]=\left[h, E_{\alpha_{j}}\right]=\alpha_{j}(h) E_{\alpha_{j}}=i \alpha_{j}(h) Y_{j}+\alpha_{j}(h) X_{j}
$$

that $\left[h, X_{j}\right]=i \alpha_{j}(h) Y_{j}$ and $i\left[h, Y_{j}\right]=\alpha_{j}(h) X_{j}$. Subtracting these two formulas gives

$$
\left[h, X_{j}-i Y_{j}\right]=i \alpha_{j}(h) Y_{j}-\alpha_{j}(h) X_{j}=-\alpha_{j}(h)\left(X_{j}-i Y_{j}\right)
$$

and shows that $\bar{E}_{\alpha_{j}}$ is indeed a root vector for $-\alpha_{j}$. Hence we find that [ $E_{\alpha_{j}}, \bar{E}_{\alpha_{j}}$ ] is in $\mathfrak{h}$. Since $\varphi$ is complex linear and carries $\mathfrak{g}_{0}$ to itself, $\varphi$ respects bar. Therefore $\varphi\left(\bar{E}_{\alpha_{j}}\right)=\bar{c}_{j} \bar{E}_{\alpha_{j}}$. Since $\varphi$ fixes every element of $\mathfrak{h}$, $\varphi$ fixes $\left[E_{\alpha_{j}}, \bar{E}_{\alpha_{j}}\right]$, and it follows that $c_{j} \bar{c}_{j}=1$. We conclude that $g$ is in $T$ and that $\Psi \circ \Phi$ is one-one.

Since $\Phi$ is onto and $\Psi \circ \Phi$ is one-one, both $\Phi$ and $\Psi$ are one-one. The fact that $\Psi$ is onto is a consequence of the Isomorphism Theorem (Theorem 2.108) and is worked out in detail in the second example at the end of §II.10. This completes the proof of the theorem.

Now we take up some properties of Lie groups of matrices to prepare for the definition of "reductive Lie group" in the next section.

Proposition 7.9. Let $G$ be an analytic subgroup of real or complex matrices whose Lie algebra $\mathfrak{g}_{0}$ is semisimple. Then $G$ has finite center and is a closed linear group.

Proof. Without loss of generality we may assume that $G$ is an analytic subgroup of $G L(V)$ for a real vector space $V$. Let $\mathfrak{g}_{0}$ be the linear Lie algebra of $G$, and write the complexification $\mathfrak{g}$ of $\mathfrak{g}_{0}$ as a Lie algebra of complex
endomorphisms of $V^{\mathbb{C}}$. Let $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ be a Cartan decomposition, and let $K$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{k}_{0}$. The Lie subalgebra $\mathfrak{u}_{0}=\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$ of $E^{C} \mathbb{C}_{\mathbb{C}} V$ is a compact semisimple Lie algebra, and we let $U$ be the analytic subgroup of $G L\left(V^{\mathbb{C}}\right)$ with Lie algebra $\mathfrak{u}_{0}$. Proposition 7.2 implies that the universal covering group $\widetilde{U}$ of $U$ is compact, and it follows that $U$ is compact. Since $U$ has discrete center, the center $Z_{U}$ of $U$ must be finite.

The center $Z_{G}$ of $G$ is contained in $K$ by Theorem 6.31e, and $K \subseteq U$ since $\mathfrak{k}_{0} \subseteq \mathfrak{u}_{0}$. Since $\operatorname{Ad}_{\mathfrak{g}}\left(Z_{G}\right)$ acts as 1 on $\mathfrak{u}_{0}$, we conclude that $Z_{G} \subseteq Z_{U}$. Therefore $Z_{G}$ is finite. This proves the first conclusion. By Theorem 6.31f, $K$ is compact.

Since $U$ is compact, Proposition 4.6 shows that $V^{\mathbb{C}}$ has a Hermitian inner product preserved by $U$. Then $U$ is contained in the unitary group $U\left(V^{\mathbb{C}}\right)$. Let $\mathfrak{p}\left(V^{\mathbb{C}}\right)$ be the vector space of Hermitian transformations of $V^{\mathbb{C}}$ so that $G L\left(V^{\mathbb{C}}\right)$ has the polar decomposition $G L\left(V^{\mathbb{C}}\right)=U\left(V^{\mathbb{C}}\right) \exp \mathfrak{p}\left(V^{\mathbb{C}}\right)$. The members of $\mathfrak{u}_{0}$ are skew Hermitian, and hence the members of $\mathfrak{k}_{0}$ are skew Hermitian and the members of $\mathfrak{p}_{0}$ are Hermitian. Therefore the global Cartan decomposition $G=K \exp \mathfrak{p}_{0}$ of $G$ that is given in Theorem 6.31c is compatible with the polar decomposition of $G L\left(V^{\mathbb{C}}\right)$.

We are to prove that $G$ is closed in $G L\left(V^{\mathbb{C}}\right)$. Let $g_{n}=k_{n} \exp X_{n}$ tend to $g \in G L\left(V^{\mathbb{C}}\right)$. Using the compactness of $K$ and passing to a subsequence, we may assume that $k_{n}$ tends to $k \in K$. Therefore $\exp X_{n}$ converges. Since the polar decomposition of $G L\left(V^{\mathbb{C}}\right)$ is a homeomorphism, it follows that $\exp X_{n}$ has limit $\exp X$ for some $X \in \mathfrak{p}\left(V^{\mathbb{C}}\right)$. Since $\mathfrak{p}_{0}$ is closed in $\mathfrak{p}\left(V^{\mathbb{C}}\right)$, $X$ is in $\mathfrak{p}_{0}$. Therefore $g=k \exp X$ exhibits $g$ as in $G$, and $G$ is closed.

Corollary 7.10. Let $G$ be an analytic subgroup of real or complex matrices whose Lie algebra $\mathfrak{g}_{0}$ is reductive, and suppose that the identity component of the center of $G$ is compact. Then $G$ is a closed linear group.

REMARK. In this result and some to follow, we shall work with analytic groups whose Lie algebras are direct sums. If $G$ is an analytic group whose Lie algebra $\mathfrak{g}_{0}$ is a direct sum $\mathfrak{g}_{0}=\mathfrak{a}_{0} \oplus \mathfrak{b}_{0}$ of ideals and if $A$ and $B$ are the analytic subgroups corresponding to $\mathfrak{a}_{0}$ and $\mathfrak{b}_{0}$, then $G$ is a commuting product $G=A B$. This fact follows from Proposition 1.122 or may be derived directly, as in the proof of Theorem 4.29.

Proof. Write $\mathfrak{g}_{0}=Z_{\mathfrak{g}_{0}} \oplus\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ by Corollary 1.56. The analytic subgroup of $G$ corresponding to $Z_{\mathfrak{g}_{0}}$ is $\left(Z_{G}\right)_{0}$, and we let $G_{s s}$ be the analytic subgroup corresponding to $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right.$ ]. By the remarks before the proof, $G$ is the commuting product $\left(Z_{G}\right)_{0} G_{s s}$. The group $G_{s s}$ is closed as a group of
matrices by Proposition 7.9, and $\left(Z_{G}\right)_{0}$ is compact by assumption. Hence the set of products, which is $G$, is closed.

Corollary 7.11. Let $G$ be a connected closed linear group whose Lie algebra $\mathfrak{g}_{0}$ is reductive. Then the analytic subgroup $G_{s s}$ of $G$ with Lie algebra $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ is closed, and $G$ is the commuting product $G=\left(Z_{G}\right)_{0} G_{s s}$.

Proof. The subgroup $G_{s s}$ is closed by Proposition 7.9, and $G$ is the commuting product $\left(Z_{G}\right)_{0} G_{s s}$ by the remarks with Corollary 7.10.

Proposition 7.12. Let $G$ be a compact connected linear Lie group, and let $\mathfrak{g}_{0}$ be its linear Lie algebra. Then the complex analytic group $G^{\mathbb{C}}$ of matrices with linear Lie algebra $\mathfrak{g}=\mathfrak{g}_{0} \oplus i \mathfrak{g}_{0}$ is a closed linear group.

Remarks. If $G$ is a compact connected Lie group, then Corollary 4.22 implies that $G$ is isomorphic to a closed linear group. If $G$ is realized as a closed linear group in two different ways, then this proposition in principle produces two different groups $G^{\mathbb{C}}$. However, Proposition 7.5 shows that the two groups $G^{\mathbb{C}}$ are isomorphic. Therefore with no reference to linear groups, we can speak of the complexification $G^{\mathbb{C}}$ of a compact connected Lie group $G$, and $G^{\mathbb{C}}$ is unique up to isomorphism. Proposition 7.5 shows that a homomorphism between two such groups $G$ and $G^{\prime}$ induces a holomorphic homomorphism between their complexifications.

Proof. By Theorem 4.29 let us write $G=\left(Z_{G}\right)_{0} G_{s s}$ with $G_{s s}$ compact semisimple. Proposition 4.6 shows that we may assume without loss of generality that $G$ is a connected closed subgroup of a unitary group $U(n)$ for some $n$, and Corollary 4.7 shows that we may take $\left(Z_{G}\right)_{0}$ to be diagonal.

Let us complexify the decomposition $\mathfrak{g}_{0}=Z_{\mathfrak{g}_{0}} \oplus\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ to obtain $\mathfrak{g}^{\mathbb{R}}=Z_{\mathfrak{g}_{0}} \oplus i Z_{\mathfrak{g}_{0}} \oplus[\mathfrak{g}, \mathfrak{g}]$. The analytic subgroup corresponding to $Z_{\mathfrak{g}_{0}}$ is $G_{1}=\left(Z_{G}\right)_{0}$ and is compact. Since $i Z_{\mathfrak{g}_{0}}$ consists of real diagonal matrices, Corollary 1.134 shows that its corresponding analytic subgroup $G_{2}$ is closed. In addition the analytic subgroup $G_{3}$ with Lie algebra $[\mathfrak{g}, \mathfrak{g}]$ is closed by Proposition 7.9. By the remarks with Corollary 7.10, the group $G^{\mathrm{C}}$ is the commuting product of these three subgroups, and we are to show that the product is closed.

For $G_{3}$, negative conjugate transpose is a Cartan involution of its Lie algebra, and therefore conjugate transpose inverse is a global Cartan involution of $G_{3}$. Consequently $G_{3}$ has a global Cartan decomposition $G_{3}=G_{s s} \exp \left(\mathfrak{p}_{3}\right)_{0}$, where $\left(\mathfrak{p}_{3}\right)_{0}=i\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$. Since $i Z_{\mathfrak{g}_{0}}$ commutes with $\left(\mathfrak{p}_{3}\right)_{0}$ and since the polar decomposition of all matrices is a homeomor-
phism, it follows that the product $G_{2} G_{3}$ is closed. Since $G_{1}$ is compact, $G^{\mathbb{C}}=G_{1} G_{2} G_{3}$ is closed.

Lemma 7.13. On matrices let $\Theta$ be conjugate transpose inverse, and let $\theta$ be negative conjugate transpose. Let $G$ be a connected abelian closed linear group that is stable under $\Theta$, and let $\mathfrak{g}_{0}$ be its linear Lie algebra, stable under $\theta$. Let $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ be the decomposition of $\mathfrak{g}_{0}$ into +1 and -1 eigenspaces under $\theta$, and let $K=\{x \in G \mid \Theta x=x\}$. Then the map $K \times \mathfrak{p}_{0} \rightarrow G$ given by $(k, X) \mapsto k \exp X$ is a Lie group isomorphism.

Proof. The group $K$ is a closed subgroup of the unitary group and is compact with Lie algebra $\mathfrak{k}_{0}$. Since $\mathfrak{p}_{0}$ is abelian, $\exp \mathfrak{p}_{0}$ is the analytic subgroup of $G$ with Lie algebra $\mathfrak{p}_{0}$. By the remarks following the statement of Corollary 7.10, $G=K \exp \mathfrak{p}_{0}$. The smooth map $K \times \mathfrak{p}_{0} \rightarrow G$ is compatible with the polar decomposition of matrices and is therefore oneone. It is a Lie group homomorphism since $G$ and $\mathfrak{p}_{0}$ are abelian. Its inverse is smooth since the inverse of the polar decomposition of matrices is smooth (by an argument in the proof of Theorem 6.31).

Proposition 7.14. On matrices let $\Theta$ be conjugate transpose inverse, and let $\theta$ be negative conjugate transpose. Let $G$ be a connected closed linear group that is stable under $\Theta$, and let $\mathfrak{g}_{0}$ be its linear Lie algebra, stable under $\theta$. Let $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ be the decomposition of $\mathfrak{g}_{0}$ into +1 and -1 eigenspaces under $\theta$, and let $K=\{x \in G \mid \Theta x=x\}$. Then the map $K \times \mathfrak{p}_{0} \rightarrow G$ given by $(k, X) \mapsto k \exp X$ is a diffeomorphism onto.

Proof. By Proposition 1.59, $\mathfrak{g}_{0}$ is reductive. Therefore Corollary 1.56 allows us to write $\mathfrak{g}_{0}=Z_{\mathfrak{g}_{0}} \oplus\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ with $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ semisimple. The analytic subgroup of $G$ with Lie algebra $Z_{\mathfrak{g}_{0}}$ is $\left(Z_{G}\right)_{0}$, and we let $G_{s s}$ be the analytic subgroup of $G$ with Lie algebra $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$. By Corollary 7.11, $\left(Z_{G}\right)_{0}$ and $G_{s s}$ are closed, and $G=\left(Z_{G}\right)_{0} G_{s s}$. It is clear that $Z_{\mathfrak{g}_{0}}$ and $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ are stable under $\theta$, and hence $\left(Z_{G}\right)_{0}$ and $G_{s s}$ are stable under $\Theta$.

Because of the polar decomposition of matrices, the map $K \times \mathfrak{p}_{0} \rightarrow G$ is smooth and one-one. The parts of this map associated with $\left(Z_{G}\right)_{0}$ and $G_{s s}$ are onto by Lemma 7.13 and Theorem 6.31, respectively. Since $\left(Z_{G}\right)_{0}$ and $G_{s s}$ commute with each other, it follows that $K \times \mathfrak{p}_{0} \rightarrow G$ is onto. The inverse is smooth since the inverse of the polar decomposition of matrices is smooth (by an argument in the proof of Theorem 6.31).

Proposition 7.15 (Weyl's unitary trick). Let $G$ be an analytic subgroup of complex matrices whose linear Lie algebra $\mathfrak{g}_{0}$ is semisimple and is stable
under the map $\theta$ given by negative conjugate transpose. Let $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ be the Cartan decomposition of $\mathfrak{g}_{0}$ defined by $\theta$, and suppose that $\mathfrak{k}_{0} \cap i \mathfrak{p}_{0}=0$. Let $U$ and $G^{\mathbb{C}}$ be the analytic subgroups of matrices with respective Lie algebras $\mathfrak{u}_{0}=\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$ and $\mathfrak{g}=\left(\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}\right)^{\mathbb{C}}$. The group $U$ is compact. Suppose that $U$ is simply connected. If $V$ is any finite-dimensional complex vector space, then a representation of any of the following kinds on $V$ leads, via the formula

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{g}_{0} \oplus i \mathfrak{g}_{0}=\mathfrak{u}_{0} \oplus i \mathfrak{u}_{0}, \tag{7.16}
\end{equation*}
$$

to a representation of each of the other kinds. Under this correspondence invariant subspaces and equivalences are preserved:
(a) a representation of $G$ on $V$,
(b) a representation of $U$ on $V$,
(c) a holomorphic representation of $G^{\mathbb{C}}$ on $V$,
(d) a representation of $\mathfrak{g}_{0}$ on $V$,
(e) a representation of $\mathfrak{u}_{0}$ on $V$,
(f) a complex-linear representation of $\mathfrak{g}$ on $V$.

Proof. The groups $G, U$, and $G^{\mathbb{C}}$ are closed linear groups by Proposition 7.9, and $U$ is compact, being a closed subgroup of the unitary group. Since $U$ is simply connected and its Lie algebra is a compact real form of $\mathfrak{g}, G^{\mathbb{C}}$ is simply connected.

We can pass from (c) to (a) or (b) by restriction. Since continuous homomorphisms between Lie groups are smooth, we can pass from (a) or (b) to (d) or (e) by taking differentials. Formula (7.16) allows us to pass from (d) or (e) to (f). Since $G^{\mathbb{C}}$ is simply connected, a Lie algebra homomorphism as in (f) lifts to a group homomorphism, and the group homomorphism must be holomorphic since the Lie algebra homomorphism is assumed complex linear (Proposition 1.110). Thus we can pass from (f) to (c). If we follow the steps all the way around, starting from (c), we end up with the original representation, since the differential at the identity uniquely determines a homomorphism of connected Lie groups. Thus invariant subspaces and equivalence are preserved.

Example. Weyl's unitary trick gives us a new proof of the fact that finite-dimensional complex-linear representations of complex semisimple Lie algebras are completely reducible (Theorem 5.29); the crux of the new proof is the existence of a compact real form (Theorem 6.11). For the argument let the Lie algebra $\mathfrak{g}$ be given, and let $G$ be a simply connected
complex semisimple group with Lie algebra $\mathfrak{g}$. Corollary 7.6 allows us to regard $G$ as a subgroup of $G L\left(V^{\mathbb{C}}\right)$ for some finite-dimensional complex vector space $V^{\mathbb{C}}$. Let $\mathfrak{u}_{0}$ be a compact real form of $\mathfrak{g}$, so that $\mathfrak{g}^{\mathbb{R}}=\mathfrak{u}_{0} \oplus i \mathfrak{u}_{0}$, and let $U$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{u}_{0}$. Proposition 7.15 notes that $U$ is compact. By Proposition 4.6 we can introduce a Hermitian inner product into $V^{\mathbb{C}}$ so that $U$ is a subgroup of the unitary group. If a complex-linear representation of $\mathfrak{g}$ is given, we can use the passage (f) to (b) in Proposition 7.15 to obtain a representation of $U$. This is completely reducible by Corollary 4.7, and the complete reducibility of the given representation of $\mathfrak{g}$ follows.

The final proposition shows how to recognize a Cartan decomposition of a real semisimple Lie algebra in terms of a bilinear form other than the Killing form.

Proposition 7.17. Let $\mathfrak{g}_{0}$ be a real semisimple Lie algebra, let $\theta$ be an involution of $\mathfrak{g}_{0}$, and let $B$ be a nondegenerate symmetric invariant bilinear form on $\mathfrak{g}_{0}$ such that $B(\theta X, \theta Y)=B(X, Y)$ for all $X$ and $Y$ in $\mathfrak{g}_{0}$. If the form $B_{\theta}(X, Y)=-B(X, \theta Y)$ is positive definite, then $\theta$ is a Cartan involution of $\mathfrak{g}_{0}$.

Proof. Let $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ be the decomposition of $\mathfrak{g}_{0}$ into +1 and -1 eigenspaces under $\theta$, and extend $B$ to be complex bilinear on the complexification $\mathfrak{g}$ of $\mathfrak{g}_{0}$. Since $\theta$ is an involution, $\mathfrak{u}_{0}=\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$ is a Lie subalgebra of $\mathfrak{g}=\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$, necessarily a real form. Here $\mathfrak{g}$ is semisimple, and then so is $\mathfrak{u}_{0}$. Since $B_{\theta}$ is positive definite, $B$ is negative definite on $\mathfrak{k}_{0}$ and on $i \mathfrak{p}_{0}$. Also $\mathfrak{k}_{0}$ and $i \mathfrak{p}_{0}$ are orthogonal since $X \in \mathfrak{k}_{0}$ and $Y \in i \mathfrak{p}_{0}$ implies

$$
B(X, Y)=B(\theta X, \theta Y)=B(X,-Y)=-B(X, Y)
$$

Hence $B$ is real valued and negative definite on $\mathfrak{u}_{0}$.
By Propositions 1.120 and 1.121, Int $\mathfrak{u}_{0}=\left(\operatorname{Aut}_{\mathbb{R}} \mathfrak{u}_{0}\right)_{0}$. Consequently Int $\mathfrak{u}_{0}$ is a closed subgroup of $G L\left(\mathfrak{u}_{0}\right)$. On the other hand, we have just seen that $-B$ is an inner product on $\mathfrak{u}_{0}$, and in this inner product every member of ad $\mathfrak{u}_{0}$ is skew symmetric. Therefore the corresponding analytic subgroup Int $\mathfrak{u}_{0}$ of $G L\left(\mathfrak{u}_{0}\right)$ acts by orthogonal transformations. Since Int $\mathfrak{u}_{0}$ is then exhibited as a closed subgroup of the orthogonal group, $\operatorname{Int} \mathfrak{u}_{0}$ is compact. Hence $\mathfrak{u}_{0}$ is a compact real form of $\mathfrak{g}$. By the remarks preceding Lemma 6.27, $\theta$ is a Cartan involution of $\mathfrak{g}_{0}$.

## 2. Reductive Lie Groups

We are ready to define the class of groups that will be the objects of study in this chapter. The intention is to study semisimple groups, but, as was already the case in Chapters IV and VI, we shall often have to work with centralizers of abelian analytic subgroups invariant under a Cartan involution, and these centralizers may be disconnected and may have positivedimensional center. To be able to use arguments that take advantage of such subgroups and proceed by induction on the dimension, we are forced to enlarge the class of groups under study. Groups in the enlarged class are always called "reductive," but their characterizing properties vary from author to author. We shall use the following definition.

A reductive Lie group is actually a 4 -tuple $(G, K, \theta, B)$ consisting of a Lie group $G$, a compact subgroup $K$ of $G$, a Lie algebra involution $\theta$ of the Lie algebra $\mathfrak{g}_{0}$ of $G$, and a nondegenerate, $\operatorname{Ad}(G)$ invariant, $\theta$ invariant, bilinear form $B$ on $\mathfrak{g}_{0}$ such that
(i) $\mathfrak{g}_{0}$ is a reductive Lie algebra,
(ii) the decomposition of $\mathfrak{g}_{0}$ into +1 and -1 eigenspaces under $\theta$ is $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$, where $\mathfrak{k}_{0}$ is the Lie algebra of $K$,
(iii) $\mathfrak{k}_{0}$ and $\mathfrak{p}_{0}$ are orthogonal under $B$, and $B$ is positive definite on $\mathfrak{p}_{0}$ and negative definite on $\mathfrak{k}_{0}$,
(iv) multiplication, as a map from $K \times \exp \mathfrak{p}_{0}$ into $G$, is a diffeomorphism onto, and
(v) every automorphism $\operatorname{Ad}(g)$ of $\mathfrak{g}=\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$ is inner for $g \in G$, i.e., is given by some $x$ in Int $\mathfrak{g}$.

When informality permits, we shall refer to the reductive Lie group simply as $G$. Then $\theta$ will be called the Cartan involution, $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ will be called the Cartan decomposition of $\mathfrak{g}_{0}, K$ will be called the associated maximal compact subgroup (a name justified by Proposition 7.19a below), and $B$ will be called the invariant bilinear form.

The idea is that a reductive Lie group $G$ is a Lie group whose Lie algebra is reductive, whose center is not too wild, and whose disconnectedness is not too wild. The various properties make precise the notion "not too wild." In particular, property (iv) and the compactness of $K$ say that $G$ has only finitely many components.

We write $G_{s s}$ for the semisimple analytic subgroup of $G$ with Lie algebra [ $\mathfrak{g}_{0}, \mathfrak{g}_{0}$ ]. The decomposition of $G$ in property (iv) is called the global

Cartan decomposition. Sometimes one assumes about a reductive Lie group that also
(vi) $G_{s s}$ has finite center.

In this case the reductive group will be said to be in the Harish-Chandra class because of the use of axioms equivalent with (i) through (vi) by Harish-Chandra. Reductive groups in the Harish-Chandra class have often been the groups studied in representation theory.

Examples.

1) $G$ is any semisimple Lie group with finite center, $\theta$ is a Cartan involution, $K$ is the analytic subgroup with Lie algebra $\mathfrak{k}_{0}$, and $B$ is the Killing form. Property (iv) and the compactness of $K$ follow from Theorem 6.31. Property (v) is automatic since $G$ connected makes $\operatorname{Ad}(G)=\operatorname{Int} \mathfrak{g}_{0} \subseteq$ Int $\mathfrak{g}$. Property (vi) has been built into the definition for this example.
2) $G$ is any connected closed linear group of real or complex matrices closed under conjugate transpose inverse, $\theta$ is negative conjugate transpose, $K$ is the intersection of $G$ with the unitary group, and $B(X, Y)$ is $\operatorname{Re} \operatorname{Tr}(X Y)$. The compactness of $K$ follows since $K$ is the intersection of the unitary group with the closed group of matrices $G$. Property (iv) follows from Proposition 7.14, and property (v) is automatic since $G$ is connected. Property (vi) is automatic for any linear group by Proposition 7.9 .
3) $G$ is any compact Lie group satisfying property (v). Then $K=G$, $\theta=1$, and $B$ is the negative of an inner product constructed as in Proposition 4.24. Properties (i) through (iv) are trivial, and property (vi) follows from Theorem 4.21. Every finite group $G$ is trivially an example where property (v) holds. Property (v) is satisfied by the orthogonal group $O(n)$ if $n$ is odd but not by $O(n)$ if $n$ is even.
4) $G$ is any closed linear group of real or complex matrices closed under conjugate transpose inverse, given as the common zero locus of some set of real-valued polynomials in the real and imaginary parts of the matrix entries, and satisfying property (v). Here $\theta$ is negative conjugate transpose, $K$ is the intersection of $G$ with the unitary group, and $B(X, Y)$ is $\operatorname{Re} \operatorname{Tr}(X Y)$. The compactness of $K$ follows since $K$ is the intersection of the unitary group with the closed group of matrices $G$. Properties (iv) and (vi) follow from Propositions 1.143 and 7.9, respectively. The closed linear group of real matrices of determinant $\pm 1$ satisfies property (v) since

$$
\operatorname{Ad}(\operatorname{diag}(-1,1, \ldots, 1))=\operatorname{Ad}\left(\operatorname{diag}\left(e^{i \pi(n-1) / n}, e^{-i \pi / n}, \ldots, e^{-i \pi / n}\right)\right)
$$

But as noted in Example 3, the orthogonal group $O(n)$ does not satisfy property (v) if $n$ is even.
5) $G$ is the centralizer in a reductive group $\widetilde{G}$ of a $\theta$ stable abelian subalgebra of the Lie algebra of $\widetilde{G}$. Here $K$ is obtained by intersection, and $\theta$ and $B$ are obtained by restriction. The verification that $G$ is a reductive Lie group will be given below in Proposition 7.25.

If $G$ is semisimple with finite center and if $K, \theta$, and $B$ are specified so that $G$ is considered as a reductive group, then $\theta$ is forced to be a Cartan involution in the sense of Chapter VI. This is the content of Proposition 7.17. Hence the new terms "Cartan involution" and "Cartan decomposition" are consistent with the terminology of Chapter VI in the case that $G$ is semisimple.

An alternative way of saying (iii) is that the symmetric bilinear form

$$
\begin{equation*}
B_{\theta}(X, Y)=-B(X, \theta Y) \tag{7.18}
\end{equation*}
$$

is positive definite on $\mathfrak{g}_{0}$.
We use the notation $\mathfrak{g}, \mathfrak{k}, \mathfrak{p}$, etc., to denote the complexifications of $\mathfrak{g}_{0}$, $\mathfrak{k}_{0}, \mathfrak{p}_{0}$, etc. Using complex linearity, we extend $\theta$ from $\mathfrak{g}_{0}$ to $\mathfrak{g}$ and $B$ from $\mathfrak{g}_{0} \times \mathfrak{g}_{0}$ to $\mathfrak{g} \times \mathfrak{g}$.

Proposition 7.19. If $G$ is a reductive Lie group, then
(a) $K$ is a maximal compact subgroup of $G$,
(b) $K$ meets every component of $G$, i.e., $G=K G_{0}$,
(c) each member of $\operatorname{Ad}(K)$ leaves $\mathfrak{k}_{0}$ and $\mathfrak{p}_{0}$ stable and therefore commutes with $\theta$,
(d) $(\operatorname{ad} X)^{*}=-\operatorname{ad} \theta X$ relative to $B_{\theta}$ if $X$ is in $\mathfrak{g}_{0}$,
(e) $\theta$ leaves $Z_{\mathfrak{g}_{0}}$ and $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ stable, and the restriction of $\theta$ to $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right.$ ] is a Cartan involution,
(f) the identity component $G_{0}$ is a reductive Lie group (with maximal compact subgroup obtained by intersection and with Cartan involution and invariant form unchanged).

Proof. For (a) assume the contrary, and let $K_{1}$ be a compact subgroup of $G$ properly containing $K$. If $k_{1}$ is in $K_{1}$ but not $K$, write $k_{1}=k \exp X$ according to (iv). Then $\exp X$ is in $K_{1}$. By compactness of $K_{1},(\exp X)^{n}=\exp n X$ has a convergent subsequence in $G$, but this contradicts the homeomorphism in (iv).

Conclusion (b) is clear from (iv). $\operatorname{In}(\mathrm{c}), \operatorname{Ad}(K)\left(\mathfrak{k}_{0}\right) \subseteq \mathfrak{k}_{0}$ since $K$ has Lie algebra $\mathfrak{k}_{0}$. Since $B$ is $\operatorname{Ad}(K)$ invariant, $\operatorname{Ad}(K)$ leaves stable the subspace of $\mathfrak{g}_{0}$ orthogonal to $\mathfrak{k}_{0}$, and this is just $\mathfrak{p}_{0}$.

For (d) we have

$$
\begin{aligned}
B_{\theta}((\operatorname{ad} X) Y, Z) & =-B((\operatorname{ad} X) Y, \theta Z)=B(Y,[X, \theta Z]) \\
& =B(Y, \theta[\theta X, Z])=B_{\theta}(Y,-(\operatorname{ad} \theta X) Z),
\end{aligned}
$$

and (d) is proved. Conclusion (e) follows from the facts that $\theta$ is an involution and $B_{\theta}$ is positive definite, and conclusion (f) is trivial.

Proposition 7.20. If $G$ is a reductive Lie group in the Harish-Chandra class, then
(a) $G_{s s}$ is a closed subgroup,
(b) any semisimple analytic subgroup of $G_{s s}$ has finite center.

REMARK. Because of (b), in checking whether a particular subgroup of $G$ is reductive in the Harish-Chandra class, property (vi) is automatic for the subgroup if it holds for $G$.

Proof.
(a) Write the global Cartan decomposition of Theorem 6.31c for $G_{s s}$ as $G_{s s}=K_{s s} \exp \left(\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right)$. This is compatible with the decomposition in (iv). By (vi) and Theorem 6.31f, $K_{s s}$ is compact. Hence $K_{s s} \times\left(\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right)$ is closed in $K \times \mathfrak{p}_{0}$, and (iv) implies that $G_{s s}$ is closed in $G$.
(b) Let $S$ be a semisimple analytic subgroup of $G_{s s}$ with Lie algebra $\mathfrak{s}_{0}$. The group $\operatorname{Ad}_{\mathfrak{g}}(S)$ is a semisimple analytic subgroup of the linear group $G L(\mathfrak{g})$ and has finite center by Proposition 7.9. Under $\mathrm{Ad}_{\mathfrak{g}}, Z_{S}$ maps into the center of $\operatorname{Ad}_{\mathfrak{g}}(S)$. Hence the image of $Z_{S}$ is finite. The kernel of $\operatorname{Ad}_{\mathfrak{g}}$ on $S$ consists of certain members $x$ of $G_{s s}$ for which $\operatorname{Ad}_{\mathfrak{g}}(x)=1$. These $x$ 's are in $Z_{G_{s s}}$, and the kernel is then finite by property (vi) for $G$. Consequently $Z_{S}$ is finite.

Proposition 7.21. If $G$ is a reductive Lie group, then the function $\Theta: G \rightarrow G$ defined by

$$
\Theta(k \exp X)=k \exp (-X) \quad \text { for } k \in K \text { and } X \in \mathfrak{p}_{0}
$$

is an automorphism of $G$ and its differential is $\theta$.
Remark. As in the semisimple case, $\Theta$ is called the global Cartan involution.

Proof. The function $\Theta$ is a well defined diffeomorphism by (iv). First consider its restriction to the analytic subgroup $G_{s s}$ with Lie algebra $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$. By Proposition 7.19e the Lie algebra $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ has a Cartan decomposition

$$
\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]=\left(\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right] \cap \mathfrak{k}_{0}\right) \oplus\left(\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right] \cap \mathfrak{p}_{0}\right) .
$$

If $K_{s s}$ denotes the analytic subgroup of $G_{s s}$ whose Lie algebra is the first summand on the right side, then Theorem 6.31 shows that $G_{s s}$ consists exactly of the elements in $K_{s s} \exp \left(\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right] \cap \mathfrak{p}_{0}\right)$ and that $\Theta$ is an automorphism on $G_{s s}$ with differential $\theta$.

Next consider the restriction of $\Theta$ to the analytic subgroup $\left(Z_{G_{0}}\right)_{0}$. By Proposition 7.19e the Lie algebra of this abelian group decomposes as

$$
Z_{\mathfrak{g}_{0}}=\left(Z_{\mathfrak{g}_{0}} \cap \mathfrak{k}_{0}\right) \oplus\left(Z_{\mathfrak{g}_{0}} \cap \mathfrak{p}_{0}\right) .
$$

Since all the subalgebras in question are abelian, the exponential mappings in question are onto, and $\left(Z_{G_{0}}\right)_{0}$ is a commuting product

$$
\left(Z_{G_{0}}\right)_{0}=\exp \left(Z_{\mathfrak{g}_{0}} \cap \mathfrak{k}_{0}\right) \exp \left(Z_{\mathfrak{g}_{0}} \cap \mathfrak{p}_{0}\right)
$$

contained in $K \exp \mathfrak{p}_{0}$. Thus $\Theta$ on $\left(Z_{G_{0}}\right)_{0}$ is the lift to the group of $\theta$ on the Lie algebra and hence is an automorphism of the subgroup $\left(Z_{G_{0}}\right)_{0}$.

The subgroups $G_{s s}$ and $\left(Z_{G_{0}}\right)_{0}$ commute, and hence $\Theta$ is an automorphism of their commuting product, which is $G_{0}$ by the remarks with Corollary 7.10.

Now consider $\Theta$ on all of $G$, where it is given consistently by $\Theta\left(k g_{0}\right)=$ $k \Theta\left(g_{0}\right)$ for $k \in K$ and $g_{0} \in G_{0}$. By Proposition 7.19c we have $\theta \operatorname{Ad}(k)=$ $\operatorname{Ad}(k) \theta$ on $\mathfrak{g}_{0}$, from which we obtain $\Theta\left(k \exp X k^{-1}\right)=k \Theta(\exp X) k^{-1}$ for $k \in K$ and $X \in \mathfrak{g}_{0}$. Therefore

$$
\Theta\left(k g_{0} k^{-1}\right)=k \Theta\left(g_{0}\right) k^{-1} \quad \text { for } k \in K \text { and } g \in G_{0} .
$$

On the product of two general elements $k g_{0}$ and $k^{\prime} g_{0}^{\prime}$ of $G$, we therefore have

$$
\begin{aligned}
\Theta\left(k g_{0} k^{\prime} g_{0}^{\prime}\right) & =\Theta\left(k k^{\prime} k^{\prime-1} g_{0} k^{\prime} g_{0}^{\prime}\right)=k k^{\prime} \Theta\left(k^{\prime-1} g_{0} k^{\prime} g_{0}^{\prime}\right) \\
& =k k^{\prime} \Theta\left(k^{\prime-1} g_{0} k^{\prime}\right) \Theta\left(g_{0}^{\prime}\right)=k \Theta\left(g_{0}\right) k^{\prime} \Theta\left(g_{0}^{\prime}\right)=\Theta\left(k g_{0}\right) \Theta\left(k^{\prime} g_{0}^{\prime}\right),
\end{aligned}
$$

as required.

Lemma 7.22. Let $G$ be a reductive Lie group, and let $g=k \exp X$ be the global Cartan decomposition of an element $g$ of $G$. If $\mathfrak{s}_{0}$ is a $\theta$ stable subspace of $\mathfrak{g}_{0}$ such that $\operatorname{Ad}(g)$ normalizes $\mathfrak{s}_{0}$, then $\operatorname{Ad}(k)$ and ad $X$ each normalize $\mathfrak{s}_{0}$. If $\operatorname{Ad}(g)$ centralizes $\mathfrak{s}_{0}$, then $\operatorname{Ad}(k)$ and ad $X$ each centralize $\mathfrak{s}_{0}$.

Proof. For $x \in G$, we have $(\Theta g) x(\Theta g)^{-1}=\Theta\left(g(\Theta x) g^{-1}\right)$. Differentiating at $x=1$, we obtain

$$
\begin{equation*}
\operatorname{Ad}(\Theta g)=\theta \operatorname{Ad}(g) \theta \tag{7.23}
\end{equation*}
$$

Therefore $\operatorname{Ad}(\Theta g)$ normalizes $\mathfrak{s}_{0}$. Since $\Theta g=k \exp (-X)$, it follows that Ad of $(\Theta g)^{-1} g=\exp 2 X$ normalizes $\mathfrak{s}_{0}$. Because of Proposition 7.19d, $\operatorname{Ad}(\exp 2 X)$ is positive definite relative to $B_{\theta}$, hence diagonable. Then there exists a vector subspace $\mathfrak{s}_{0}^{\prime}$ of $\mathfrak{g}_{0}$ invariant under $\operatorname{Ad}(\exp 2 X)$ such that $\mathfrak{g}_{0}=\mathfrak{s}_{0} \oplus \mathfrak{s}_{0}^{\prime}$. The transformation $\operatorname{Ad}(\exp 2 X)$ has a unique logarithm with real eigenvalues, and ad $2 X$ is a candidate for it. Another candidate is the logarithm on each subspace, which normalizes $\mathfrak{s}_{0}$ and $\mathfrak{s}_{0}^{\prime}$. These two candidates must be equal, and therefore ad $2 X$ normalizes $\mathfrak{s}_{0}$ and $\mathfrak{s}_{0}^{\prime}$. Hence the same thing is true of ad $X$. Then $\operatorname{Ad}(\exp X)$ and $\operatorname{Ad}(g)$ both normalize $\mathfrak{s}_{0}$ and $\mathfrak{s}_{0}^{\prime}$, and the same thing must be true of $\operatorname{Ad}(k)$.

If $\operatorname{Ad}(g)$ centralizes $\mathfrak{s}_{0}$, we can go over the above argument to see that $\operatorname{Ad}(k)$ and ad $X$ each centralize $\mathfrak{s}_{0}$. In fact, $\operatorname{Ad}(\exp 2 X)$ must centralize $\mathfrak{s}_{0}$, the unique real logarithm must be 0 on $\mathfrak{s}_{0}$, and ad $X$ must be 0 on $\mathfrak{s}_{0}$. The lemma follows.

Lemma 7.24. Let $G$ be a reductive Lie group, and let $\mathfrak{u}_{0}=\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$. Then $\operatorname{Ad}_{\mathfrak{g}}(K)$ is contained in $\operatorname{Int}_{\mathfrak{g}}\left(\mathfrak{u}_{0}\right)$.

Proof. The group Int $\mathfrak{g}$ is complex semisimple with Lie algebra $\operatorname{ad}_{\mathfrak{g}}(\mathfrak{g})$. If bar denotes the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$, then the extension $B_{\theta}\left(Z_{1}, Z_{2}\right)=-B\left(Z_{1}, \theta \bar{Z}_{2}\right)$ is a Hermitian inner product on $\mathfrak{g}$, and the compact real form $\operatorname{ad}_{\mathfrak{g}}\left(\mathfrak{u}_{0}\right)$ of $\mathrm{ad}_{\mathfrak{g}}(\mathfrak{g})$ consists of skew Hermitian transformations. Hence $\operatorname{Int}_{\mathfrak{g}}\left(\mathfrak{u}_{0}\right)$ consists of unitary transformations and $\operatorname{ad}_{\mathfrak{g}}\left(i \mathfrak{u}_{0}\right)$ consists of Hermitian transformations. Therefore the global Cartan decomposition of Int $\mathfrak{g}$ given in Theorem 6.31c is compatible with the polar decomposition relative to $B_{\theta}$, and every unitary member of Int $\mathfrak{g}$ is in the compact real form $\operatorname{Int}_{\mathfrak{g}}\left(\mathfrak{u}_{0}\right)$.

Let $k$ be in $K$. The transformation $\operatorname{Ad}_{\mathfrak{g}}(k)$ is in Int $\mathfrak{g}$ by property ( v ) for $G$, and $\operatorname{Ad}_{\mathfrak{g}}(k)$ is unitary since $B$ is $\operatorname{Ad}(k)$ invariant and since $\operatorname{Ad}(k)$ commutes with bar and $\theta$ (Proposition 7.19c). From the result of the previous paragraph, we conclude that $\operatorname{Ad}_{\mathfrak{g}}(k)$ is in $\operatorname{Int}_{\mathfrak{g}}\left(\mathfrak{u}_{0}\right)$.

Proposition 7.25. If $G$ is a reductive Lie group and $\mathfrak{h}_{0}$ is a $\theta$ stable abelian subalgebra of its Lie algebra, then $Z_{G}\left(\mathfrak{h}_{0}\right)$ is a reductive Lie group. Here the maximal compact subgroup of $Z_{G}\left(\mathfrak{h}_{0}\right)$ is given by intersection, and the Cartan involution and invariant form are given by restriction.

REmARK. The hypothesis "abelian" will be used only in the proof of property (v) for $Z_{G}\left(\mathfrak{h}_{0}\right)$, and we shall make use of this fact in Corollary 7.26 below.

Proof. The group $Z_{G}\left(\mathfrak{h}_{0}\right)$ is closed, hence Lie. Its Lie algebra is $Z_{\mathfrak{g}_{0}}\left(\mathfrak{h}_{0}\right)$, which is $\theta$ stable. Then it follows, just as in the proof of Corollary 6.29 , that $Z_{\mathfrak{g}_{0}}\left(\mathfrak{h}_{0}\right)$ is reductive. This proves property (i) of a reductive Lie group. Since $Z_{\mathfrak{g}_{0}}\left(\mathfrak{h}_{0}\right)$ is $\theta$ stable, we have

$$
Z_{\mathfrak{g}_{0}}\left(\mathfrak{h}_{0}\right)=\left(Z_{\mathfrak{g}_{0}}\left(\mathfrak{h}_{0}\right) \cap \mathfrak{k}_{0}\right) \oplus\left(Z_{\mathfrak{g}_{0}}\left(\mathfrak{h}_{0}\right) \cap \mathfrak{p}_{0}\right),
$$

and the first summand on the right side is the Lie algebra of $Z_{G}\left(\mathfrak{h}_{0}\right) \cap K$. This proves property (ii), and property (iii) is trivial.

In view of property (iv) for $G$, what needs proof in (iv) for $Z_{G}\left(\mathfrak{h}_{0}\right)$ is that $Z_{K}\left(\mathfrak{h}_{0}\right) \times\left(Z_{\mathfrak{g}_{0}}\left(\mathfrak{h}_{0}\right) \cap \mathfrak{p}_{0}\right)$ maps onto $Z_{G}\left(\mathfrak{h}_{0}\right)$. That is, we need to see that if $g=k \exp X$ is the global Cartan decomposition of a member $g$ of $Z_{G}\left(\mathfrak{h}_{0}\right)$, then $k$ is in $Z_{G}\left(\mathfrak{h}_{0}\right)$ and $X$ is in $Z_{\mathfrak{g}_{0}}\left(\mathfrak{h}_{0}\right)$. But this is immediate from Lemma 7.22, and (iv) follows.

For property (v) we are to show that $\operatorname{Ad}_{Z_{\mathfrak{g}(\mathfrak{h ~}}}$ carries $Z_{G}\left(\mathfrak{h}_{0}\right)$ into Int $Z_{\mathfrak{g}}(\mathfrak{h})$. If $x \in Z_{G}\left(\mathfrak{h}_{0}\right)$ is given, then property (iv) allows us to write $x=k \exp X$ with $k \in Z_{K}\left(\mathfrak{h}_{0}\right)$ and $X \in Z_{\mathfrak{g}_{0}}\left(\mathfrak{h}_{0}\right) \cap \mathfrak{p}_{0}$. Then $\operatorname{Ad}_{Z_{\mathfrak{g}}(\mathfrak{h})}(\exp X)$ is in Int $Z_{\mathfrak{g}}(\mathfrak{h})$, and it is enough to treat $k$. By Lemma 7.24, $\operatorname{Ad}_{\mathfrak{g}}(k)$ is in the subgroup $\operatorname{Int}_{\mathfrak{g}}\left(\mathfrak{u}_{0}\right)$, which is compact by Proposition 7.9.

The element $\operatorname{Ad}_{\mathfrak{g}}(k)$ centralizes $\mathfrak{h}_{0}$ and hence centralizes the variant $\left(\mathfrak{h}_{0} \cap \mathfrak{k}_{0}\right) \oplus i\left(\mathfrak{h}_{0} \cap \mathfrak{p}_{0}\right)$. Since $\left(\mathfrak{h}_{0} \cap \mathfrak{k}_{0}\right) \oplus i\left(\mathfrak{h}_{0} \cap \mathfrak{p}_{0}\right)$ is an abelian subalgebra of $\mathfrak{g}$, the centralizer of $\mathfrak{h}_{0}$ in $\operatorname{Int}_{\mathfrak{g}}\left(\mathfrak{u}_{0}\right)$ is the centralizer of a torus, which is connected by Corollary 4.51. Therefore $\operatorname{Ad}_{\mathfrak{g}}(k)$ is in the analytic subgroup of Int $\mathfrak{g}$ with Lie algebra $Z_{\mathfrak{u}_{0}}\left(\left(\mathfrak{h}_{0} \cap \mathfrak{K}_{0}\right) \oplus i\left(\mathfrak{h}_{0} \cap \mathfrak{p}_{0}\right)\right)$. By Corollary 4.48 we can write $\operatorname{Ad}_{\mathfrak{g}}(k)=\exp \operatorname{ad}_{\mathfrak{g}} Y$ with $Y$ in this Lie algebra. Then $\operatorname{Ad}_{Z_{\mathfrak{g}}(\mathfrak{h})}(k)=$ $\exp \operatorname{ad}_{Z_{\mathfrak{g}}(\mathfrak{h})} Y$, and $Y$ is in $Z_{\mathfrak{g}}(\mathfrak{h})$. Then $\operatorname{Ad}_{Z_{\mathfrak{g}}(\mathfrak{h})}(k)$ is in Int $Z_{\mathfrak{g}}(\mathfrak{h})$, and (v) is proved.

Corollary 7.26. If $G$ is a reductive Lie group, then
(a) $\left(Z_{G_{0}}\right)_{0} \subseteq Z_{G}$,
(b) $Z_{G}$ is a reductive Lie group (with maximal compact subgroup given by intersection and with Cartan involution and invariant form given by restriction).

Proof. Property (v) for $G$ gives $\operatorname{Ad}_{\mathfrak{g}}(G) \subseteq$ Int $\mathfrak{g}$, and Int $\mathfrak{g}$ acts trivially on $Z_{\mathfrak{g}}$. Hence $\operatorname{Ad}(G)$ acts trivially on $Z_{\mathfrak{g}_{0}}$, and $G$ centralizes $\left(Z_{G_{0}}\right)_{0}$. This proves (a).

From (a) it follows that $Z_{G}$ has Lie algebra $Z_{\mathfrak{g}_{0}}$, which is also the Lie algebra of $Z_{G}\left(\mathfrak{g}_{0}\right)$. Therefore property (v) is trivial for both $Z_{G}$ and $Z_{G}\left(\mathfrak{g}_{0}\right)$. Proposition 7.25 and its remark show that $Z_{G}\left(\mathfrak{g}_{0}\right)$ is reductive, and consequently only property (iv) needs proof for $Z_{G}$. We need to see that if $z \in Z_{G}$ decomposes in $G$ under (iv) as $z=k \exp X$, then $k$ is in $Z_{G} \cap K$ and $X$ is in $Z_{\mathfrak{g}_{0}}$. By Lemma 7.22 we know that $k$ is in $Z_{G}\left(\mathfrak{g}_{0}\right)$ and $X$ is in $Z_{\mathfrak{g}_{0}}$. Then $\exp X$ is in $\left(Z_{G_{0}}\right)_{0}$, and (a) shows that $\exp X$ is in $Z_{G}$. Since $z$ and $\exp X$ are in $Z_{G}$, so is $k$. This completes the proof of (iv), and (b) follows.

Let $G$ be reductive. Since $\operatorname{ad}_{\mathfrak{g}} \mathfrak{g}$ carries $[\mathfrak{g}, \mathfrak{g}]$ to itself, Int $\mathfrak{g}$ carries $[\mathfrak{g}, \mathfrak{g}]$ to itself. $\operatorname{By}(\mathrm{v}), \operatorname{Ad}(G)$ normalizes $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right.$ ]. Consequently ${ }^{0} G=K G_{s s}$ is a subgroup of $G$.

The vector subspace $\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}$ is an abelian subspace of $\mathfrak{g}_{0}$, and therefore $Z_{v e c}=\exp \left(\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}\right)$ is an analytic subgroup of $G$.

Proposition 7.27. If $G$ is a reductive Lie group, then
(a) ${ }^{0} G=K \exp \left(\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right)$, and ${ }^{0} G$ is a closed subgroup,
(b) the Lie algebra ${ }^{0} \mathfrak{g}_{0}$ of ${ }^{0} G$ is $\mathfrak{k}_{0} \oplus\left(\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right)$,
(c) ${ }^{0} G$ is reductive (with maximal compact subgroup $K$ and with Cartan involution and invariant form given by restriction),
(d) the center of ${ }^{0} G$ is a compact subgroup of $K$,
(e) $Z_{v e c}$ is closed, is isomorphic to the additive group of a Euclidean space, and is contained in the center of $G$,
(f) the multiplication map exhibits ${ }^{0} G \times Z_{v e c}$ as isomorphic to $G$.

REMARK. The closed subgroup $Z_{\text {vec }}$ is called the split component of $G$.

Proof.
(a) If we write the global Cartan decomposition of $G_{s s}$ as $G_{s s}=$ $K_{s s} \exp \left(\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right)$, then ${ }^{0} G=K \exp \left(\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right)$, and we see from property (iv) that ${ }^{0} G$ is closed.
(b) Because of (a), ${ }^{0} G$ is a Lie subgroup. Since ${ }^{0} G$ contains $K$ and $G_{s s}$, its Lie algebra must contain $\mathfrak{k}_{0} \oplus\left(\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right)$. From property (iv) for $G$, the formula ${ }^{0} G=K \exp \left(\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right)$ shows that $\operatorname{dim}^{0} \mathfrak{g}_{0}=$ $\operatorname{dim} \mathfrak{k}_{0}+\operatorname{dim}\left(\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right)$. So ${ }^{0} \mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus\left(\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right)$.
(c) From (b) we see that ${ }^{0} \mathfrak{g}_{0}$ is $\theta$ stable. From this fact all the properties of a reductive group are clear except properties (iv) and (v). Property (iv) follows from (a). For property (v) we know that any $\operatorname{Ad}_{\mathfrak{g}}(g)$ for $g \in{ }^{0} G$ is in Int $\mathfrak{g}$. Therefore we can write $\operatorname{Ad}_{\mathfrak{g}}(g)$ as a product of elements $\exp \operatorname{ad}_{\mathfrak{g}}\left(X_{j}\right)$ with $X_{j}$ in $[\mathfrak{g}, \mathfrak{g}]$ or $Z_{\mathfrak{g}}$. When $X_{j}$ is in $Z_{\mathfrak{g}}$, $\exp \operatorname{ad}_{\mathfrak{g}}\left(X_{j}\right)$ is trivial. Therefore $\operatorname{Ad}_{\mathfrak{g}}(g)$ agrees with a product of elements $\exp \operatorname{ad}_{\mathfrak{g}}\left(X_{j}\right)$ with $X_{j}$ in $[\mathfrak{g}, \mathfrak{g}]$. Restricting the action to $[\mathfrak{g}, \mathfrak{g}]$, we see that $\operatorname{Ad}_{[\mathfrak{g}, \mathfrak{g}]}(g)$ is in Int $[\mathfrak{g}, \mathfrak{g}]$.
(d) Conclusion (c) and Corollary 7.26 show that the center of ${ }^{0} G$ is reductive. The intersection of the Lie algebra of the center with $\mathfrak{p}_{0}$ is 0 , and hence property (iv) shows that the center is contained in $K$.
(e) Since $\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}$ is a closed subspace of $\mathfrak{p}_{0}$, property (iv) implies that $Z_{\text {vec }}$ is closed and that $Z_{v e c}$ is isomorphic to the additive group of a Euclidean space. Since Int $\mathfrak{g}$ acts trivially on $Z_{\mathfrak{g}}$, property (v) implies that $\operatorname{Ad}(g)=1$ on $\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}$ for every $g \in G$. Hence $Z_{v e c}$ is contained in the center of $G$.
(f) Multiplication is a diffeomorphism, as we see by combining (a), property (iv), and the formula $\exp (X+Y)=\exp X \exp Y$ for $X$ in $\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ and $Y$ in $\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}$. Multiplication is a homomorphism since, by (e), $Z_{v e c}$ is contained in the center of $G$.

Reductive Lie groups are supposed to have all the essential structuretheoretic properties of semisimple groups and to be closed under various operations that allow us to prove theorems by induction on the dimension of the group. The remainder of this section will be occupied with reviewing the structure theory developed in Chapter VI to describe how the results should be interpreted for reductive Lie groups.

The first remarks concern the Cartan decomposition. The decomposition on the Lie algebra level is built into the definition of reductive Lie group, and the properties of the global Cartan decomposition (generalizing Theorem 6.31) are given partly in property (iv) of the definition and partly in Proposition 7.21.

It might look as if property (iv) would be a hard thing to check for a particular candidate for a reductive group. It is possible to substitute various axioms concerning the component structure of $G$ that are easier to state, but it is often true that ones gets at the component structure by first proving (iv). Proposition 1.143 and Lemma 7.22 provide examples of this order of events; the global Cartan decomposition in those cases implies that the number of components of the group under study is finite. Thus property (iv) is the natural property to include in the definition even though its statement is complicated.

The other two general structure-theoretic topics in Chapter VI are the

Iwasawa decomposition and Cartan subalgebras. Let us first extend the notion of an Iwasawa decomposition to the context of reductive Lie groups. Let a reductive Lie group $G$ be given, and write its Lie algebra as $\mathfrak{g}_{0}=$ $Z_{\mathfrak{g}_{0}} \oplus\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$. Let $\mathfrak{a}_{0}$ be a maximal abelian subspace of $\mathfrak{p}_{0}$. Certainly $\mathfrak{a}_{0}$ contains $\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}$, and therefore $\mathfrak{a}_{0}$ is of the form

$$
\begin{equation*}
\mathfrak{a}_{0}=\left(\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}\right) \oplus\left(\mathfrak{a}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right), \tag{7.28}
\end{equation*}
$$

where $\mathfrak{a}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ is a maximal abelian subspace of $\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$. Theorem 6.51 shows that any two maximal abelian subspaces of $\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ are conjugate via $\operatorname{Ad}(K)$, and it follows from (7.28) that this result extends to our reductive $\mathfrak{g}_{0}$.

Proposition 7.29. Let $G$ be a reductive Lie group. If $\mathfrak{a}_{0}$ and $\mathfrak{a}_{0}^{\prime}$ are two maximal abelian subspaces of $\mathfrak{p}_{0}$, then there is a member $k$ of $K$ with $\operatorname{Ad}(k) \mathfrak{a}_{0}^{\prime}=\mathfrak{a}_{0}$. The member $k$ of $K$ can be taken to be in $K \cap G_{s s}$. Hence $\mathfrak{p}_{0}=\bigcup_{k \in K_{s s}} \operatorname{Ad}(k) \mathfrak{a}_{0}$.

Relative to $\mathfrak{a}_{0}$, we can form restricted roots just as in $\S$ VI.4. A restricted root of $\mathfrak{g}_{0}$, also called a root of $\left(\mathfrak{g}_{0}, \mathfrak{a}_{0}\right)$, is a nonzero $\lambda \in \mathfrak{a}_{0}^{*}$ such that the space

$$
\left(\mathfrak{g}_{0}\right)_{\lambda}=\left\{X \in \mathfrak{g}_{0} \mid(\operatorname{ad} H) X=\lambda(H) X \text { for all } H \in \mathfrak{a}_{0}\right\}
$$

is nonzero. It is apparent that such a restricted root is obtained by taking a restricted root for $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ and extending it from $\mathfrak{a}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ to $\mathfrak{a}_{0}$ by making it be 0 on $\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}$. The restricted-root space decomposition for [ $\mathfrak{g}_{0}, \mathfrak{g}_{0}$ ] gives us a restricted-root space decomposition for $\mathfrak{g}_{0}$. We define $\mathfrak{m}_{0}=Z_{\mathfrak{k}_{0}}\left(\mathfrak{a}_{0}\right)$, so that the centralizer of $\mathfrak{a}_{0}$ in $\mathfrak{g}_{0}$ is $\mathfrak{m}_{0} \oplus \mathfrak{a}_{0}$.

The set of restricted roots is denoted $\Sigma$. Choose a notion of positivity for $\mathfrak{a}_{0}^{*}$ in the manner of $\S I I .5$, as for example by using a lexicographic ordering. Let $\Sigma^{+}$be the set of positive restricted roots, and define $\mathfrak{n}_{0}=\bigoplus_{\lambda \in \Sigma^{+}}\left(\mathfrak{g}_{0}\right)_{\lambda}$. Then $\mathfrak{n}_{0}$ is a nilpotent Lie subalgebra of $\mathfrak{g}_{0}$, and we have an Iwasawa decomposition

$$
\begin{equation*}
\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{a}_{0} \oplus \mathfrak{n}_{0} \tag{7.30}
\end{equation*}
$$

with all the properties in Proposition 6.43.
Proposition 7.31. Let $G$ be a reductive Lie group, let (7.30) be an Iwasawa decomposition of the Lie algebra $\mathfrak{g}_{0}$ of $G$, and let $A$ and $N$ be the analytic subgroups of $G$ with Lie algebras $\mathfrak{a}_{0}$ and $\mathfrak{n}_{0}$. Then the multiplication map $K \times A \times N \rightarrow G$ given by $(k, a, n) \mapsto k a n$ is a diffeomorphism onto. The groups $A$ and $N$ are simply connected.

Proof. Multiplication is certainly smooth, and it is regular by Lemma 6.44. To see that it is one-one, it is enough, as in the proof of Theorem 6.46, to see that we cannot have kan $=1$ nontrivially. The identity kan $=1$ would force the orthogonal transformation $\operatorname{Ad}(k)$ to be upper triangular with positive diagonal entries in the matrix realization of Lemma 6.45 , and consequently we may assume that $\operatorname{Ad}(k)=\operatorname{Ad}(a)=\operatorname{Ad}(n)=1$. Thus $k$, $a$, and $n$ are in $Z_{G}\left(\mathfrak{g}_{0}\right)$. By Lemma 7.22, $a$ is the exponential of something in $Z_{\mathfrak{g}_{0}}\left(\mathfrak{g}_{0}\right)=Z_{\mathfrak{g}_{0}}$. Hence $a$ is in $Z_{v e c}$. By construction $n$ is in $G_{s s}$, and hence $k$ and $n$ are in ${ }^{0} G$. By Proposition 7.27f, $a=1$ and $k n=1$. But then the identity $k n=1$ is valid in $G_{s s}$, and Theorem 6.46 implies that $k=n=1$.

To see that multiplication is onto $G$, we observe from Theorem 6.46 that $\exp \left(\mathfrak{p}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right)$ is in the image. By Proposition 7.27 a , the image contains ${ }^{0} G$. Also $Z_{v e c}$ is in the image (of $1 \times A \times 1$ ), and $Z_{\text {vec }}$ commutes with ${ }^{0} G$. Hence the image contains ${ }^{0} G Z_{\text {vec }}$. This is all of $G$ by Proposition 7.27f.

We define $\mathfrak{n}_{0}^{-}=\bigoplus_{\lambda \in \Sigma^{+}}\left(\mathfrak{g}_{0}\right)_{-\lambda}$. Then $\mathfrak{n}_{0}^{-}$is a nilpotent Lie subalgebra of $\mathfrak{g}_{0}$, and we let $N^{-}$be the corresponding analytic subgroup. Since $-\Sigma^{+}$ is the set of positive restricted roots for another notion of positivity on $\mathfrak{a}_{0}^{*}$, $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{a}_{0} \oplus \mathfrak{n}_{0}^{-}$is another Iwasawa decomposition of $\mathfrak{g}_{0}$ and $G=K A N^{-}$ is another Iwasawa decomposition of $G$. The identity $\theta\left(\mathfrak{g}_{0}\right)_{\lambda}=\left(\mathfrak{g}_{0}\right)_{-\lambda}$ given in Proposition 6.40c implies that $\theta \mathfrak{n}_{0}=\mathfrak{n}_{0}^{-}$. By Proposition 7.21, $\Theta N=N^{-}$.

We write $M$ for the group $Z_{K}\left(\mathfrak{a}_{0}\right)$. This is a compact subgroup since it is closed in $K$, and its Lie algebra is $Z_{\mathfrak{k}_{0}}\left(\mathfrak{a}_{0}\right)$. This subgroup normalizes each $\left(\mathfrak{g}_{0}\right)_{\lambda}$ since

$$
\begin{aligned}
\operatorname{ad}(H)\left(\operatorname{Ad}(m) X_{\lambda}\right) & =\operatorname{Ad}(m) \operatorname{ad}\left(\operatorname{Ad}(m)^{-1} H\right) X_{\lambda} \\
& =\operatorname{Ad}(m) \operatorname{ad}(H) X_{\lambda}=\lambda(H) \operatorname{Ad}(m) X_{\lambda}
\end{aligned}
$$

for $m \in M, H \in \mathfrak{a}_{0}$, and $X_{\lambda} \in\left(\mathfrak{g}_{0}\right)_{\lambda}$. Consequently $M$ normalizes $\mathfrak{n}_{0}$. Thus $M$ centralizes $A$ and normalizes $N$. Since $M$ is compact and $A N$ is closed, MAN is a closed subgroup.

Reflections in the restricted roots generate a group $W(\Sigma)$, which we call the Weyl group of $\Sigma$. The elements of $W(\Sigma)$ are nothing more than the elements of the Weyl group for the restricted roots of $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$, with each element extended to $\mathfrak{a}_{0}^{*}$ by being defined to be the identity on $\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}$.

We define $W(G, A)=N_{K}\left(\mathfrak{a}_{0}\right) / Z_{K}\left(\mathfrak{a}_{0}\right)$. By the same proof as for Lemma 6.56, the Lie algebra of $N_{K}\left(\mathfrak{a}_{0}\right)$ is $\mathfrak{m}_{0}$. Therefore $W(G, A)$ is a finite group.

Proposition 7.32. If $G$ is a reductive Lie group, then the group $W(G, A)$ coincides with $W(\Sigma)$.

Proof. Just as with the corresponding result in the semisimple case (Theorem 6.57), we know that $W(\Sigma) \subseteq W(G, A)$. Fix a simple system $\Sigma^{+}$ for $\Sigma$. As in the proof of Theorem 6.57, it suffices to show that if $k \in N_{K}\left(\mathfrak{a}_{0}\right)$ has $\operatorname{Ad}(k) \Sigma^{+}=\Sigma^{+}$, then $k$ is in $Z_{K}\left(\mathfrak{a}_{0}\right)$. By Lemma 7.24, $\operatorname{Ad}_{\mathfrak{g}}(k)$ is in the compact semisimple Lie group $\operatorname{Int}_{\mathfrak{g}}\left(\mathfrak{u}_{0}\right)$, where $\mathfrak{u}_{0}=\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$. The connectedness of $\operatorname{Int}_{\mathfrak{g}}\left(\mathfrak{u}_{0}\right)$ is the key, and the remainder of the proof of Theorem 6.57 is applicable to this situation.

Proposition 7.33. If $G$ is a reductive Lie group, then $M$ meets every component of $K$, hence every component of $G$.

Proof. Let $k \in K$ be given. Since $\operatorname{Ad}(k)^{-1}\left(\mathfrak{a}_{0}\right)$ is maximal abelian in $\mathfrak{p}_{0}$, Proposition 7.28 gives us $k_{0} \in K_{0}$ with $\operatorname{Ad}\left(k_{0}^{-1} k^{-1}\right)\left(\mathfrak{a}_{0}\right)=\mathfrak{a}_{0}$. Thus $k_{0}^{-1} k^{-1}$ normalizes $\mathfrak{a}_{0}$. Comparison of Proposition 7.32 and Theorem 6.57 produces $k_{1}^{-1} \in K_{0}$ so that $k_{1}^{-1} k_{0}^{-1} k^{-1}$ centralizes $\mathfrak{a}_{0}$. Then $k k_{0} k_{1}$ is in $M$, and $k$ is in $M K_{0}$.

Next let us extend the notion of Cartan subalgebras to the context of reductive Lie groups. We recall from §IV. 5 that a Lie subalgebra $\mathfrak{h}_{0}$ of $\mathfrak{g}_{0}$ is a Cartan subalgebra if its complexification $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{g}=\left(\mathfrak{g}_{0}\right)^{\mathbb{C}}$. Since $\mathfrak{h}$ must equal its own normalizer (Proposition 2.7), it follows that $Z_{\mathfrak{g}} \subseteq \mathfrak{h}$. Therefore $\mathfrak{h}_{0}$ must be of the form

$$
\begin{equation*}
\mathfrak{h}_{0}=Z_{\mathfrak{g}_{0}} \oplus\left(\mathfrak{h}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]\right), \tag{7.34}
\end{equation*}
$$

where $\mathfrak{h}_{0} \cap\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ is a Cartan subalgebra of the semisimple Lie algebra [ $\mathfrak{g}_{0}, \mathfrak{g}_{0}$ ]. By Proposition 2.13 a sufficient condition for $\mathfrak{h}_{0}$ to be a Cartan subalgebra of $\mathfrak{g}_{0}$ is that $\mathfrak{h}_{0}$ is maximal abelian in $\mathfrak{g}_{0}$ and ad $\mathfrak{g}_{\mathfrak{g}} \mathfrak{h}_{0}$ is simultaneously diagonable.

As in the special case (4.31), we can form a set of roots $\Delta(\mathfrak{g}, \mathfrak{h})$, which amount to the roots of $[\mathfrak{g}, \mathfrak{g}]$ with respect to $\mathfrak{h} \cap[\mathfrak{g}, \mathfrak{g}]$, extended to $\mathfrak{h}$ by being defined to be 0 on $Z_{\mathfrak{g}}$. We can form also a Weyl group $W(\mathfrak{g}, \mathfrak{h})$ generated by the reflections in the members of $\Delta ; W(\mathfrak{g}, \mathfrak{h})$ consists of the members of $W([\mathfrak{g}, \mathfrak{g}], \mathfrak{h} \cap[\mathfrak{g}, \mathfrak{g}])$ extended to $\mathfrak{g}$ by being defined to be the identity on $Z_{g}$.

Because of the form (7.34) of Cartan subalgebras of $\mathfrak{g}_{0}$, Proposition 6.59 implies that any Cartan subalgebra is conjugate via Int $\mathfrak{g}_{0}$ to a $\theta$ stable Cartan subalgebra. There are only finitely many conjugacy classes (Proposition 6.64), and these can be related by Cayley transforms.

The maximally noncompact $\theta$ stable Cartan subalgebras are obtained by adjoining to an Iwasawa $\mathfrak{a}_{0}$ a maximal abelian subspace of $\mathfrak{m}_{0}$. As in Proposition 6.61, all such Cartan subalgebras are conjugate via $K$. The restricted roots relative to $\mathfrak{a}_{0}$ are the nonzero restrictions to $\mathfrak{a}_{0}$ of the roots relative to this Cartan subalgebra.

Any maximally compact $\theta$ stable Cartan subalgebra is obtained as the centralizer of a maximal abelian subspace of $\mathfrak{k}_{0}$. As in Proposition 6.61, all such Cartan subalgebras are conjugate via $K$.

Proposition 7.35. Let $G$ be a reductive Lie group. If two $\theta$ stable Cartan subalgebras of $\mathfrak{g}_{0}$ are conjugate via $G$, then they are conjugate via $G_{s s}$ and in fact by $K \cap G_{s s}$.

Proof. Let $\mathfrak{h}_{0}$ and $\mathfrak{h}_{0}^{\prime}$ be $\theta$ stable Cartan subalgebras, and suppose that $\operatorname{Ad}(g)\left(\mathfrak{h}_{0}\right)=\mathfrak{h}_{0}^{\prime}$. By (7.23), $\operatorname{Ad}(\Theta g)\left(\mathfrak{h}_{0}\right)=\mathfrak{h}_{0}^{\prime}$. If $g=k \exp X$ with $k \in K$ and $X \in \mathfrak{p}_{0}$, then it follows that Ad of $(\Theta g)^{-1} g=\exp 2 X$ normalizes $\mathfrak{h}_{0}$. Applying Lemma 7.22 to $\exp 2 X$, we see that $\left[X, \mathfrak{h}_{0}\right] \subseteq \mathfrak{h}_{0}$. Therefore $\exp X$ normalizes $\mathfrak{h}_{0}$, and $\operatorname{Ad}(k)$ carries $\mathfrak{h}_{0}$ to $\mathfrak{h}_{0}^{\prime}$.

Since $\operatorname{Ad}(k)$ commutes with $\theta, \operatorname{Ad}(k)$ carries $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}$ to $\mathfrak{h}_{0}^{\prime} \cap \mathfrak{p}_{0}$. Let $\mathfrak{a}_{0}$ be a maximal abelian subspace of $\mathfrak{p}_{0}$ containing $\mathfrak{h}_{0} \cap \mathfrak{p}_{0}$, and choose $k_{0} \in K_{0}$ by Proposition 7.29 so that $\operatorname{Ad}\left(k_{0} k\right)\left(\mathfrak{a}_{0}\right)=\mathfrak{a}_{0}$. Comparing Proposition 7.32 and Theorem 6.57, we can find $k_{1} \in K_{0}$ so that $k_{1} k_{0} k$ centralizes $\mathfrak{a}_{0}$. Then $\left.\operatorname{Ad}(k)\right|_{a_{0}}=\left.\operatorname{Ad}\left(k_{0}^{-1} k_{1}^{-1}\right)\right|_{a_{0}}$, and the element $k^{\prime}=k_{0}^{-1} k_{1}^{-1}$ of $K_{0}$ has the property that $\operatorname{Ad}\left(k^{\prime}\right)\left(\mathfrak{h}_{0} \cap \mathfrak{p}_{0}\right)=\mathfrak{h}_{0}^{\prime} \cap \mathfrak{p}_{0}$. The $\theta$ stable Cartan subalgebras $\mathfrak{h}_{0}$ and $\operatorname{Ad}\left(k^{\prime}\right)^{-1}\left(\mathfrak{h}_{0}^{\prime}\right)$ therefore have the same $\mathfrak{p}_{0}$ part, and Lemma 6.62 shows that they are conjugate via $K \cap G_{s s}$.

## 3. $K A K$ Decomposition

Throughout this section we let $G$ be a reductive Lie group, and we let other notation be as in $\S 2$.

From the global Cartan decomposition $G=K \exp \mathfrak{p}_{0}$ and from the equality $\mathfrak{p}_{0}=\bigcup_{k \in K} \operatorname{Ad}(k) \mathfrak{a}_{0}$ of Proposition 7.29, it is immediate that $G=K A K$ in the sense that every element of $G$ can be decomposed as a product of an element of $K$, an element of $A$, and a second element of $K$. In this section we shall examine the degree of nonuniqueness of this decomposition.

Lemma 7.36. If $X$ is in $\mathfrak{p}_{0}$, then $Z_{G}(\exp X)=Z_{G}(\mathbb{R} X)$.

Proof. Certainly $Z_{G}(\mathbb{R} X) \subseteq Z_{G}(\exp X)$. In the reverse direction if $g$ is in $Z_{G}(\exp X)$, then $\operatorname{Ad}(g) \operatorname{Ad}(\exp X)=\operatorname{Ad}(\exp X) \operatorname{Ad}(g)$. By Proposition $7.19 \mathrm{~d}, \operatorname{Ad}(\exp X)$ is positive definite on $\mathfrak{g}_{0}$, thus diagonable. Consequently $\operatorname{Ad}(g)$ carries each eigenspace of $\operatorname{Ad}(\exp X)$ to itself, and it follows that $\operatorname{Ad}(g) \operatorname{ad}(X)=\operatorname{ad}(X) \operatorname{Ad}(g)$. By Lemma 1.118,

$$
\begin{equation*}
\operatorname{ad}(\operatorname{Ad}(g) X)=\operatorname{ad}(X) \tag{7.37}
\end{equation*}
$$

Write $X=Y+Z$ with $Y \in Z_{\mathfrak{g}_{0}}$ and $Z \in\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$. By property (v) of a reductive group, $\operatorname{Ad}(g) Y=Y$. Comparing this equality with (7.37), we see that $\operatorname{ad}(\operatorname{Ad}(g) Z)=\operatorname{ad}(Z)$, hence that $\operatorname{Ad}(g) Z-Z$ is in the center of $\mathfrak{g}_{0}$. Since it is in $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ also, it is 0 . Therefore $\operatorname{Ad}(g) X=X$, and $g$ is in the centralizer of $\mathbb{R} X$.

Lemma 7.38. If $k$ is in $K$ and if $a$ and $a^{\prime}$ are in $A$ with $k a k^{-1}=a^{\prime}$, then there exists $k_{0}$ in $N_{K}\left(\mathfrak{a}_{0}\right)$ with $k_{0} a k_{0}^{-1}=a^{\prime}$.

Proof. The subgroup $Z_{G}\left(a^{\prime}\right)$ is reductive by Lemma 7.36 and Proposition 7.25, and its Lie algebra is $Z_{\mathfrak{g}_{0}}\left(a^{\prime}\right)=\left\{X \in \mathfrak{g}_{0} \mid \operatorname{Ad}\left(a^{\prime}\right) X=X\right\}$. Now $\mathfrak{a}_{0}$ and $\operatorname{Ad}(k) \mathfrak{a}_{0}$ are two maximal abelian subspaces of $Z_{\mathfrak{g}_{0}}\left(a^{\prime}\right) \cap \mathfrak{p}_{0}$ since $k a k^{-1}=a^{\prime}$. By Proposition 7.29 there exists $k_{1}$ in $K \cap Z_{G}\left(a^{\prime}\right)$ with $\operatorname{Ad}\left(k_{1}\right) \operatorname{Ad}(k) \mathfrak{a}_{0}=\mathfrak{a}_{0}$. Then $k_{0}=k_{1} k$ is in $N_{K}\left(\mathfrak{a}_{0}\right)$, and

$$
k_{0} a k_{0}^{-1}=k_{1}\left(k a k^{-1}\right) k_{1}^{-1}=k_{1} a^{\prime} k_{1}^{-1}=a^{\prime}
$$

Theorem 7.39 ( $K A K$ decomposition). Every element in $G$ has a decomposition as $k_{1} a k_{2}$ with $k_{1}, k_{2} \in K$ and $a \in A$. In this decomposition, $a$ is uniquely determined up to conjugation by a member of $W(G, A)$. If $a$ is fixed as $\exp H$ with $H \in \mathfrak{a}_{0}$ and if $\lambda(H) \neq 0$ for all $\lambda \in \Sigma$, then $k_{1}$ is unique up to right multiplication by a member of $M$.

Proof. Existence of the decomposition was noted at the beginning of the section. For uniqueness suppose $k_{1}^{\prime} a^{\prime} k_{2}^{\prime}=k_{1}^{\prime \prime} a k_{2}^{\prime \prime}$. If $k^{\prime}=k_{1}^{\prime \prime-1} k_{1}^{\prime}$ and $k=k_{2}^{\prime} k_{2}^{\prime \prime-1}$, then $k^{\prime} a^{\prime} k=a$ and hence $\left(k^{\prime} k\right)\left(k^{-1} a^{\prime} k\right)=a$. By the uniqueness of the global Cartan decomposition, $k^{\prime} k=1$ and $k^{-1} a^{\prime} k=a$. Lemma 7.38 then shows that $a^{\prime}$ and $a$ are conjugate via $N_{K}\left(\mathfrak{a}_{0}\right)$.

Now let $a=a^{\prime}=\exp H$ with $H \in \mathfrak{a}_{0}$ and $\lambda(H) \neq 0$ for all $\lambda \in \Sigma$. We have seen that $k^{-1} a k=a$. By Lemma 7.36, $\operatorname{Ad}(k)^{-1} H=H$. Since $\lambda(H) \neq 0$ for all $\lambda \in \Sigma$, Lemma 6.50 shows that $Z_{\mathfrak{g}_{0}}(H)=\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$. Hence the centralizer of $H$ in $\mathfrak{p}_{0}$ is $\mathfrak{a}_{0}$, and the centralizer of $\operatorname{Ad}(k)^{-1} H$ in $\mathfrak{p}_{0}$ is $\operatorname{Ad}(k)^{-1} \mathfrak{a}_{0}$. But $\operatorname{Ad}(k)^{-1} H=H$ implies that these centralizers are the same: $\operatorname{Ad}(k)^{-1} \mathfrak{a}_{0}=\mathfrak{a}_{0}$. Thus $k$ is in $N_{K}\left(\mathfrak{a}_{0}\right)$.

By Proposition 7.32, $\operatorname{Ad}(k)$ is given by an element $w$ of the Weyl group $W(\Sigma)$. Since $\lambda(H) \neq 0$ for all $\lambda \in \Sigma$, we can define a lexicographic
ordering so that the positive restricted roots are positive on $H$. Then $\operatorname{Ad}(k) H=H$ says that $w$ permutes the positive restricted roots. By Theorem 2.63, $w=1$. Therefore $\operatorname{Ad}(k)$ centralizes $\mathfrak{a}_{0}$, and $k$ is in $M$.

From $k^{\prime} k=1$, we see that $k^{\prime}$ is in $M$. Then $k^{\prime}=k_{1}^{\prime \prime-1} k_{1}^{\prime}$ shows that $k_{1}^{\prime}$ and $k_{1}^{\prime \prime}$ differ by an element of $M$ on the right.

## 4. Bruhat Decomposition

We continue to assume that $G$ is a reductive Lie group and that other notation is as in $\S 2$.

We know that the subgroup $M=Z_{K}\left(\mathfrak{a}_{0}\right)$ of $K$ is compact, and we saw in $\S 2$ that $M A N$ is a closed subgroup of $G$. It follows from the Iwasawa decomposition that the multiplication map $M \times A \times N \rightarrow M A N$ is a diffeomorphism onto.

The Bruhat decomposition describes the double-coset decomposition $M A N \backslash G / M A N$ of $G$ with respect to $M A N$. Here is an example.

Example. Let $G=S L(2, \mathbb{R})$. Here $M A N=\left\{\left(\begin{array}{cc}a & b \\ 0 & a^{-1}\end{array}\right)\right\}$. The normalizer $N_{K}\left(\mathfrak{a}_{0}\right)$ consists of the four matrices $\pm\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ and $\pm\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$, while the centralizer $Z_{K}\left(\mathfrak{a}_{0}\right)$ consists of the two matrices $\pm\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$. Thus $|W(G, A)|=2$, and $\widetilde{w}=\left(\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right)$ is a representative of the nontrivial element of $W(G, A)$. Let $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ be given in $G$. If $c=0$, then $g$ is in MAN. If $c \neq 0$, then

$$
\begin{aligned}
\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) & =\left(\begin{array}{rr}
c & d \\
-a & -b
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
-a c^{-1} & 1
\end{array}\right)\left(\begin{array}{cc}
c & d \\
0 & c^{-1}
\end{array}\right) \\
& =\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)\left(\begin{array}{cc}
1 & a c^{-1} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
c & d \\
0 & c^{-1}
\end{array}\right) .
\end{aligned}
$$

Hence

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
1 & a c^{-1} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
c & d \\
0 & c^{-1}
\end{array}\right)
$$

exhibits $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ as in $M A N \widetilde{w} M A N$. Thus the double-coset space $M A N \backslash G / M A N$ consists of two elements, with 1 and $\widetilde{w}$ as representatives.

Theorem 7.40 (Bruhat decomposition). The set of double cosets of $M A N \backslash G / M A N$ is parametrized in a one-one fashion by $W(G, A)$, the double coset corresponding to $w \in W(G, A)$ being MAN $\widetilde{w} M A N$, where $\widetilde{w}$ is any representative of $w$ in $N_{K}\left(\mathfrak{a}_{0}\right)$.

PRoof of uniqueness. Suppose that $w_{1}$ and $w_{2}$ are in $W(G, A)$, with $\widetilde{w}_{1}$ and $\widetilde{w}_{2}$ as representatives, and that $x_{1}$ and $x_{2}$ in MAN have

$$
\begin{equation*}
x_{1} \widetilde{w}_{1}=\widetilde{w}_{2} x_{2} . \tag{7.41}
\end{equation*}
$$

Now $\operatorname{Ad}(N)=\exp \left(\operatorname{ad}\left(\mathfrak{n}_{0}\right)\right)$ by Theorem 1.127, and hence $\operatorname{Ad}(N)$ carries $\mathfrak{a}_{0}$ to $\mathfrak{a}_{0} \oplus \mathfrak{n}_{0}$ while leaving the $\mathfrak{a}_{0}$ component unchanged. Meanwhile under $\mathrm{Ad}, N_{K}\left(\mathfrak{a}_{0}\right)$ permutes the restricted-root spaces and thus carries $\mathfrak{m}_{0} \oplus \bigoplus_{\lambda \in \Sigma}\left(\mathfrak{g}_{0}\right)_{\lambda}$ to itself. Apply Ad of both sides of (7.41) to an element $H \in \mathfrak{a}_{0}$ and project to $\mathfrak{a}_{0}$ along $\mathfrak{m}_{0} \oplus \bigoplus_{\lambda \in \Sigma}\left(\mathfrak{g}_{0}\right)_{\lambda}$. The resulting left side is in $\mathfrak{a}_{0} \oplus \mathfrak{n}_{0}$ with $\mathfrak{a}_{0}$ component $\operatorname{Ad}\left(\widetilde{w}_{1}\right) H$, while the right side is in $\operatorname{Ad}\left(\widetilde{w}_{2}\right) H+\operatorname{Ad}\left(\widetilde{w}_{2}\right)\left(\mathfrak{m}_{0} \oplus \mathfrak{n}_{0}\right)$. Hence $\operatorname{Ad}\left(\widetilde{w}_{1}\right) H=\operatorname{Ad}\left(\widetilde{w}_{2}\right) H$. Since $H$ is arbitrary, $\widetilde{w}_{2}^{-1} \widetilde{w}_{1}$ centralizes $\mathfrak{a}_{0}$. Therefore $w_{1}=w_{2}$.

The proof of existence in Theorem 7.40 will be preceded by three lemmas.

Lemma 7.42. Let $H \in \mathfrak{a}_{0}$ be such that $\lambda(H) \neq 0$ for all $\lambda \in \Sigma$. Then the mapping $\varphi: N \rightarrow \mathfrak{g}_{0}$ given by $n \mapsto \operatorname{Ad}(n) H-H$ carries $N$ onto $\mathfrak{n}_{0}$.

Proof. Write $\mathfrak{n}_{0}=\bigoplus\left(\mathfrak{g}_{0}\right)_{\lambda}$ as a sum of restricted-root spaces, and regard the restricted roots as ordered lexicographically. For any restricted root $\alpha$, the subspace $\mathfrak{n}_{\alpha}=\bigoplus_{\lambda \geq \alpha}\left(\mathfrak{g}_{0}\right)_{\lambda}$ is an ideal, and we prove by induction downward on $\alpha$ that $\varphi$ carries $N_{\alpha}=\exp \mathfrak{n}_{\alpha}$ onto $\mathfrak{n}_{\alpha}$. This conclusion for $\alpha$ equal to the smallest positive restricted root gives the lemma.

If $\alpha$ is given, we can write $\mathfrak{n}_{\alpha}=\left(\mathfrak{g}_{0}\right)_{\alpha} \oplus \mathfrak{n}_{\beta}$ with $\beta>\alpha$. Let $X$ be given in $\mathfrak{n}_{\alpha}$, and write $X$ as $X_{1}+X_{2}$ with $X_{1} \in\left(\mathfrak{g}_{0}\right)_{\alpha}$ and $X_{2} \in \mathfrak{n}_{\beta}$. Since $\alpha(H) \neq 0$, we can choose $Y_{1} \in\left(\mathfrak{g}_{0}\right)_{\alpha}$ with $\left[H, Y_{1}\right]=X_{1}$. Then

$$
\begin{aligned}
\operatorname{Ad}\left(\exp Y_{1}\right) H-H & =\left(H+\left[Y_{1}, H\right]+\frac{1}{2}\left(\operatorname{ad} Y_{1}\right)^{2} H+\cdots\right)-H \\
& =-X_{1}+\left(\mathfrak{n}_{\beta} \text { terms }\right),
\end{aligned}
$$

and hence $\operatorname{Ad}\left(\exp Y_{1}\right)(H+X)-H$ is in $\mathfrak{n}_{\beta}$. By inductive hypothesis we can find $n \in N_{\beta}$ with

$$
\operatorname{Ad}(n) H-H=\operatorname{Ad}\left(\exp Y_{1}\right)(H+X)-H .
$$

Then $\operatorname{Ad}\left(\left(\exp Y_{1}\right)^{-1} n\right) H-H=X$, and the element $\left(\exp Y_{1}\right)^{-1} n$ of $N_{\alpha}$ is the required element to complete the induction.

Lemma 7.43. Let $\mathfrak{s}_{0}=\mathfrak{m}_{0} \oplus \mathfrak{a}_{0} \oplus \mathfrak{n}_{0}$. Then
(a) $\mathfrak{n}_{0} \oplus Z_{\mathfrak{g}_{0}}=\left\{Z \in \mathfrak{s}_{0} \mid \operatorname{ad}_{\mathfrak{g}}(Z)\right.$ is nilpotent $\}$ and
(b) $\mathfrak{a}_{0} \oplus \mathfrak{n}_{0} \oplus\left(\mathfrak{m}_{0} \cap Z_{\mathfrak{g}_{0}}\right)=\left\{Z \in \mathfrak{s}_{0} \mid \operatorname{ad}_{\mathfrak{g}}(Z)\right.$ has all eigenvalues real $\}$.

Proof. Certainly the left sides in (a) and (b) are contained in the right sides. For the reverse containments write $Z \in \mathfrak{s}_{0}$ as $Z=X_{0}+H+X$ with $X_{0} \in \mathfrak{m}_{0}, H \in \mathfrak{a}_{0}$, and $X \in \mathfrak{n}_{0}$. Extend $\mathbb{R} X_{0}$ to a maximal abelian subspace $\mathfrak{t}_{0}$ of $\mathfrak{m}_{0}$, so that $\mathfrak{a}_{0} \oplus \mathfrak{t}_{0}$ is a Cartan subalgebra of $\mathfrak{g}_{0}$. Extending the ordering of $\mathfrak{a}_{0}$ to one of $\mathfrak{a}_{0} \oplus i \mathfrak{t}_{0}$ so that $\mathfrak{a}_{0}$ is taken before $i \mathfrak{t}_{0}$, we obtain a positive system $\Delta^{+}$for $\Delta(\mathfrak{g},(\mathfrak{a} \oplus \mathfrak{t}))$ such that $\Sigma^{+}$arises as the set of nonzero restrictions of members of $\Delta^{+}$. Arrange the members of $\Delta^{+}$ in decreasing order and form the matrix of ad $Z$ in a corresponding basis of root vectors (with vectors from $\mathfrak{a} \oplus \mathfrak{t}$ used at the appropriate place in the middle). The matrix is upper triangular. The diagonal entries in the positions corresponding to the root vectors are $\alpha\left(X_{0}+H\right)=\alpha\left(X_{0}\right)+\alpha(H)$ for $\alpha \in \Delta$, and the diagonal entries are 0 in the positions corresponding to basis vectors in $\mathfrak{a} \oplus \mathfrak{t}$. Here $\alpha\left(X_{0}\right)$ is imaginary, and $\alpha(H)$ is real. To have ad $Z$ nilpotent, we must get 0 for all $\alpha$. Thus the component of $X_{0}+H$ in [ $\left.\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ is 0 . This proves (a). To have ad $Z$ have real eigenvalues, we must have $\alpha\left(X_{0}\right)=0$ for all $X \in \Delta$. Thus the component of $X_{0}$ in $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ is 0 . This proves (b).

Lemma 7.44. For each $g \in G$, put $\mathfrak{s}_{0}^{g}=\mathfrak{s}_{0} \cap \operatorname{Ad}(g) \mathfrak{s}_{0}$. Then

$$
\mathfrak{s}_{0}=\mathfrak{s}_{0}^{g}+\mathfrak{n}_{0} .
$$

PRoof. Certainly $\mathfrak{s}_{0} \supseteq \mathfrak{s}_{0}^{g}+\mathfrak{n}_{0}$, and therefore it is enough to show that $\operatorname{dim}\left(\mathfrak{s}_{0}^{g}+\mathfrak{n}_{0}\right)=\operatorname{dim} \mathfrak{s}_{0}$. Since $G=K A N$, there is no loss of generality in assuming that $g$ is in $K$. Write $k=g$. Let $(\cdot)^{\perp}$ denote orthogonal complement within $\mathfrak{g}_{0}$ relative to $B_{\theta}$. From $\theta\left(\mathfrak{g}_{0}\right)_{\lambda}=\left(\mathfrak{g}_{0}\right)_{-\lambda}$, we have $\mathfrak{s}_{0}^{\perp}=\theta \mathfrak{n}_{0}$. Since $\operatorname{Ad}(k)$ acts in an orthogonal fashion,

$$
\begin{align*}
\left(\mathfrak{s}_{0}+\operatorname{Ad}(k) \mathfrak{s}_{0}\right)^{\perp} & =\mathfrak{s}_{0}^{\perp} \cap\left(\operatorname{Ad}(k) \mathfrak{s}_{0}\right)^{\perp}=\theta \mathfrak{n}_{0} \cap \operatorname{Ad}(k) \mathfrak{s}_{0}^{\perp}  \tag{7.45}\\
& =\theta \mathfrak{n}_{0} \cap \operatorname{Ad}(k) \theta \mathfrak{n}_{0}=\theta\left(\mathfrak{n}_{0} \cap \operatorname{Ad}(k) \mathfrak{n}_{0}\right) .
\end{align*}
$$

Let $X$ be in $\mathfrak{s}_{0} \cap \operatorname{Ad}(k) \mathfrak{s}_{0}$ and in $\mathfrak{n}_{0}$. Then $\operatorname{ad}_{\mathfrak{g}}(X)$ is nilpotent by Lemma 7.43a. Since $\operatorname{ad}_{\mathfrak{g}}\left(\operatorname{Ad}(k)^{-1} X\right)$ and $\operatorname{ad}_{\mathfrak{g}}(X)$ have the same eigenvalues, $\operatorname{ad}_{\mathfrak{g}}\left(\operatorname{Ad}(k)^{-1} X\right)$ is nilpotent. By Lemma 7.43a, $\operatorname{Ad}(k)^{-1} X$ is in $\mathfrak{n}_{0} \oplus Z_{\mathfrak{g}_{0}}$. Since $\operatorname{Ad}(k)$ fixes $Z_{\mathfrak{g}_{0}}$ (by property (v)), $\operatorname{Ad}(k)^{-1} X$ is in $\mathfrak{n}_{0}$. Therefore $X$ is in $\operatorname{Ad}(k) \mathfrak{n}_{0}$, and we obtain

$$
\begin{equation*}
\mathfrak{n}_{0} \cap \operatorname{Ad}(k) \mathfrak{n}_{0}=\mathfrak{n}_{0} \cap\left(\mathfrak{s}_{0} \cap \operatorname{Ad}(k) \mathfrak{s}_{0}\right)=\mathfrak{n}_{0} \cap \mathfrak{s}_{0}^{k} . \tag{7.46}
\end{equation*}
$$

Consequently

$$
\begin{aligned}
2 \operatorname{dim} \mathfrak{s}_{0}-\operatorname{dim} \mathfrak{s}_{0}^{k} & =\operatorname{dim}\left(\mathfrak{s}_{0}+\operatorname{Ad}(k) \mathfrak{s}_{0}\right) & & \text { by }(7.45) \\
& =\operatorname{dim} \mathfrak{g}_{0}-\operatorname{dim}\left(\mathfrak{n}_{0} \cap \operatorname{Ad}(k) \mathfrak{n}_{0}\right) & & \text { by }(7.46) \\
& =\operatorname{dim} \mathfrak{g}_{0}-\operatorname{dim}\left(\mathfrak{n}_{0} \cap \mathfrak{s}_{0}^{k}\right) & \operatorname{dim} \mathfrak{n}_{0}-\operatorname{dim} \mathfrak{s}_{0}^{k}, &
\end{aligned}
$$

and we conclude that

$$
\operatorname{dim} \mathfrak{g}_{0}+\operatorname{dim}\left(\mathfrak{n}_{0}+\mathfrak{s}_{0}^{k}\right)-\operatorname{dim} \mathfrak{n}_{0}=2 \operatorname{dim} \mathfrak{s}_{0}
$$

Since $\operatorname{dim} \mathfrak{n}_{0}+\operatorname{dim} \mathfrak{s}_{0}=\operatorname{dim} \mathfrak{g}_{0}$, we obtain $\operatorname{dim}\left(\mathfrak{n}_{0}+\mathfrak{s}_{0}^{k}\right)=\operatorname{dim} \mathfrak{s}_{0}$, as required.

Proof of existence in Theorem 7.40. Fix $H \in \mathfrak{a}_{0}$ with $\lambda(H) \neq 0$ for all $\lambda \in \Sigma$. Let $x \in G$ be given. Since $\mathfrak{a}_{0} \subseteq \mathfrak{s}_{0}$, Lemma 7.44 allows us to write $H=X+Y$ with $X \in \mathfrak{n}_{0}$ and $Y \in \mathfrak{s}_{0}^{x}$. By Lemma 7.42 we can choose $n_{1} \in N$ with $\operatorname{Ad}\left(n_{1}\right) H-H=-X$. Then

$$
\operatorname{Ad}\left(n_{1}\right) H=H-X=Y \in \mathfrak{s}_{0}^{x} \subseteq \operatorname{Ad}(x) \mathfrak{s}_{0} .
$$

So $Z=\operatorname{Ad}\left(x^{-1} n_{1}\right) H$ is in $\mathfrak{s}_{0}$. Since $\operatorname{ad}_{\mathfrak{g}} Z$ and $\operatorname{ad}_{\mathfrak{g}} H$ have the same eigenvalues, Lemma 7.43b shows that $Z$ is in $\mathfrak{a}_{0} \oplus \mathfrak{n}_{0} \oplus\left(\mathfrak{m}_{0} \cap Z_{\mathfrak{g}_{0}}\right)$. Since $\operatorname{Ad}\left(x^{-1} n_{1}\right)^{-1}$ fixes $Z_{\mathfrak{g} 0}$ (by property (v)), $Z$ is in $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$. Write $Z=H^{\prime}+X^{\prime}$ correspondingly. Here ad $H$ and ad $H^{\prime}$ have the same eigenvalues, so that $\lambda\left(H^{\prime}\right) \neq 0$ for all $\lambda \in \Sigma$. By Lemma 7.42 there exists $n_{2} \in N$ with $\operatorname{Ad}\left(n_{2}\right)^{-1} H^{\prime}-H^{\prime}=X^{\prime}$. Then $\operatorname{Ad}\left(n_{2}\right)^{-1} H^{\prime}=H^{\prime}+X^{\prime}=Z$, and

$$
H^{\prime}=\operatorname{Ad}\left(n_{2}\right) Z=\operatorname{Ad}\left(n_{2} x^{-1} n_{1}\right) H .
$$

The centralizers of $H^{\prime}$ and $H$ are both $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$ by Lemma 6.50. Thus

$$
\begin{equation*}
\operatorname{Ad}\left(n_{2} x^{-1} n_{1}\right)\left(\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}\right)=\mathfrak{a}_{0} \oplus \mathfrak{m}_{0} \tag{7.47}
\end{equation*}
$$

If $X$ is in $\mathfrak{a}_{0}$, then $\operatorname{ad}_{\mathfrak{g}}(X)$ has real eigenvalues by Lemma 7.43b. Since $\operatorname{ad}_{\mathfrak{g}}\left(\operatorname{Ad}\left(n_{2} x^{-1} n_{1}\right) X\right)$ and $\operatorname{ad}_{\mathfrak{g}}(X)$ have the same eigenvalues, Lemma 7.43b shows that $\operatorname{Ad}\left(n_{2} x^{-1} n_{1}\right) X$ is in $\mathfrak{a}_{0} \oplus\left(\mathfrak{m}_{0} \cap Z_{\mathfrak{g}_{0}}\right)$. Since $\operatorname{Ad}\left(n_{2} x^{-1} n_{1}\right)^{-1}$ fixes $Z_{\mathfrak{g}_{0}}$ (by property (v)), $\operatorname{Ad}\left(n_{2} x^{-1} n_{1}\right) X$ is in $\mathfrak{a}_{0}$. We conclude that $n_{2} x^{-1} n_{1}$ is in $N_{G}\left(\mathfrak{a}_{0}\right)$.

Let $n_{2} x^{-1} n_{1}=u \exp X_{0}$ be the global Cartan decomposition of $n_{2} x^{-1} n_{1}$. By Lemma 7.22, $u$ is in $N_{K}\left(\mathfrak{a}_{0}\right)$ and $X_{0}$ is in $N_{\mathfrak{g}_{0}}\left(\mathfrak{a}_{0}\right)$. By the same argument as in Lemma 6.56, $N_{\mathfrak{g}_{0}}\left(\mathfrak{a}_{0}\right)=\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$. Since $X_{0}$ is in $\mathfrak{p}_{0}, X_{0}$ is in $\mathfrak{a}_{0}$. Therefore $u$ is in $N_{K}\left(\mathfrak{a}_{0}\right)$ and $\exp X_{0}$ is in $A$. In other words, $n_{2} x^{-1} n_{1}$ is in $u A$, and $x$ is in the same $M A N$ double coset as the member $u^{-1}$ of $N_{K}\left(\mathfrak{a}_{0}\right)$.

## 5. Structure of $M$

We continue to assume that $G$ is a reductive Lie group and that other notation is as in $\S 2$. The fundamental source of disconnectedness in the structure theory of semisimple groups is the behavior of the subgroup $M=Z_{K}\left(\mathfrak{a}_{0}\right)$. We shall examine $M$ in this section, paying particular attention to its component structure. For the first time we shall make serious use of results from Chapter V.

Proposition 7.48. $M$ is a reductive Lie group.
Proof. Proposition 7.25 shows that $Z_{G}\left(\mathfrak{a}_{0}\right)$ is a reductive Lie group, necessarily of the form $Z_{K}\left(\mathfrak{a}_{0}\right) \exp \left(Z_{\mathfrak{g}_{0}}\left(\mathfrak{a}_{0}\right) \cap \mathfrak{p}_{0}\right)=M A$. By Proposition $7.27,{ }^{\circ}(M A)=M$ is a reductive Lie group.

Proposition 7.33 already tells us that $M$ meets every component of $G$. But $M$ can be disconnected even when $G$ is connected. (Recall from the examples in $\S$ VI. 5 that $M$ is disconnected when $G=S L(n, \mathbb{R})$.) Choose and fix a maximal abelian subspace $\mathfrak{t}_{0}$ of $\mathfrak{m}_{0}$. Then $\mathfrak{a}_{0} \oplus \mathfrak{t}_{0}$ is a Cartan subalgebra of $\mathfrak{g}_{0}$.

Proposition 7.49. Every component of $M$ contains a member of $M$ that centralizes $\mathfrak{t}_{0}$, so that $M=Z_{M}\left(\mathfrak{t}_{0}\right) M_{0}$.

REMARK. The proposition says that we may focus our attention on $Z_{M}\left(\mathfrak{t}_{0}\right)$. After this proof we shall study $Z_{M}\left(\mathfrak{t}_{0}\right)$ by considering it as a subgroup of $Z_{K}\left(\mathfrak{t}_{0}\right)$.

Proof. If $m \in M$ is given, then $\operatorname{Ad}(m) \mathfrak{t}_{0}$ is a maximal abelian subspace of $\mathfrak{m}_{0}$. By Theorem 4.34 (applied to $M_{0}$ ), there exists $m_{0} \in M_{0}$ such that $\operatorname{Ad}\left(m_{0}\right) \operatorname{Ad}(m) \mathfrak{t}_{0}=\mathfrak{t}_{0}$. Then $m_{0} m$ is in $N_{M}\left(\mathfrak{m}_{0}\right)$. Introduce a positive system $\Delta^{+}$for the root system $\Delta=\Delta(\mathfrak{m}, \mathfrak{t})$. Then $\operatorname{Ad}\left(m_{0} m\right) \Delta^{+}$is a positive system for $\Delta$, and Theorems 4.54 and 2.63 together say that we can find $m_{1} \in M_{0}$ such that $\operatorname{Ad}\left(m_{1} m_{0} m\right)$ maps $\Delta^{+}$to itself. By Proposition 7.48, $M$ satisfies property (v) of reductive Lie groups. Therefore $\operatorname{Ad}_{\mathfrak{m}}\left(m_{1} m_{0} m\right)$ is in Int $\mathfrak{m}$. Then $\operatorname{Ad}_{\mathfrak{m}}\left(m_{1} m_{0} m\right)$ must be induced by an element in $\operatorname{Int}_{\mathfrak{m}}[\mathfrak{m}, \mathfrak{m}]$, and Theorem 7.8 says that this element fixes each member of $\Delta^{+}$. Therefore $m_{1} m_{0} m$ centralizes $\mathfrak{t}_{0}$, and the result follows.

Suppose that the root $\alpha$ in $\Delta(\mathfrak{g}, \mathfrak{a} \oplus \mathfrak{t})$ is real, i.e., $\alpha$ vanishes on $\mathfrak{t}$. As in the discussion following (6.66), the root space $\mathfrak{g}_{\alpha}$ in $\mathfrak{g}$ is invariant under the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$. Since $\operatorname{dim}_{\mathbb{C}} \mathfrak{g}_{\alpha}=1, \mathfrak{g}_{\alpha}$ contains a
nonzero root vector $E_{\alpha}$ that is in $\mathfrak{g}_{0}$. Also as in the discussion following (6.66), we may normalize $E_{\alpha}$ by a real constant so that $B\left(E_{\alpha}, \theta E_{\alpha}\right)=$ $-2 /|\alpha|^{2}$. Put $H_{\alpha}^{\prime}=2|\alpha|^{-2} H_{\alpha}$. Then $\left\{H_{\alpha}^{\prime}, E_{\alpha}, \theta E_{\alpha}\right\}$ spans a copy of $\mathfrak{s l}(2, \mathbb{R})$ with

$$
\begin{equation*}
H_{\alpha}^{\prime} \leftrightarrow h, \quad E_{\alpha} \leftrightarrow e, \quad \theta E_{\alpha} \leftrightarrow-f . \tag{7.50}
\end{equation*}
$$

Let us write $\left(\mathfrak{g}_{0}\right)_{\alpha}$ for $\mathbb{R} E_{\alpha}$ and $\left(\mathfrak{g}_{0}\right)_{-\alpha}$ for $\mathbb{R} \theta E_{\alpha}$.
Proposition 7.51. The subgroup $Z_{G}\left(\mathrm{t}_{0}\right)$ of $G$
(a) is reductive with global Cartan decomposition

$$
Z_{G}\left(\mathfrak{t}_{0}\right)=Z_{K}\left(\mathfrak{t}_{0}\right) \exp \left(\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right)\right),
$$

(b) has Lie algebra

$$
Z_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right)=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0} \oplus \bigoplus_{\substack{\alpha \in \Delta(\mathfrak{g}, \boldsymbol{f} \oplus \mathfrak{f}), \alpha \text { real }}}\left(\mathfrak{g}_{0}\right)_{\alpha},
$$

which is the direct sum of its center with a real semisimple Lie algebra that is a split real form of its complexification,
(c) is such that the component groups of $G, K, Z_{G}\left(\mathfrak{t}_{0}\right)$, and $Z_{K}\left(\mathfrak{t}_{0}\right)$ are all isomorphic.

Proof. Conclusion (a) is immediate from Proposition 7.25. For (b) it is clear that

$$
Z_{\mathfrak{g}}\left(\mathfrak{t}_{0}\right)=\mathfrak{t} \oplus \mathfrak{a} \oplus \bigoplus_{\substack{\alpha \in \Delta(\mathfrak{g}, \mathfrak{c} \oplus \mathfrak{t}), \alpha \text { raal }}} \mathfrak{g}_{\alpha} .
$$

The conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$ carries every term of the right side into itself, and therefore we obtain the formula of (b). Here $\mathfrak{a}_{0}$ is maximal abelian in $\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right)$, and therefore this decomposition is the restrictedroot space decomposition of $\mathfrak{g}_{0}$. Applying Corollary 6.49 to $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$, we obtain (b). In (c), $G$ and $K$ have isomorphic component groups as a consequence of the global Cartan decomposition, and $Z_{G}\left(\mathfrak{t}_{0}\right)$ and $Z_{K}\left(\mathfrak{t}_{0}\right)$ have the same component groups as a consequence of (a). Consider the natural homomorphism

$$
Z_{K}\left(\mathfrak{t}_{0}\right) / Z_{K}\left(\mathfrak{t}_{0}\right)_{0} \rightarrow K / K_{0}
$$

induced by inclusion. Propositions 7.49 and 7.33 show that this map is onto, and Corollary 4.51 shows that it is one-one. This proves (c).

We cannot expect to say much about the disconnectedness of $M$ that results from the disconnectedness of $G$. Thus we shall assume for the remainder of this section that $G$ is connected. Proposition 7.51c notes that $Z_{G}\left(\mathrm{t}_{0}\right)$ is connected. To study $Z_{G}\left(\mathrm{t}_{0}\right)$, we shall work with the analytic subgroup of $Z_{G}\left(\mathfrak{t}_{0}\right)$ whose Lie algebra is $\left[Z_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right), Z_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right)\right]$. This is the subgroup that could be called $Z_{G}\left(\mathfrak{t}_{0}\right)_{s s}$ in the notation of $\S 2$. It is semisimple, and its Lie algebra is a split real form. We call the subgroup the associated split semisimple subgroup, and we introduce the notation $G_{\text {split }}$ for it in order to emphasize that its Lie algebra is split.

Let $T$ be the maximal torus of $M_{0}$ with Lie algebra $\mathfrak{t}_{0}$. Under the assumption that $G$ is connected, it follows from Proposition 7.51b that $Z_{G}\left(\mathfrak{t}_{0}\right)$ is a commuting product

$$
Z_{G}\left(\mathrm{t}_{0}\right)=T A G_{\text {split }} .
$$

By Proposition 7.27,

$$
{ }^{0} Z_{G}\left(\mathfrak{t}_{0}\right)=T G_{\text {split }}
$$

is a reductive Lie group.
The group $G_{\text {split }}$ need not have finite center, but the structure theory of Chapter VI is available to describe it. Let $K_{\text {split }}$ and $A_{\text {split }}$ be the analytic subgroups with Lie algebras given as the intersections of $\mathfrak{k}_{0}$ and $\mathfrak{a}_{0}$ with [ $\left.Z_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right), Z_{\mathfrak{g}_{0}}\left(\mathrm{t}_{0}\right)\right]$. Let $F=M_{\text {split }}$ be the centralizer of $A_{\text {split }}$ in $K_{\text {split }}$. The subgroup $F$ will play a key role in the analysis of $M$. It centralizes both $T$ and $A$.

Corollary 7.52. The subgroup $F$ normalizes $M_{0}$, and $M=F M_{0}$.
Proof. Since $F$ centralizes $A$ and is a subgroup of $K$, it is a subgroup of $M$. Therefore $F$ normalizes $M_{0}$, and $F M_{0}$ is a group. We know from Proposition 7.49 that $M=Z_{M}\left(\mathfrak{t}_{0}\right) M_{0}$. Since $T \subseteq M_{0}$, it is enough to prove that $Z_{M}\left(\mathfrak{t}_{0}\right)=T F$. The subgroup $Z_{M}\left(\mathrm{t}_{0}\right)$ is contained in $Z_{K}\left(\mathfrak{t}_{0}\right)$, which in turn is contained in ${ }^{0} Z_{G}\left(\mathfrak{t}_{0}\right)=T G_{\text {split. }}$. Since $Z_{M}\left(\mathfrak{t}_{0}\right)$ is contained in $K$, it is therefore contained in $T K_{\text {split }}$. Decompose a member $m$ of $Z_{M}\left(\mathfrak{t}_{0}\right)$ in a corresponding fashion as $m=t k$. Since $m$ and $t$ centralize $A$, so does $k$. Therefore $k$ is in $F=M_{\text {split }}$, and the result follows.

Without additional hypotheses we cannot obtain further nontrivial results about $F$, and accordingly we recall the following definition from §1.

A semisimple group $G$ has a complexification $G^{\mathbb{C}}$ if $G^{\mathrm{C}}$ is a connected complex Lie group with Lie algebra $\mathfrak{g}$ such that $G$ is the analytic subgroup
corresponding to the real form $\mathfrak{g}_{0}$ of $\mathfrak{g}$. By Corollary $7.6, G^{\mathbb{C}}$ is isomorphic to a matrix group, and hence the same thing is true of $G$ and $G_{\text {split }}$. By Proposition 7.9, each of $G$ and $G_{\text {split }}$ has finite center. Therefore we may consider $G$ and $G_{\text {split }}$ in the context of reductive Lie groups.

Fix $K, \theta$, and $B$ for $G$. If the Cartan decomposition of $\mathfrak{g}_{0}$ is $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$, then

$$
\mathfrak{g}=\left(\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}\right) \oplus\left(\mathfrak{p}_{0} \oplus i \mathfrak{k}_{0}\right)
$$

is a Cartan decomposition of $\mathfrak{g}$, and the corresponding Cartan involution of $\mathfrak{g}$ is bar $\circ \theta$, where bar is the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$. The Lie algebra $\mathfrak{u}_{0}=\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$ is compact semisimple, and it follows from Proposition 7.9 that the corresponding analytic subgroup $U$ of $G^{\mathbb{C}}$ is compact. Then the tuple ( $G^{\mathbb{C}}, U$, bar $\circ \theta, B$ ) makes $G^{\mathbb{C}}$ into a reductive Lie group. Whenever a semisimple Lie group $G$ has a complexification $G^{\text {C }}$ and we consider $G$ as a reductive Lie group $(G, K, \theta, B)$, we may consider $G^{\mathbb{C}}$ as the reductive Lie group ( $G^{\mathbb{C}}, U$, bar $\circ \theta, B$ ).

Under the assumption that the semisimple group $G$ has a complexification $G^{\mathrm{C}}, \exp i \mathfrak{a}_{0}$ is well defined as an analytic subgroup of $U$.

Theorem 7.53. Suppose that the reductive Lie group $G$ is semisimple and has a complexification $G^{\mathbb{C}}$. Then
(a) $F=K_{\text {split }} \cap \exp i \mathfrak{a}_{0}$,
(b) $F$ is contained in the center of $M$,
(c) $M$ is the commuting product $M=F M_{0}$,
(d) $F$ is finite abelian, and every element $f \neq 1$ in $F$ has order 2 .

Proof.
(a) Every member of $K_{\text {split }} \cap \exp i \mathfrak{a}_{0}$ centralizes $\mathfrak{a}_{0}$ and lies in $K_{\text {split }}$, hence lies in $F$. For the reverse inclusion we have $F \subseteq K_{\text {split }}$ by definition. To see that $F \subseteq \exp i \mathfrak{a}_{0}$, let $U_{\text {split }}$ be the analytic subgroup of $G^{\mathbb{C}}$ with Lie algebra the intersection of $\mathfrak{u}_{0}$ with the Lie algebra $\left[Z_{\mathfrak{g}}\left(\mathfrak{t}_{0}\right), Z_{\mathfrak{g}}\left(\mathfrak{t}_{0}\right)\right]$. Then $U_{\text {split }}$ is compact, and $i \mathfrak{a}_{0} \cap\left[Z_{\mathfrak{g}}\left(\mathfrak{t}_{0}\right), Z_{\mathfrak{g}}\left(\mathfrak{t}_{0}\right)\right]$ is a maximal abelian subspace of its Lie algebra. By Corollary 4.52 the corresponding torus is its own centralizer. Hence the centralizer of $\mathfrak{a}_{0}$ in $U_{\text {split }}$ is contained in $\exp i \mathfrak{a}_{0}$. Since $K_{\text {split }} \subseteq U_{\text {split }}$, it follows that $F \subseteq \exp i \mathfrak{a}_{0}$.
(b, c) Corollary 7.52 says that $M=F M_{0}$. By (a), every element of $F$ commutes with any element that centralizes $\mathfrak{a}_{0}$. Hence $F$ is central in $M$, and (b) and (c) follow.
(d) Since $G_{\text {split }}$ has finite center, $F$ is compact. Its Lie algebra is 0 , and thus it is finite. By (b), $F$ is abelian. We still have to prove that every element $f \neq 1$ in $F$ has order 2.

Since $G$ has a complexification, so does $G_{\text {split }}$. Call this group $G_{\text {split }}^{\mathbb{C}}$, let $\widetilde{G}_{\text {split }}^{\text {C }}$ be a simply connected covering group, and let $\varphi$ be the covering map. Let $\widetilde{G}_{\text {split }}$ be the analytic subgroup with the same Lie algebra as for $G_{\text {split }}$, and form the subgroups $\widetilde{K}_{\text {split }}$ and $\widetilde{F}$ of $\widetilde{G}_{\text {split }}$. The subgroup $\widetilde{F}$ is the complete inverse image of $F$ under $\varphi$. Let $\widetilde{U}_{\text {split }}$ play the same role for $\widetilde{G}_{\text {split }}^{\mathrm{C}}$ that $U$ plays for $G^{\mathbb{C}}$. The automorphism $\theta$ of the Lie algebra of $G_{\text {split }}$ complexifies and lifts to an automorphism $\widetilde{\theta}$ of $\widetilde{G}_{\text {split }}^{\mathrm{C}}$ that carries $\widetilde{U}_{\text {split }}$ into itself. The automorphism $\widetilde{\theta}$ acts as $x \mapsto x^{-1}$ on $\exp i \mathfrak{a}_{0}$ and as the identity on $\widetilde{K}_{\text {split }}$. The elements of $\widetilde{F}$ are the elements of the intersection, by (a), and hence $\widetilde{f}^{-1}=\widetilde{f}$ for every element $\tilde{f}$ of $\widetilde{F}$. That is $\widetilde{f}^{2}=1$. Applying $\varphi$ and using the fact that $\varphi$ maps $\widetilde{F}$ onto $F$, we conclude that every element $f \neq 1$ in $F$ has order 2.

Example. When $G$ does not have a complexification, the subgroup $F$ need not be abelian. For an example we observe that the group $K$ for $S L(3, \mathbb{R})$ is $S O(3)$, which has $S U(2)$ as a 2 -sheeted simply connected covering group. Thus $S L(3, \mathbb{R})$ has a 2 -sheeted simply connected covering group, and we take this covering group as $G$. We already noted in §VI. 5 that the group $M$ for $S L(3, \mathbb{R})$ consists of the diagonal matrices with diagonal entries $\pm 1$ and determinant 1 . Thus $M$ is the direct sum of two 2-element groups. The subgroup $F$ of $G$ is the complete inverse image of $M$ under the covering map and thus has order 8 . Moreover it is a subgroup of $S U(2)$, which has only one element of order 2 . Thus $F$ is a group of order 8 with only one element of order 2 and no element of order 8 . Of the five abstract groups of order 8 , only the 8 -element subgroup $\{ \pm 1, \pm i, \pm j, \pm k\}$ of the quaternions has this property. This group is nonabelian, and hence $F$ is nonabelian.

Let $\alpha$ be a real root of $\Delta(\mathfrak{g}, \mathfrak{a} \oplus \mathfrak{t})$. From (7.50) we obtain a one-one homomorphism $\mathfrak{s l}(2, \mathbb{R}) \rightarrow \mathfrak{g}_{0}$ whose only ambiguity is a sign in the definition of $E_{\alpha}$. This homomorphism carries $\mathfrak{s o}(2)$ to $\mathfrak{k}_{0}$ and complexifies to a homomorphism $\mathfrak{s l}(2, \mathbb{C}) \rightarrow \mathfrak{g}$. Under the assumption that $G$ is semisimple and has a complexification $G^{\mathbb{C}}$, we can form the analytic subgroup of $G^{\mathbb{C}}$ with Lie algebra $\mathfrak{s l}(2, \mathbb{C})$. This will be a homomorphic image of $S L(2, \mathbb{C})$ since $S L(2, \mathbb{C})$ is simply connected. We let $\gamma_{\alpha}$ be the image of $\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$. This element is evidently in the image of $S O(2) \subseteq S L(2, \mathbb{R})$ and hence lies in $K_{\text {split. }}$. Clearly it does not depend upon the choice of the ambiguous sign in the definition of $E_{\alpha}$. A formula for $\gamma_{\alpha}$ is

$$
\begin{equation*}
\gamma_{\alpha}=\exp 2 \pi i|\alpha|^{-2} H_{\alpha} . \tag{7.54}
\end{equation*}
$$

Theorem 7.55. Suppose that the reductive Lie group $G$ is semisimple and has a complexification $G^{\mathbb{C}}$. Then $F$ is generated by all elements $\gamma_{\alpha}$ for all real roots $\alpha$.

Proof. Our construction of $\gamma_{\alpha}$ shows that $\gamma_{\alpha}$ is in both $K_{\text {split }}$ and $\exp i \mathfrak{a}_{0}$. By Theorem 7.53a, $\gamma_{\alpha}$ is in $F$. In the reverse direction we use the construction in the proof of Theorem 7.53d, forming a simply connected cover $\widetilde{G}_{\widetilde{\sim}}^{\mathrm{C}} \mathrm{C}$ itit of the complexification $G_{\text {split }}^{\mathrm{C}}$ of $G_{\text {split. }}$. We form also the groups $\widetilde{K}_{\text {split }}, \widetilde{F}$, and $\widetilde{U}_{\text {split. }}$. The elements $\gamma_{\alpha}$ are well defined in $\widetilde{F}$ via (7.54), and we show that they generate $\widetilde{F}$. Then the theorem will follow by applying the covering map $\widetilde{G}_{\text {split }}^{\mathrm{C}} \rightarrow G_{\text {split }}^{\mathrm{C}}$, since $\widetilde{F}$ maps onto $F$.

Let $\widetilde{H}$ be the maximal torus of $\widetilde{U}_{\text {split }}$ with Lie algebra $i \mathfrak{a}_{0}$. We know from Theorem 7.53 that $\widetilde{F}$ is a finite subgroup of $\widetilde{H}$. Arguing by contradiction, suppose that the elements $\gamma_{\alpha}$ generate a proper subgroup $\widetilde{F}_{0}$ of $\widetilde{F}$. Let $\widetilde{f}$ be an element of $\widetilde{F}$ not in $\widetilde{F}_{0}$. Applying the Peter-Weyl Theorem (Theorem 4.20) to $\widetilde{H} / \widetilde{F}_{0}$, we can obtain a multiplicative character $\chi_{v}$ of $\widetilde{H}$ that is 1 on $\widetilde{F}_{0}$ and is $\neq 1$ on $\widetilde{f}$. Here $v$ is the imaginary-valued linear functional on $i \mathfrak{a}_{0}$ such that $\chi_{v}(\exp i h)=e^{\nu(i h)}$ for $h \in \mathfrak{a}_{0}$. The roots for $\widetilde{U}_{\text {split }}$ are the real roots for $\mathfrak{g}_{0}$, and our assumption is that each such real root $\alpha$ has

$$
1=\chi_{\nu}\left(\gamma_{\alpha}\right)=\chi\left(\exp 2 \pi i|\alpha|^{-2} H_{\alpha}\right)=e^{\nu\left(2 \pi i|\alpha|^{-2} H_{\alpha}\right)}=e^{\pi i\left(2(\nu, \alpha\rangle /|\alpha|^{2}\right)} .
$$

That is $2\langle\nu, \alpha\rangle /|\alpha|^{2}$ is an even integer for all $\alpha$. Hence $\frac{1}{2} \nu$ is algebraically integral.

Since $\widetilde{U}_{\text {split }}$ is simply connected, Theorem 5.107 shows that $\frac{1}{2} \nu$ is analytically integral. Thus the multiplicative character $\chi_{\frac{1}{2} \nu}$ of $\widetilde{H}$ given by $\chi_{\frac{1}{2} \nu}(\exp i h)=e^{\frac{1}{2} \nu(i h)}$ is well defined. Theorem 7.53d says that $\tilde{f}^{2}=1$, and therefore $\chi_{\frac{1}{2} \nu}(\tilde{f})= \pm 1$. Since $\chi_{\nu}=\left(\chi_{\frac{1}{2} \nu}\right)^{2}$, we obtain $\chi_{\nu}(\tilde{f})=1$, contradiction. We conclude that $\widetilde{F}_{0}$ equals $\widetilde{F}$, and the proof is complete.

It is sometimes handy to enlarge the collection of elements $\gamma_{\alpha}$. Let $\beta$ be any restricted root, and let $X_{\beta}$ be any restricted-root vector corresponding to $\beta$. Then $\theta X_{\beta}$ is a restricted-root vector for the restricted root $-\beta$ by Proposition 6.40c. Proposition 6.52 shows that we can normalize $X_{\beta}$ so that $\left[X_{\beta}, \theta X_{\beta}\right]=-2|\beta|^{-2} H_{\beta}$, and then the correspondence

$$
\begin{equation*}
h \leftrightarrow 2|\beta|^{-2} H_{\beta}, \quad e \leftrightarrow X_{\beta}, \quad f \leftrightarrow-\theta X_{\beta} \tag{7.56}
\end{equation*}
$$

is an isomorphism of $\mathfrak{s l}(2, \mathbb{R})$ with the real span of $H_{\beta}, X_{\beta}, \theta X_{\beta}$ in $\mathfrak{g}_{0}$. Once again this homomorphism carries $\mathfrak{s o}(2)=\mathbb{R}(e-f)$ to $\mathfrak{k}_{0}$ and
complexifies to a homomorphism $\mathfrak{s l}(2, \mathbb{C}) \rightarrow \mathfrak{g}$. Under the assumption that $G$ is semisimple and has a complexification $G^{\mathbb{C}}$, we can form the analytic subgroup of $G^{\mathbb{C}}$ with Lie algebra $\mathfrak{s l}(2, \mathbb{C})$. This will be a homomorphic image of $S L(2, \mathbb{C})$ since $S L(2, \mathbb{C})$ is simply connected. We let $\gamma_{\beta}$ be the image of $\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$, namely

$$
\begin{equation*}
\gamma_{\beta}=\exp 2 \pi i|\beta|^{-2} H_{\beta} . \tag{7.57}
\end{equation*}
$$

This element is evidently in the image of $S O(2) \subseteq S L(2, \mathbb{R})$ and hence lies in $K$. Formula (7.57) makes it clear that $\gamma_{\beta}$ does not depend on the choice of $X_{\beta}$, except for the normalization, and also (7.57) shows that $\gamma_{\beta}$ commutes with $\mathfrak{a}_{0}$. Hence

$$
\begin{equation*}
\gamma_{\beta} \text { is in } M \text { for each restricted root } \beta \text {. } \tag{7.58}
\end{equation*}
$$

Since $\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$ has square the identity, it follows that

$$
\begin{equation*}
\gamma_{\beta}^{2}=1 \quad \text { for each restricted root } \beta . \tag{7.59}
\end{equation*}
$$

In the special case that $\beta$ extends to a real root $\alpha$ of $\Delta(\mathfrak{g}, \mathfrak{a} \oplus \mathfrak{t})$ when set equal to 0 on $\mathfrak{t}, \gamma_{\beta}$ equals the element $\gamma_{\alpha}$ defined in (7.54). The more general elements (7.57) are not needed for the description of $F$ in Theorem 7.55, but they will play a role in Chapter VIII.

## 6. Real-rank-one Subgroups

We continue to assume that $G$ is a reductive Lie group, and we use the other notation of $\S 2$. In addition, we use the notation $F$ of $\S 5$.

The real rank of $G$ is the dimension of a maximal abelian subspace of $\mathfrak{p}_{0}$. Proposition 7.29 shows that real rank is well defined. Since any maximal abelian subspace of $\mathfrak{p}_{0}$ contains $\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}$, it follows that

$$
\begin{equation*}
\text { real } \operatorname{rank}(G)=\operatorname{real} \operatorname{rank}\left({ }^{0} G\right)+\operatorname{dim} Z_{\text {vec }} . \tag{7.60}
\end{equation*}
$$

Our objective in this section is to identify some subgroups of $G$ of real rank one and illustrate how information about these subgroups can give information about $G$.
"Real rank" is meaningful for a real semisimple Lie algebra outside the context of reductive Lie groups ( $G, K, \theta, B$ ), since Cartan decompositions
exist and all are conjugate. But it is not meaningful for a reductive Lie algebra by itself, since the splitting of $Z_{\mathfrak{g}_{0}}$ into its $\mathfrak{k}_{0}$ part and its $\mathfrak{p}_{0}$ part depends upon the choice of $\theta$.

The Lie subalgebra $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ of $\mathfrak{g}_{0}$, being semisimple, is uniquely the sum of simple ideals. These ideals are orthogonal with respect to $B$, since if $\mathfrak{g}_{i}$ and $\mathfrak{g}_{j}$ are distinct ideals, then

$$
\begin{equation*}
B\left(\mathfrak{g}_{i}, \mathfrak{g}_{j}\right)=B\left(\left[\mathfrak{g}_{i}, \mathfrak{g}_{i}\right], \mathfrak{g}_{j}\right)=B\left(\mathfrak{g}_{i},\left[\mathfrak{g}_{i}, \mathfrak{g}_{j}\right]\right)=B\left(\mathfrak{g}_{i}, 0\right)=0 . \tag{7.61}
\end{equation*}
$$

Since $\left[\mathfrak{g}_{0}, \mathfrak{g}_{0}\right]$ is invariant under $\theta, \theta$ permutes these simple ideals, necessarily in orbits of one or two ideals. But actually there are no 2-ideal orbits since if $X$ and $\theta X$ are nonzero elements of distinct ideals, then (7.61) gives

$$
0<B_{\theta}(X, X)=-B(X, \theta X)=0
$$

contradiction. Hence each simple ideal is invariant under $\theta$, and it follows that $\mathfrak{p}_{0}$ is the direct sum of its components in each simple ideal and its component in $Z_{\mathfrak{g}_{0}}$.

We would like to conclude that the real rank of $G$ is the sum of the real ranks from the components and from the center. But to do so, we need either to define real rank for triples $\left(\mathfrak{g}_{0}, \theta, B\right)$ or to lift the setting from Lie algebras to Lie groups. Following the latter procedure, assume that $G$ is in the Harish-Chandra class; this condition is satisfied automatically if $G$ is semisimple. If $G_{i}$ is the analytic subgroup of $G$ whose Lie algebra is one of the various simple ideals of $G$, then Proposition 7.20 b shows that $G_{i}$ has finite center. Consequently $G_{i}$ is a reductive group. Also in this case the subgroup $K_{i}$ of $G_{i}$ fixed by $\Theta$ is compact, and it follows from property (iv) that $G_{i}$ is closed in $G$. We summarize as follows.

Proposition 7.62. Let the reductive Lie group $G$ be in the HarishChandra class, and let $G_{1}, \ldots, G_{n}$ be the analytic subgroups of $G$ whose Lie algebra are the simple ideals of $\mathfrak{g}_{0}$. Then $G_{1}, \ldots, G_{n}$ are reductive Lie groups, they are closed in $G$, and the sum of the real ranks of the $G_{i}$ 's, together with the dimension of $Z_{v e c}$, equals the real rank of $\mathfrak{g}_{0}$.

With the maximal abelian subspace $\mathfrak{a}_{0}$ of $\mathfrak{p}_{0}$ fixed, let $\lambda$ be a restricted root. Denote by $H_{\lambda}^{\perp}$ the orthogonal complement of $\mathbb{R} H_{\lambda}$ in $\mathfrak{a}_{0}$ relative to $B_{\theta}$. Propositions 7.25 and 7.27 show that $Z_{G}\left(H_{\lambda}^{\perp}\right)$ and ${ }^{0} Z_{G}\left(H_{\lambda}^{\perp}\right)$ are reductive Lie groups. All of $\mathfrak{a}_{0}$ is in $Z_{G}\left(H_{\lambda}^{\perp}\right)$, and therefore $Z_{G}\left(H_{\lambda}^{\perp}\right)$ has the same real rank as $G$. The split component of $Z_{G}\left(H_{\lambda}^{\perp}\right)$ is $H_{\lambda}^{\perp}$, and it follows from (7.60) that ${ }^{0} Z_{G}\left(H_{\lambda}^{\perp}\right)$ is a reductive Lie group of real rank one.

The subgroup ${ }^{0} Z_{G}\left(H_{\lambda}^{\perp}\right)$ is what is meant by the real-rank-one reductive subgroup of $G$ corresponding to the restricted root $\lambda$. A maximal abelian subspace of the $\mathfrak{p}_{0}$ for ${ }^{0} Z_{G}\left(H_{\lambda}^{\perp}\right)$ is $\mathbb{R} H_{\lambda}$, and the restricted roots for this group are those nonzero multiples of $\lambda$ that provide restricted roots for $\mathfrak{g}_{0}$. In other words the restricted-root space decomposition of the Lie algebra of ${ }^{0} Z_{G}\left(H_{\lambda}^{\perp}\right)$ is

$$
\begin{equation*}
\mathbb{R} H_{\lambda} \oplus \mathfrak{m}_{0} \oplus \bigoplus_{c \neq 0}\left(\mathfrak{g}_{0}\right)_{c \lambda} \tag{7.63}
\end{equation*}
$$

Sometimes it is desirable to associate to $\lambda$ a real-rank-one subgroup whose Lie algebra is simple. To do so, let us assume that $G$ is in the HarishChandra class. Then so is ${ }^{0} Z_{G}\left(H_{\lambda}^{\perp}\right)$. Since this group has compact center, Proposition 7.62 shows that the sum of the real ranks of the subgroups $G_{i}$ of ${ }^{0} Z_{G}\left(H_{\lambda}^{\perp}\right)$ corresponding to the simple ideals of the Lie algebra is 1 . Hence exactly one $G_{i}$ has real rank one, and that is the real-rank-one reductive subgroup that we can use. The part of (7.63) that is being dropped to get a simple Lie algebra is contained in $\mathfrak{m}_{0}$.

In the case that the reductive group $G$ is semisimple and has a complexification, the extent of the disconnectedness of $M$ can be investigated with the help of the real-rank-one subgroups ${ }^{0} Z_{G}\left(H_{\lambda}^{\perp}\right)$. The result that we use about the real-rank-one case is given in Theorem 7.66 below.

Lemma 7.64. $N^{-} \cap M A N=\{1\}$.
Proof. Let $x \neq 1$ be in $N^{-}=\Theta N$. By Theorem 1.127 write $x=\exp X$ with $X$ in $\mathfrak{n}_{0}^{-}=\theta \mathfrak{n}_{0}$. Recall from Proposition 6.40 c that $\theta\left(\mathfrak{g}_{0}\right)_{\lambda}=\left(\mathfrak{g}_{0}\right)_{-\lambda}$, let $X=\sum_{\mu \in \Sigma} X_{\mu}$ be the decomposition of $X$ into restricted-root vectors, and choose $\mu=\mu_{0}$ as large as possible so that $X_{\mu} \neq 0$. If we take any $H \in \mathfrak{a}_{0}$ such that $\lambda(H) \neq 0$ for all $\lambda \in \Sigma$, then

$$
\begin{aligned}
\operatorname{Ad}(x) H-H & =e^{\operatorname{ad} X} H-H \\
& =[X, H]+\frac{1}{2}[X,[X, H]]+\cdots \\
& =\left[X_{\mu_{0}}, H\right]+\text { terms for lower restricted roots. }
\end{aligned}
$$

In particular, $\operatorname{Ad}(x) H-H$ is in $\mathfrak{n}_{0}^{-}$and is not 0 . On the other hand, if $x$ is in MAN, then $\operatorname{Ad}(x) H-H$ is in $\mathfrak{n}_{0}$. Since $\mathfrak{n}_{0}^{-} \cap \mathfrak{n}_{0}=0$, we must have $N^{-} \cap M A N=\{1\}$.

Lemma 7.65. The map $K / M \rightarrow G / M A N$ induced by inclusion is a diffeomorphism.

Proof. The given map is certainly smooth. If $\kappa(g)$ denotes the $K$ component of $g$ in the Iwasawa decomposition $G=K A N$ of Proposition 7.31, then $g \mapsto \kappa(g)$ is smooth, and the map $g$ MAN $\mapsto \kappa(g) M$ is a two-sided inverse to the given map.

Theorem 7.66. Suppose that the reductive Lie group $G$ is semisimple, is of real rank one, and has a complexification $G^{\mathbb{C}}$. Then $M$ is connected unless $\operatorname{dim} \mathfrak{n}_{0}=1$.

Remarks. Since $G$ is semisimple, it is in the Harish-Chandra class. The above remarks about simple components are therefore applicable. The condition $\operatorname{dim} \mathfrak{n}_{0}=1$ is the same as the condition that the simple component of $\mathfrak{g}_{0}$ containing $\mathfrak{a}_{0}$ is isomorphic to $\mathfrak{s l}(2, \mathbb{R})$. In fact, if $\operatorname{dim} \mathfrak{n}_{0}=1$, then $\mathfrak{n}_{0}$ is of the form $\mathbb{R} X$ for some $X$. Then $X, \theta X$, and $[X, \theta X]$ span a copy of $\mathfrak{s l}(2, \mathbb{R})$, and we obtain $\mathfrak{g}_{0} \cong \mathfrak{s l}(2, \mathbb{R}) \oplus \mathfrak{m}_{0}$. The Lie subalgebra $\mathfrak{m}_{0}$ must centralize $X, \theta X$, and $[X, \theta X]$ and hence must be an ideal in $\mathfrak{g}_{0}$. The complementary ideal is $\mathfrak{s l}(2, \mathbb{R})$, as asserted.

Proof. The multiplication map $N^{-} \times M_{0} A N \rightarrow G$ is smooth and everywhere regular by Lemma 6.44. Hence the map $N^{-} \rightarrow G / M_{0} A N$ induced by inclusion is smooth and regular, and so is the map

$$
\begin{equation*}
N^{-} \rightarrow G / M A N \tag{7.67}
\end{equation*}
$$

which is the composition of $N^{-} \rightarrow G / M_{0} A N$ and a covering map. Also the map (7.67) is one-one by Lemma 7.64. Therefore (7.67) is a diffeomorphism onto an open set.

Since $G$ is semisimple and has real rank 1 , the Weyl group $W(\Sigma)$ has two elements. By Proposition 7.32, $W(G, A)$ has two elements. Let $\widetilde{w} \in N_{K}\left(\mathfrak{a}_{0}\right)$ represent the nontrivial element of $W(G, A)$. By the Bruhat decomposition (Theorem 7.40),

$$
\begin{equation*}
G=M A N \cup M A N \widetilde{w} M A N=M A N \cup N \widetilde{w} M A N . \tag{7.68}
\end{equation*}
$$

Since $\operatorname{Ad}(\widetilde{w})^{-1}$ acts as -1 on $\mathfrak{a}_{0}$, it sends the positive restricted roots to the negative restricted roots, and it follows from Proposition 6.40c that $\operatorname{Ad}(\widetilde{w})^{-1} \mathfrak{n}_{0}=\mathfrak{n}_{0}^{-}$. Therefore $\widetilde{w}^{-1} N \widetilde{w}=N^{-}$. Multiplying (7.68) on the left by $\widetilde{w}^{-1}$, we obtain

$$
G=\widetilde{w} M A N \cup N^{-} M A N
$$

Hence $G / M A N$ is the disjoint union of the single point $\widetilde{w} M A N$ and the image of the map (7.67).

We have seen that (7.67) is a diffeomorphism onto an open subset of $G / M A N$. Lemma 7.65 shows that $G / M A N$ is diffeomorphic to $K / M$. Since Theorem 1.127 shows that $N^{-}$is diffeomorphic to Euclidean space, $K / M$ is a one-point compactification of a Euclidean space, hence a sphere. Since $K$ is connected, $M$ must be connected whenever $K / M$ is simply connected, i.e., whenever $\operatorname{dim} K / M>1$. Since $\operatorname{dim} K / M=\operatorname{dim} \mathfrak{n}_{0}, M$ is connected unless $\operatorname{dim} \mathfrak{n}_{0}=1$.

Corollary 7.69. Suppose that the reductive Lie group $G$ is semisimple and has a complexification $G^{\mathbb{C}}$. Let $\alpha \in \Delta(\mathfrak{g}, \mathfrak{a} \oplus \mathfrak{t})$ be a real root. If the positive multiples of the restricted root $\left.\alpha\right|_{a_{0}}$ have combined restricted-root multiplicity greater than one, then $\gamma_{\alpha}$ is in $M_{0}$.

Proof. The element $\gamma_{\alpha}$ is in the homomorphic image of $\operatorname{SL}(2, \mathbb{R})$ associated to the root $\alpha$, hence is in the subgroup $G^{\prime}={ }^{0} Z_{G}\left(H_{\alpha}^{\perp}\right)_{0}$. Consequently it is in the $M$ subgroup of $G^{\prime}$. The subgroup $G^{\prime}$ satisfies the hypotheses of Theorem 7.66, and its $\mathfrak{n}_{0}$ has dimension $>1$ by hypothesis. By Theorem 7.66 its $M$ subgroup is connected. Hence $\gamma_{\alpha}$ is in the identity component of the $M$ subgroup for $G$.

## 7. Parabolic Subgroups

In this section $G$ will denote a reductive Lie group, and we shall use the other notation of $\S 2$ concerning the Cartan decomposition. But we shall abandon the use of $\mathfrak{a}_{0}$ as a maximal abelian subspace of $\mathfrak{p}_{0}$, as well as the other notation connected with the Iwasawa decomposition. Instead of using the symbols $\mathfrak{a}_{0}, \mathfrak{n}_{0}, \mathfrak{m}_{0}, \mathfrak{a}, \mathfrak{n}, \mathfrak{m}, A, N$, and $M$ for these objects, we shall use the symbols $\mathfrak{a}_{\mathfrak{p}, 0}, \mathfrak{n}_{\mathfrak{p}, 0}, \mathfrak{m}_{\mathfrak{p}, 0}, \mathfrak{a}_{\mathfrak{p}}, \mathfrak{n}_{\mathfrak{p}}, \mathfrak{m}_{\mathfrak{p}}, A_{\mathfrak{p}}, N_{\mathfrak{p}}$, and $M_{\mathfrak{p}}$.

Our objective is to define and characterize "parabolic subgroups" of $G$, first working with "parabolic subalgebras" of $\mathfrak{g}_{0}$. Each parabolic subgroup $Q$ will have a canonical decomposition in the form $Q=M A N$, known as the "Langlands decomposition" of $Q$. As we suggested at the start of §2, a number of arguments with reductive Lie groups are carried out by induction on the dimension of the group. One way of implementing this idea is to reduce proofs from $G$ to the $M$ of some parabolic subgroup. For such a procedure to succeed, we build into the definition of $M$ the fact that $M$ is a reductive Lie group.

In developing our theory, one approach would be to define a parabolic subalgebra of $\mathfrak{g}_{0}$ to be a subalgebra whose complexification is a parabolic subalgebra of $\mathfrak{g}$. Then we could deduce properties of parabolic subalgebras
of $\mathfrak{g}_{0}$ from the theory in $\S$ V.7. But it will be more convenient to work with parabolic subalgebras of $\mathfrak{g}_{0}$ directly, proving results by imitating the theory of $\S \mathrm{V} .7$, rather than by applying it.

A minimal parabolic subalgebra of $\mathfrak{g}_{0}$ is any subalgebra of $\mathfrak{g}_{0}$ that is conjugate to $\mathfrak{q}_{\mathfrak{p}, 0}=\mathfrak{m}_{\mathfrak{p}, 0} \oplus \mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{n}_{\mathfrak{p}, 0} \operatorname{via} \operatorname{Ad}(G)$. Because of the Iwasawa decomposition $G=K A_{\mathfrak{p}} N_{\mathfrak{p}}$, we may as well assume that the conjugacy is via $\operatorname{Ad}(K)$. The subalgebra $\mathfrak{q}_{\mathfrak{p}, 0}$ contains the maximally noncompact $\theta$ stable Cartan subalgebra $\mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{t}_{\mathfrak{p}, 0}$, where $\mathfrak{t}_{\mathfrak{p}, 0}$ is any maximal abelian subspace of $\mathfrak{m}_{\mathrm{p}, 0}$, and $\operatorname{Ad}(k)$ sends any such Cartan subalgebra into another such Cartan subalgebra if $k$ is in $K$. Hence every minimal parabolic subalgebra of $\mathfrak{g}_{0}$ contains a maximally noncompact $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$. A parabolic subalgebra $\mathfrak{q}_{0}$ of $\mathfrak{g}_{0}$ is a Lie subalgebra containing some minimal parabolic subalgebra. A parabolic subalgebra must contain a maximally noncompact $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$.

Therefore there is no loss of generality in assuming that $\mathfrak{q}_{0}$ contains a minimal parabolic subalgebra of the form $\mathfrak{m}_{\mathfrak{p}, 0} \oplus \mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{n}_{\mathfrak{p}, 0}$, where $\mathfrak{a}_{\mathfrak{p}, 0}$ is maximal abelian in $\mathfrak{p}_{0}$, and $\mathfrak{m}_{\mathfrak{p}, 0}$ and $\mathfrak{n}_{\mathfrak{p}, 0}$ are constructed are usual. Let $\Sigma$ denote the set of restricted roots of $\mathfrak{g}_{0}$ relative to $\mathfrak{a}_{\mathfrak{p}, 0}$. The restricted roots contributing to $\mathfrak{n}_{\mathfrak{p}, 0}$ are taken to be the positive ones.

We can obtain examples of parabolic subalgebras as follows. Let $\Pi$ be the set of simple restricted roots, fix a subset $\Pi^{\prime}$ of $\Pi$, and let

$$
\begin{equation*}
\Gamma=\Sigma^{+} \cup\left\{\beta \in \Sigma \mid \beta \in \operatorname{span}\left(\Pi^{\prime}\right)\right\} . \tag{7.70}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathfrak{q}_{0}=\mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{m}_{\mathfrak{p}, 0} \oplus \bigoplus_{\beta \in \Gamma}\left(\mathfrak{g}_{0}\right)_{\beta} \tag{7.71}
\end{equation*}
$$

is a parabolic subalgebra of $\mathfrak{g}_{0}$ containing $\mathfrak{m}_{\mathfrak{p}, 0} \oplus \mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{n}_{\mathfrak{p}, 0}$. This construction is an analog of the corresponding construction of parabolic subalgebras of $\mathfrak{g}$ given in (5.88) and (5.89), and Proposition 7.76 will show that every parabolic subalgebra of $\mathfrak{g}_{0}$ is of the form given in (7.70) and (7.71). But the proof requires more preparation than in the situation with (5.88) and (5.89).

## Examples.

1) Let $G=S L(n, \mathbb{K})$, where $\mathbb{K}$ is $\mathbb{R}$, $\mathbb{C}$, or $\mathbb{H}$. When $\mathfrak{g}_{0}$ is realized as matrices, the Lie subalgebra of upper-triangular matrices is a minimal parabolic subalgebra $\mathfrak{q}_{\mathfrak{p}, 0}$. The other examples of parabolic subalgebras $\mathfrak{q}_{0}$ containing $\mathfrak{q}_{\mathfrak{p}, 0}$ and written as in (7.70) and (7.71) are the full Lie subalgebras of block upper-triangular matrices, one subalgebra for each arrangement of blocks.
2) Let $G$ have compact center and be of real rank one. The examples as in (7.70) and (7.71) are the minimal parabolic subalgebras and $\mathfrak{g}_{0}$ itself.

We shall work with a vector $X$ in the restricted-root space $\left(\mathfrak{g}_{0}\right)_{\gamma}$. Proposition 6.40 c shows that $\theta X$ is in $\left(\mathfrak{g}_{0}\right)_{-\gamma}$, and Proposition 6.52 shows that $B(X, \theta X) H_{\gamma}$ is a negative multiple of $H_{\gamma}$. Normalizing, we may assume that $B(X, \theta X)=-2 /|\gamma|^{2}$. Put $H_{\gamma}^{\prime}=2|\gamma|^{-2} H_{\gamma}$. Then the linear span $\mathfrak{s l}_{X}$ of $\left\{X, \theta X, H_{\gamma}^{\prime}\right\}$ is isomorphic to $\mathfrak{s l}(2, \mathbb{R})$ under the isomorphism

$$
\begin{equation*}
H_{\gamma}^{\prime} \leftrightarrow h, \quad X \leftrightarrow e, \quad \theta X \leftrightarrow-f . \tag{7.72}
\end{equation*}
$$

We shall make use of the copy $\mathfrak{s l}_{X}$ of $\mathfrak{s l}(2, \mathbb{R})$ in the same way as in the proof of Corollary 6.53. This subalgebra of $\mathfrak{g}_{0}$ acts by ad on $\mathfrak{g}_{0}$ and hence acts on $\mathfrak{g}$. We know from Theorem 1.67 that the resulting representation of $\mathfrak{s l}_{X}$ is completely reducible, and we know the structure of each irreducible subspace from Theorem 1.66.

Lemma 7.73. Let $\gamma$ be a restricted root, and let $X \neq 0$ be in $\left(\mathfrak{g}_{0}\right)_{\gamma}$. Then
(a) ad $X$ carries $\left(\mathfrak{g}_{0}\right)_{\gamma}$ onto $\left(\mathfrak{g}_{0}\right)_{2 \gamma}$,
(b) $(\operatorname{ad} \theta X)^{2}$ carries $\left(\mathfrak{g}_{0}\right)_{\gamma}$ onto $\left(\mathfrak{g}_{0}\right)_{-\gamma}$,
(c) $(\operatorname{ad} \theta X)^{4}$ carries $\left(\mathfrak{g}_{0}\right)_{2 \gamma}$ onto $\left(\mathfrak{g}_{0}\right)_{-2 \gamma}$.

Proof. Without loss of generality, we may assume that $X$ is normalized as in (7.72). The complexification of $\bigoplus_{c \in \mathbb{Z}}\left(\mathfrak{g}_{0}\right)_{c \gamma}$ is an invariant subspace of $\mathfrak{g}$ under the representation ad of $\mathfrak{s l}_{x}$. Using Theorem 1.67 , we decompose it as the direct sum of irreducible representations. Each member of $\left(\mathfrak{g}_{0}\right)_{c \gamma}$ is an eigenvector for ad $H_{\gamma}^{\prime}$ with eigenvalue $2 c$, and $H_{\gamma}^{\prime}$ corresponds to the member $h$ of $\mathfrak{s l}(2, \mathbb{R})$. From Theorem 1.66 we see that the only possibilities for irreducible subspaces are 5 -dimensional subspaces consisting of one dimension each from

$$
\left(\mathfrak{g}_{0}\right)_{2 \gamma}, \quad\left(\mathfrak{g}_{0}\right)_{\gamma}, \mathfrak{m}_{0}, \quad\left(\mathfrak{g}_{0}\right)_{-\gamma},\left(\mathfrak{g}_{0}\right)_{-2 \gamma}
$$

3-dimensional subspaces consisting of one dimension each from

$$
\left(\mathfrak{g}_{0}\right)_{\gamma}, \mathfrak{m}_{0},\left(\mathfrak{g}_{0}\right)_{-\gamma}
$$

and 1-dimensional subspaces consisting of one dimension each from $\mathfrak{m}_{0}$. In any 5 -dimensional such subspace, ad $X$ carries a nonzero vector of eigenvalue 2 to a nonzero vector of eigenvalue 4 . This proves (a). Also
in any 5 -dimensional such subspace, $(\operatorname{ad} \theta X)^{4}$ carries a nonzero vector of eigenvalue 4 to a nonzero vector of eigenvalue -4 . This proves (c). Finally in any 5-dimensional such subspace or 3-dimensional such subspace, $(\operatorname{ad} \theta X)^{2}$ carries a nonzero vector of eigenvalue 2 to a nonzero vector of eigenvalue -2 . This proves (b).

Lemma 7.74. Every parabolic subalgebra $\mathfrak{q}_{0}$ of $\mathfrak{g}_{0}$ containing the minimal parabolic subalgebra $\mathfrak{m}_{\mathfrak{p}, 0} \oplus \mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{n}_{\mathfrak{p}, 0}$ is of the form

$$
\mathfrak{q}_{0}=\mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{m}_{\mathfrak{p}, 0} \oplus \bigoplus_{\beta \in \Gamma}\left(\mathfrak{g}_{0}\right)_{\beta}
$$

for some subset $\Gamma$ of $\Sigma$ that contains $\Sigma^{+}$.
Proof. Since $\mathfrak{q}_{0}$ contains $\mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{m}_{\mathfrak{p}, 0}$ and is invariant under $\operatorname{ad}\left(\mathfrak{a}_{\mathfrak{p}, 0}\right)$, it is of the form

$$
\mathfrak{q}_{0}=\mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{m}_{\mathfrak{p}, 0} \oplus \bigoplus_{\beta \in \Sigma}\left(\left(\mathfrak{g}_{0}\right)_{\beta} \cap \mathfrak{q}_{0}\right) .
$$

Thus we are to show that if $\mathfrak{q}_{0}$ contains one nonzero vector $Y$ of $\left(\mathfrak{g}_{0}\right)_{\beta}$, then it contains all of $\left(\mathfrak{g}_{0}\right)_{\beta}$. Since $\mathfrak{q}_{0}$ contains $\mathfrak{n}_{\mathfrak{p}, 0}$, we may assume that $\beta$ is negative. We apply Lemma 7.73 b with $X=\theta Y$ and $\gamma=-\beta$. The lemma says that $(\operatorname{ad} Y)^{2}$ carries $\left(\mathfrak{g}_{0}\right)_{-\beta}$ onto $\left(\mathfrak{g}_{0}\right)_{\beta}$. Since $Y$ and $\left(\mathfrak{g}_{0}\right)_{-\beta}$ are contained in $\mathfrak{q}_{0}$, so is $\left(\mathfrak{g}_{0}\right)_{\beta}$.

Lemma 7.75. If $\beta, \gamma$, and $\beta+\gamma$ are restricted roots and $X$ is a nonzero member of $\left(\mathfrak{g}_{0}\right)_{\gamma}$, then $\left[X,\left(\mathfrak{g}_{0}\right)_{\beta}\right]$ is a nonzero subspace of $\left(\mathfrak{g}_{0}\right)_{\beta+\gamma}$.

Proof. Without loss of generality, we may assume that $X$ is normalized as in (7.72). The complexification of $\bigoplus_{c \in \mathbb{Z}}\left(\mathfrak{g}_{0}\right)_{\beta+c \gamma}$ is an invariant subspace of $\mathfrak{g}$ under the representation ad of $\mathfrak{s l}_{x}$. Using Theorem 1.67, we decompose it as the direct sum of irreducible representations. Each member of $\left(\mathfrak{g}_{0}\right)_{\beta+c \gamma}$ is an eigenvector for ad $H_{\gamma}^{\prime}$ with eigenvalue $\frac{2\langle\beta, \gamma\rangle}{|\gamma|^{2}}+2 c$, and $H_{\gamma}^{\prime}$ corresponds to the member $h$ of $\mathfrak{s l}(2, \mathbb{R})$. We apply Theorem 1.66 and divide matters into cases according to the sign of $\frac{2\langle\beta, \gamma\rangle, \text {. If the sign is }<0 \text {, then } \operatorname{ad} X \text { is }{ }^{|\gamma|^{2}} \text {. }}{}$ one-one on $\left(\mathfrak{g}_{0}\right)_{\beta}$, and the lemma follows. If the sign is $\geq 0$, then $\operatorname{ad} \theta X$ and $\operatorname{ad} X \operatorname{ad} \theta X$ are one-one on $\left(\mathfrak{g}_{0}\right)_{\beta}$, and hence ad $X$ is nonzero on the member $[\theta X, Y]$ if $Y$ is nonzero in $\left(\mathfrak{g}_{0}\right)_{\beta+\gamma}$.

Proposition 7.76. The parabolic subalgebras $\mathfrak{q}_{0}$ containing the minimal parabolic subalgebra $\mathfrak{m}_{\mathfrak{p}, 0} \oplus \mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{n}_{\mathfrak{p}, 0}$ are parametrized by the set of subsets of simple restricted roots; the one corresponding to a subset $\Pi^{\prime}$ is of the form (7.71) with $\Gamma$ as in (7.70).

Proof. Lemma 7.74 establishes that any $\mathfrak{q}_{0}$ is of the form (7.71) for some subset $\Gamma$. We can now go over the proof of Proposition 5.90 to see that it applies. What is needed is a substitute for Corollary 2.35, which says that $\left[\mathfrak{g}_{\beta}, \mathfrak{g}_{\gamma}\right]=\mathfrak{g}_{\beta+\gamma}$ if $\beta, \gamma$, and $\beta+\gamma$ are all roots. Lemma 7.75 provides the appropriate substitute, and the proposition follows.

In the notation of the proposition, $\Gamma \cap-\Gamma$ consists of all restricted roots in the span of $\Pi^{\prime}$, and the other members of $\Gamma$ are all positive and have expansions in terms of simple restricted roots that involve a simple restricted root not in $\Pi^{\prime}$. Define

$$
\begin{align*}
\mathfrak{a}_{0} & =\bigcap_{\beta \in \Gamma \cap-\Gamma} \operatorname{ker} \beta \subseteq \mathfrak{a}_{\mathfrak{p}, 0} \\
\mathfrak{a}_{M, 0} & =\mathfrak{a}_{0}^{\perp} \subseteq \mathfrak{a}_{\mathfrak{p}, 0} \\
\mathfrak{m}_{0} & =\mathfrak{a}_{M, 0} \oplus \mathfrak{m}_{\mathfrak{p}, 0} \oplus \bigoplus_{\beta \in \Gamma \cap-\Gamma}\left(\mathfrak{g}_{0}\right)_{\beta}  \tag{7.77a}\\
\mathfrak{n}_{0} & =\bigoplus_{\substack{\beta \in \Gamma \\
\beta \notin-\Gamma}}\left(\mathfrak{g}_{0}\right)_{\beta} \\
\mathfrak{n}_{M, 0} & =\mathfrak{n}_{\mathfrak{p}, 0} \cap \mathfrak{m}_{0},
\end{align*}
$$

so that

$$
\begin{equation*}
\mathfrak{q}_{0}=\mathfrak{m}_{0} \oplus \mathfrak{a}_{0} \oplus \mathfrak{n}_{0} . \tag{7.77b}
\end{equation*}
$$

The decomposition (7.77b) is called the Langlands decomposition of $\mathfrak{q}_{0}$.
Example. Let $G=S U(2,2)$. The Lie algebra $\mathfrak{g}_{0}$ consists of all 4-by-4 complex matrices of the block form

$$
\left(\begin{array}{ll}
X_{11} & X_{12} \\
X_{12}^{*} & X_{22}
\end{array}\right)
$$

with $X_{11}$ and $X_{22}$ skew Hermitian and the total trace equal to 0 . We take the Cartan involution to be negative conjugate transpose, so that

$$
\mathfrak{k}_{0}=\left\{\left(\begin{array}{cc}
X_{11} & 0 \\
0 & X_{22}
\end{array}\right)\right\} \quad \text { and } \quad \mathfrak{p}_{0}=\left\{\left(\begin{array}{cc}
0 & X_{12} \\
X_{12}^{*} & 0
\end{array}\right)\right\} .
$$

Let us take

$$
\mathfrak{a}_{\mathfrak{p}, 0}=\left\{\left.\left(\begin{array}{cccc}
0 & 0 & s & 0 \\
0 & 0 & 0 & t \\
s & 0 & 0 & 0 \\
0 & t & 0 & 0
\end{array}\right) \right\rvert\, s \text { and } t \text { in } \mathbb{R}\right\} .
$$

Define linear functionals $f_{1}$ and $f_{2}$ on $\mathfrak{a}_{\mathfrak{p}, 0}$ by saying that $f_{1}$ of the above matrix is $s$ and $f_{2}$ of the matrix is $t$. Then

$$
\Sigma=\left\{ \pm f_{1} \pm f_{2}, \pm 2 f_{1}, \pm 2 f_{2}\right\},
$$

which is a root system of type $C_{2}$. Here $\pm f_{1} \pm f_{2}$ have multiplicity 2 , and the others have multiplicity one. In the obvious ordering, $\Sigma^{+}$consists of $f_{1} \pm f_{2}$ and $2 f_{1}$ and $2 f_{2}$, and the simple restricted roots are $f_{1}-f_{2}$ and $2 f_{2}$. Then

$$
\begin{aligned}
\mathfrak{m}_{\mathfrak{p}, 0} & =\{\operatorname{diag}(i r,-i r, i r,-i r)\} \\
\mathfrak{n}_{\mathfrak{p}, 0} & =\bigoplus_{\beta \in \Sigma^{+}}\left(\mathfrak{g}_{0}\right)_{\beta} \quad \text { with } \operatorname{dim} \mathfrak{n}_{\mathfrak{p}, 0}=6 .
\end{aligned}
$$

Our minimal parabolic subalgebra is $\mathfrak{q}_{\mathfrak{p}, 0}=\mathfrak{m}_{\mathfrak{p}, 0} \oplus \mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{n}_{\mathfrak{p}, 0}$, and this is reproduced as $\mathfrak{q}_{0}$ by (7.70) and (7.71) with $\Pi^{\prime}=\emptyset$. When $\Pi^{\prime}=$ $\left\{f_{1}-f_{2}, 2 f_{2}\right\}$, then $\mathfrak{q}_{0}=\mathfrak{g}_{0}$. The two intermediate cases are as follows. If $\Pi^{\prime}=\left\{f_{1}-f_{2}\right\}$, then

$$
\begin{aligned}
\mathfrak{a}_{0} & =\left\{H \in \mathfrak{a}_{\mathfrak{p}, 0} \mid\left(f_{1}-f_{2}\right)(H)=0\right\} \quad\left(s=t \text { in } \mathfrak{a}_{\mathfrak{p}, 0}\right) \\
\mathfrak{m}_{0} & =\left\{\left.\left(\begin{array}{rrrr}
i r & w & x & z \\
-\bar{w} & -i r & \bar{z} & -x \\
x & z & \text { ir } & w \\
\bar{z} & -x & -\bar{w} & -i r
\end{array}\right) \right\rvert\, x, r \in \mathbb{R} \text { and } w, z \in \mathbb{C}\right\} \\
\mathfrak{n}_{0} & =\left(\mathfrak{g}_{0}\right)_{2 f_{1}} \oplus\left(\mathfrak{g}_{0}\right)_{f_{1}+f_{2}} \oplus\left(\mathfrak{g}_{0}\right)_{2 f_{2}} .
\end{aligned}
$$

If $\Pi^{\prime}=\left\{2 f_{2}\right\}$, then

$$
\begin{aligned}
& \mathfrak{a}_{0}=\left\{H \in \mathfrak{a}_{\mathfrak{p}, 0} \mid 2 f_{2}(H)=0\right\} \quad\left(t=0 \text { in } \mathfrak{a}_{\mathfrak{p}, 0}\right) \\
& \mathfrak{m}_{0}=\mathfrak{m}_{\mathfrak{p}, 0} \oplus\left\{\left.\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \text { is } & 0 & z \\
0 & 0 & 0 & 0 \\
0 & \bar{z} & 0 & -i s
\end{array}\right) \right\rvert\, s \in \mathbb{R} \text { and } z \in \mathbb{C}\right\} \\
& \mathfrak{n}_{0}=\left(\mathfrak{g}_{0}\right)_{2 f_{1}} \oplus\left(\mathfrak{g}_{0}\right)_{f_{1}+f_{2}} \oplus\left(\mathfrak{g}_{0}\right)_{f_{1}-f_{2}} .
\end{aligned}
$$

Proposition 7.76 says that there are no other parabolic subalgebras $\mathfrak{q}_{0}$ containing $\mathfrak{q}_{\mathfrak{p}, 0}$.

Proposition 7.78. A parabolic subalgebra $\mathfrak{q}_{0}$ containing the minimal parabolic subalgebra $\mathfrak{m}_{\mathfrak{p}, 0} \oplus \mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{n}_{\mathfrak{p}, 0}$ has the properties that
(a) $\mathfrak{m}_{0}, \mathfrak{a}_{0}$, and $\mathfrak{n}_{0}$ are Lie subalgebras, and $\mathfrak{n}_{0}$ is an ideal in $\mathfrak{q}_{0}$,
(b) $\mathfrak{a}_{0}$ is abelian, and $\mathfrak{n}_{0}$ is nilpotent,
(c) $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$ is the centralizer of $\mathfrak{a}_{0}$ in $\mathfrak{g}_{0}$,
(d) $\mathfrak{q}_{0} \cap \theta \mathfrak{q}_{0}=\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$, and $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$ is reductive,
(e) $\mathfrak{a}_{\mathfrak{p}, 0}=\mathfrak{a}_{0} \oplus \mathfrak{a}_{M, 0}$,
(f) $\mathfrak{n}_{\mathfrak{p}, 0}=\mathfrak{n}_{0} \oplus \mathfrak{n}_{M, 0}$ as vector spaces,
(g) $\mathfrak{g}_{0}=\mathfrak{a}_{0} \oplus \mathfrak{m}_{0} \oplus \mathfrak{n}_{0} \oplus \theta \mathfrak{n}_{0}$ orthogonally with respect to $\theta$,
(h) $\mathfrak{m}_{0}=\mathfrak{m}_{\mathfrak{p}, 0} \oplus \mathfrak{a}_{M, 0} \oplus \mathfrak{n}_{M, 0} \oplus \theta \mathfrak{n}_{M, 0}$.

Proof.
( $\mathrm{a}, \mathrm{b}, \mathrm{e}, \mathrm{f}$ ) All parts of these are clear.
(c) The centralizer of $\mathfrak{a}_{0}$ is spanned by $\mathfrak{a}_{\mathfrak{p}, 0}, \mathfrak{m}_{\mathfrak{p}, 0}$, and all the restricted root spaces for restricted roots vanishing on $\mathfrak{a}_{0}$. The sum of these is $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$.
(d) Since $\theta\left(\mathfrak{g}_{0}\right)_{\beta}=\left(\mathfrak{g}_{0}\right)_{-\beta}$ by Proposition 6.40c, $\mathfrak{q}_{0} \cap \theta \mathfrak{q}_{0}=\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$. Then $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$ is reductive by Corollary 6.29.
$(\mathrm{g}, \mathrm{h})$ These follow from Proposition 6.40.
Proposition 7.79. Among the parabolic subalgebras containing $\mathfrak{q}_{\mathfrak{p}, 0}$, let $\mathfrak{q}_{0}$ be the one corresponding to the subset $\Pi^{\prime}$ of simple restricted roots. For $\eta \neq 0$ in $\mathfrak{a}_{0}^{*}$, let

$$
\left(\mathfrak{g}_{0}\right)_{(\eta)}=\bigoplus_{\substack{\beta \in \mathfrak{a}_{\mathfrak{p}, 0,}, \beta \mid a_{0}=\eta}}\left(\mathfrak{g}_{0}\right)_{\beta} .
$$

Then $\left(\mathfrak{g}_{0}\right)_{(\eta)} \subseteq \mathfrak{n}_{0}$ or $\left(\mathfrak{g}_{0}\right)_{(\eta)} \subseteq \theta \mathfrak{n}_{0}$.
Proof. We have
$\mathfrak{a}_{M, 0}=\mathfrak{a}_{0}^{\perp}=\left(\bigcap_{\beta \in \Gamma \cap-\Gamma} \operatorname{ker} \beta\right)^{\perp}=\left(\bigcap_{\beta \in \Gamma \cap-\Gamma} H_{\beta}^{\perp}\right)^{\perp}=\sum_{\beta \in \Gamma \cap-\Gamma} \mathbb{R} H_{\beta}=\sum_{\beta \in \Pi^{\prime}} \mathbb{R} H_{\beta}$.
Let $\beta$ and $\beta^{\prime}$ be restricted roots with a common nonzero restriction $\eta$ to members of $\mathfrak{a}_{0}$. Then $\beta-\beta^{\prime}$ is 0 on $\mathfrak{a}_{0}$, and $H_{\beta}-H_{\beta^{\prime}}$ is in $\mathfrak{a}_{M, 0}$. From the formula for $\mathfrak{a}_{M, 0}$, the expansion of $\beta-\beta^{\prime}$ in terms of simple restricted roots involves only the members of $\Pi^{\prime}$. Since $\eta \neq 0$, the individual expansions of $\beta$ and $\beta^{\prime}$ involve nonzero coefficients for at least one simple restricted root other than the ones in $\Pi^{\prime}$. The coefficients for this other simple restricted root must be equal and in particular of the same sign. By Proposition 2.49, $\beta$ and $\beta^{\prime}$ are both positive or both negative, and the result follows.

Motivated by Proposition 7.79, we define, for $\eta \in \mathfrak{a}_{0}^{*}$,

$$
\begin{equation*}
\left(\mathfrak{g}_{0}\right)_{(\eta)}=\left\{X \in \mathfrak{g}_{0} \mid[H, X]=\eta(H) X \text { for all } H \in \mathfrak{a}_{0}\right\} . \tag{7.80}
\end{equation*}
$$

We say that $\eta$ is an $\mathfrak{a}_{0}$ root, or root of $\left(\mathfrak{g}_{0}, \mathfrak{a}_{0}\right)$, if $\eta \neq 0$ and $\left(\mathfrak{g}_{0}\right)_{(\eta)} \neq 0$. In this case we call $\left(\mathfrak{g}_{0}\right)_{(\eta)}$ the corresponding $\mathfrak{a}_{0}$ root space. The proposition says that $\mathfrak{n}_{0}$ is the sum of $\mathfrak{a}_{0}$ root spaces, and so is $\theta \mathfrak{n}_{0}$. We call an $\mathfrak{a}_{0}$ root positive if it contributes to $\mathfrak{n}_{0}$, otherwise negative. The set of $\mathfrak{a}_{0}$ roots does not necessarily form an abstract root system, but the notion of an $\mathfrak{a}_{0}$ root is still helpful.

Corollary 7.81. The normalizer of $\mathfrak{a}_{0}$ in $\mathfrak{g}_{0}$ is $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$.
Proof. The normalizer contains $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$ by Proposition 7.78c. In the reverse direction let $X$ be in the normalizer, and write

$$
X=H_{0}+X_{0}+\sum_{\substack{\eta \neq 0_{\dot{\Sigma}} \\ \eta \in a_{0}^{i}}} X_{\eta} \quad \text { with } H_{0} \in \mathfrak{a}_{0}, X_{0} \in \mathfrak{m}_{0}, X_{\eta} \in\left(\mathfrak{g}_{0}\right)_{(\eta)} .
$$

If $H$ is in $\mathfrak{a}_{0}$, then $[X, H]=-\sum_{\eta} \eta(H) X_{\eta}$, and this can be in $\mathfrak{a}_{0}$ for all such $H$ only if $X_{\eta}=0$ for all $\eta$. Therefore $X=H_{0}+X_{0}$ is in $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$.

Now let $A$ and $N$ be the analytic subgroups of $G$ with Lie algebras $\mathfrak{a}_{0}$ and $\mathfrak{n}_{0}$, and define $M={ }^{0} Z_{G}\left(\mathfrak{a}_{0}\right)$. We shall see in Proposition 7.83 below that $Q=M A N$ is the normalizer of $\mathfrak{m}_{0} \oplus \mathfrak{a}_{0} \oplus \mathfrak{n}_{0}$ in $G$, and we define it to be the parabolic subgroup associated to the parabolic subalgebra $\mathfrak{q}_{0}=\mathfrak{m}_{0} \oplus \mathfrak{a}_{0} \oplus \mathfrak{n}_{0}$. The decomposition of elements of $Q$ according to MAN will be seen to be unique, and $Q=M A N$ is called the Langlands decomposition of $Q$. When $\mathfrak{q}_{0}$ is a minimal parabolic subalgebra, the corresponding $Q$ is called a minimal parabolic subgroup. We write $N^{-}=\Theta N$.

Let $A_{M}$ and $N_{M}$ be the analytic subgroups of $\mathfrak{g}_{0}$ with Lie algebras $\mathfrak{a}_{M, 0}$ and $\mathfrak{n}_{M, 0}$, and let $M_{M}=Z_{K \cap M}\left(\mathfrak{a}_{M, 0}\right)$. Define $K_{M}=K \cap M$. Recall the subgroup $F$ of $G$ that is the subject of Corollary 7.52.

Proposition 7.82. The subgroups $M, A, N, K_{M}, M_{M}, A_{M}$, and $N_{M}$ have the properties that
(a) $M A=Z_{G}\left(\mathfrak{a}_{0}\right)$ is reductive, $M={ }^{0}(M A)$ is reductive, and $A$ is $Z_{\text {vec }}$ for $M A$,
(b) $M$ has Lie algebra $\mathfrak{m}_{0}$,
(c) $M_{M}=M_{\mathfrak{p}}, M_{\mathfrak{p}, 0} A_{M} N_{M}$ is a minimal parabolic subgroup of $M$, and $M=K_{M} A_{M} N_{M}$,
(d) $M=F M_{0}$ if $G$ is connected,
(e) $A_{\mathfrak{p}}=A A_{M}$ as a direct product,
(f) $N_{\mathfrak{p}}=N N_{M}$ as a semidirect product with $N$ normal.

PROOF.
(a, b) The subgroups $Z_{G}\left(\mathfrak{a}_{0}\right)$ and ${ }^{0} Z_{G}\left(\mathfrak{a}_{0}\right)$ are reductive by Propositions 7.25 and 7.27. By Proposition 7.78, $Z_{\mathfrak{g}_{0}}\left(\mathfrak{a}_{0}\right)=\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$. Thus the space $Z_{v e c}$ for the group $Z_{G}\left(\mathfrak{a}_{0}\right)$ is the analytic subgroup corresponding to the intersection of $\mathfrak{p}_{0}$ with the center of $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$. From the definition of $\mathfrak{m}_{0}$, the center of $Z_{\mathfrak{g}_{0}}\left(\mathfrak{a}_{0}\right)$ has to be contained in $\mathfrak{a}_{\mathfrak{p}, 0} \oplus \mathfrak{m}_{\mathfrak{p}, 0}$, and the $\mathfrak{p}_{0}$ part of this is $\mathfrak{a}_{\mathfrak{p}, 0}$. The part of $\mathfrak{a}_{\mathfrak{p}, 0}$ that commutes with $\mathfrak{m}_{0}$ is $\mathfrak{a}_{0}$ by definition of $\mathfrak{m}_{0}$. Therefore $Z_{v e c}=\exp \mathfrak{a}_{0}=A$, and $Z_{G}\left(\mathfrak{a}_{0}\right)=\left({ }^{0} Z_{G}\left(\mathfrak{a}_{0}\right)\right) A$ by Proposition 7.27. Then (a) and (b) follow.
(c) By (a), $M$ is reductive. It is clear that $\mathfrak{a}_{M, 0}$ is a maximal abelian subspace of $\mathfrak{p}_{0} \cap \mathfrak{m}_{0}$, since $\mathfrak{m}_{0} \cap \mathfrak{a}_{0}=0$. The restricted roots of $\mathfrak{m}_{0}$ relative to $\mathfrak{a}_{M, 0}$ are then the members of $\Gamma \cap-\Gamma$, and the sum of the restricted-root spaces for the positive such restricted roots is $\mathfrak{n}_{M, 0}$. Therefore the minimal parabolic subgroup in question for $M$ is $M_{M} A_{M} N_{M}$. The computation

$$
\begin{aligned}
M_{M}=Z_{K \cap M}\left(\mathfrak{a}_{M, 0}\right)=M A & \cap Z_{K}\left(\mathfrak{a}_{M, 0}\right) \\
& =Z_{G}\left(\mathfrak{a}_{0}\right) \cap Z_{K}\left(\mathfrak{a}_{M, 0}\right)=Z_{K}\left(\mathfrak{a}_{\mathfrak{p}, 0}\right)=M_{\mathfrak{p}}
\end{aligned}
$$

identifies $M_{M}$, and $M=K_{M} A_{M} N_{M}$ by the Iwasawa decomposition for $M$ (Proposition 7.31).
(d) By (a), $M$ is reductive. Hence $M=M_{M} M_{0}$ by Proposition 7.33. But (c) shows that $M_{M}=M_{\mathfrak{p}}$, and Corollary 7.52 shows that $M_{\mathfrak{p}}=$ $F\left(M_{\mathfrak{p}}\right)_{0}$. Hence $M=F M_{0}$.
(e) This follows from Proposition 7.78e and the simple connectivity of $A_{\mathfrak{p}}$.
(f) This follows from Proposition 7.78f, Theorem 1.125, and the simple connectivity of $N_{\mathfrak{p}}$.

Proposition 7.83. The subgroups $M, A$, and $N$ have the properties that
(a) $M A$ normalizes $N$, so that $Q=M A N$ is a group,
(b) $Q=N_{G}\left(\mathfrak{m}_{0} \oplus \mathfrak{a}_{0} \oplus \mathfrak{n}_{0}\right)$, and hence $Q$ is a closed subgroup,
(c) $Q$ has Lie algebra $\mathfrak{q}_{0}=\mathfrak{m}_{0} \oplus \mathfrak{a}_{0} \oplus \mathfrak{n}_{0}$,
(d) multiplication $M \times A \times N \rightarrow Q$ is a diffeomorphism,
(e) $N^{-} \cap Q=\{1\}$,
(f) $G=K Q$.

Proof.
(a) Let $z$ be in $M A=Z_{G}\left(\mathfrak{a}_{0}\right)$, and fix $\left(\mathfrak{g}_{0}\right)_{(\eta)} \subseteq \mathfrak{n}_{0}$ as in (7.80). If $X$ is in $\left(\mathfrak{g}_{0}\right)_{(\eta)}$ and $H$ is in $\mathfrak{a}_{0}$, then

$$
[H, \operatorname{Ad}(z) X]=[\operatorname{Ad}(z) H, \operatorname{Ad}(z) X]=\operatorname{Ad}(z)[H, X]=\eta(H) \operatorname{Ad}(z) X
$$

Hence $\operatorname{Ad}(z) X$ is in $\left(\mathfrak{g}_{0}\right)_{(\eta)}$, and $\operatorname{Ad}(z)$ maps $\left(\mathfrak{g}_{0}\right)_{(\eta)}$ into itself. Since $\mathfrak{n}_{0}$ is the sum of such spaces, $\operatorname{Ad}(z) \mathfrak{n}_{0} \subseteq \mathfrak{n}_{0}$. Therefore $M A$ normalizes $N$.
(b) The subgroup $M A$ normalizes its Lie algebra $\mathfrak{m}_{0} \oplus \mathfrak{a}_{0}$, and it normalizes $\mathfrak{n}_{0}$ by (a). The subgroup $N$ normalizes $\mathfrak{q}_{0}$ because it is connected with a Lie algebra that normalizes $\mathfrak{q}_{0}$ by Proposition 7.78a. Hence MAN normalizes $\mathfrak{q}_{0}$. In the reverse direction let $x$ be in $N_{G}\left(\mathfrak{q}_{0}\right)$. We are to prove that $x$ is in MAN. Let us write $x$ in terms of the Iwasawa decomposition $G=K A_{\mathfrak{p}} N_{\mathfrak{p}}$. Here $A_{\mathfrak{p}}=A A_{M}$ by Proposition 7.82e, and $A$ and $A_{M}$ are both contained in MA. Also $N_{\mathfrak{p}}=N N_{M}$ by Proposition 7.82f, and $N$ and $N_{M}$ are both contained in $M N$. Thus we may assume that $x$ is in $N_{K}\left(\mathfrak{q}_{0}\right)$. By (7.23), $\operatorname{Ad}(\Theta x)=\theta \operatorname{Ad}(x) \theta$, and thus $\operatorname{Ad}(\Theta x)$ normalizes $\theta \mathfrak{q}_{0}$. But $\Theta x=x$ since $x$ is in $K$, and therefore $\operatorname{Ad}(x)$ normalizes both $\mathfrak{q}_{0}$ and $\theta \mathfrak{q}_{0}$. By Proposition 7.78d, $\operatorname{Ad}(x)$ normalizes $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$. Since $\mathfrak{a}_{0}$ is the $\mathfrak{p}_{0}$ part of the center of $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}, \operatorname{Ad}(x)$ normalizes $\mathfrak{a}_{0}$ and $\mathfrak{m}_{0}$ individually. Let $\eta$ be an $\mathfrak{a}_{0}$ root contributing to $\mathfrak{n}_{0}$. If $X$ is in $\left(\mathfrak{g}_{0}\right)_{\eta}$ and $H$ is in $\mathfrak{a}_{0}$, then

$$
\begin{aligned}
{[H, \operatorname{Ad}(x) X]=} & \operatorname{Ad}(x)\left[\operatorname{Ad}(x)^{-1} H, X\right] \\
& =\eta\left(\operatorname{Ad}(x)^{-1} H\right) \operatorname{Ad}(x) X=(\operatorname{Ad}(x) \eta)(H) \operatorname{Ad}(x) X
\end{aligned}
$$

In other words, $\operatorname{Ad}(x)$ carries $\left(\mathfrak{g}_{0}\right)_{(\eta)}$ to $\left(\mathfrak{g}_{0}\right)_{(\operatorname{Ad}(x) \eta)}$. So whenever $\eta$ is the restriction to $\mathfrak{a}_{0}$ of a positive restricted root, so is $\operatorname{Ad}(x) \eta$. Meanwhile, $\operatorname{Ad}(x)$ carries $\mathfrak{a}_{M, 0}$ to a maximal abelian subspace of $\mathfrak{p}_{0} \cap \mathfrak{m}_{0}$, and Proposition 7.29 allows us to adjust it by some $\operatorname{Ad}(k) \in \operatorname{Ad}(K \cap M)$ so that $\operatorname{Ad}(k x) \mathfrak{a}_{M, 0}=\mathfrak{a}_{M, 0}$. Taking Proposition 7.32 and Theorem 2.63 into account, we can choose $k^{\prime} \in K \cap M$ so that $\operatorname{Ad}\left(k^{\prime} k x\right)$ is the identity on $\mathfrak{a}_{M, 0}$. Then $\operatorname{Ad}\left(k^{\prime} k x\right)$ sends $\Sigma^{+}$to itself. By Proposition 7.32 and Theorem 2.63, $\operatorname{Ad}\left(k^{\prime} k x\right)$ is the identity on $\mathfrak{a}_{\mathfrak{p}, 0}$ and in particular on $\mathfrak{a}_{0}$. Hence $k^{\prime} k x$ is in $M$, and so is $x$. We conclude that $M A N=N_{G}\left(\mathfrak{q}_{0}\right)$, and consequently $M A N$ is closed.
(c) By (b), $Q$ is closed, hence Lie. The Lie algebra of $Q$ is $N_{\mathfrak{g}_{0}}\left(\mathfrak{q}_{0}\right)$, which certainly contains $\mathfrak{q}_{0}$. In the reverse direction let $X \in \mathfrak{g}_{0}$ normalize $\mathfrak{q}_{0}$. Since $\mathfrak{a}_{\mathfrak{p}, 0}$ and $\mathfrak{n}_{\mathfrak{p}, 0}$ are contained in $\mathfrak{q}_{0}$, the Iwasawa decomposition on the Lie algebra level allows us to assume that $X$ is in $\mathfrak{k}_{0}$. Since $X$ normalizes $\mathfrak{q}_{0}, \theta X$ normalizes $\theta \mathfrak{q}_{0}$. But $X=\theta X$, and hence $X$ normalizes $\mathfrak{q}_{0} \cap \theta \mathfrak{q}_{0}$,
which is $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$ by Proposition 7.78d. Since $\mathfrak{a}_{0}$ is the $\mathfrak{p}_{0}$ part of the center of $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}, X$ normalizes $\mathfrak{a}_{0}$ and $\mathfrak{m}_{0}$ individually. By Corollary 7.81, $X$ is in $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$.
(d) Use of Lemma 6.44 twice shows that multiplication from $M \times A \times N$ into $Q$ is regular on $M_{0} \times A \times N$, and translation to $M$ shows that it is regular everywhere. We are left with showing that it is one-one. Since $A \subseteq A_{\mathfrak{p}}$ and $N \subseteq N_{\mathfrak{p}}$, the uniqueness for the Iwasawa decomposition of $G$ (Proposition 7.31) shows that it is enough to prove that $M \cap A N=\{1\}$. Given $m \in M$, let the Iwasawa decomposition of $m$ according to $M=K_{M} A_{M} N_{M}$ be $m=k_{M} a_{M} n_{M}$. If this element is to be in $A N$, then $k_{M}=1, a_{M}$ is in $A_{M} \cap A$, and $n_{M}$ is in $N_{M} \cap N$, by uniqueness of the Iwasawa decomposition in $G$. But $A_{M} \cap A=\{1\}$ and $N_{M} \cap N=\{1\}$ by (e) and (f) of Proposition 7.82. Therefore $m=1$, and we conclude that $M \cap A N=\{1\}$.
(e) This is proved in the same way as Lemma 7.64, which is stated for a minimal parabolic subgroup.
(f) Since $Q \supseteq A_{\mathfrak{p}} N_{\mathfrak{p}}, G=K Q$ by the Iwasawa decomposition for $G$ (Proposition 7.31).

Although the set of $\mathfrak{a}_{0}$ roots does not necessarily form an abstract root system, it is still meaningful to define

$$
\begin{equation*}
W(G, A)=N_{K}\left(\mathfrak{a}_{0}\right) / Z_{K}\left(\mathfrak{a}_{0}\right), \tag{7.84a}
\end{equation*}
$$

just as we did in the case that $\mathfrak{a}_{0}$ is maximal abelian in $\mathfrak{p}_{0}$. Corollary 7.81 and Proposition 7.78c show that $N_{K}\left(\mathfrak{a}_{0}\right)$ and $Z_{K}\left(\mathfrak{a}_{0}\right)$ both have $\mathfrak{k}_{0} \cap \mathfrak{m}_{0}$ as Lie algebra. Hence $W(G, A)$ is a compact 0 -dimensional group, and we conclude that $W(G, A)$ is finite. An alternative formula for $W(G, A)$ is

$$
\begin{equation*}
W(G, A)=N_{G}\left(\mathfrak{a}_{0}\right) / Z_{G}\left(\mathfrak{a}_{0}\right) . \tag{7.84b}
\end{equation*}
$$

The equality of the right sides of (7.84a) and (7.84b) is an immediate consequence of Lemma 7.22 and Corollary 7.81. To compute $N_{K}\left(\mathfrak{a}_{0}\right)$, it is sometimes handy to use the following proposition.

Proposition 7.85. Every element of $N_{K}\left(\mathfrak{a}_{0}\right)$ decomposes as a product $z n$, where $n$ is in $N_{K}\left(\mathfrak{a}_{\mathfrak{p}, 0}\right)$ and $z$ is in $Z_{K}\left(\mathfrak{a}_{0}\right)$.

Proof. Let $k$ be in $N_{K}\left(\mathfrak{a}_{0}\right)$ and form $\operatorname{Ad}(k) \mathfrak{a}_{M, 0}$. Since $\mathfrak{a}_{M, 0}$ commutes with $\mathfrak{a}_{0}, \operatorname{Ad}(k) \mathfrak{a}_{M, 0}$ commutes with $\operatorname{Ad}(k) \mathfrak{a}_{0}=\mathfrak{a}_{0}$. By Proposition 7.78c, $\operatorname{Ad}(k) \mathfrak{a}_{M, 0}$ is contained in $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$. Since $\mathfrak{a}_{M, 0}$ is orthogonal to $\mathfrak{a}_{0}$ under $B_{\theta}$, $\operatorname{Ad}(k) \mathfrak{a}_{M, 0}$ is orthogonal to $\operatorname{Ad}(k) \mathfrak{a}_{0}=\mathfrak{a}_{0}$. Hence $\operatorname{Ad}(k) \mathfrak{a}_{M, 0}$ is contained in $\mathfrak{m}_{0}$ and therefore in $\mathfrak{p}_{0} \cap \mathfrak{m}_{0}$. By Proposition 7.29 there exists $z$ in $K \cap M$ with $\operatorname{Ad}(z)^{-1} \operatorname{Ad}(k) \mathfrak{a}_{M, 0}=\mathfrak{a}_{M, 0}$. Then $n=z^{-1} k$ is in $N_{K}\left(\mathfrak{a}_{0}\right)$ and in $N_{K}\left(\mathfrak{a}_{M, 0}\right)$, hence in $N_{K}\left(\mathfrak{a}_{\mathfrak{p}, 0}\right)$.

Example. Let $G=S L(3, \mathbb{R})$. Take $\mathfrak{a}_{\mathfrak{p}, 0}$ to be the diagonal subalgebra, and let $\Sigma^{+}=\left\{f_{1}-f_{2}, f_{2}-f_{3}, f_{1}-f_{3}\right\}$ in the notation of Example 1 of $\S$ VI.4. Define a parabolic subalgebra $\mathfrak{q}_{0}$ by using $\Pi^{\prime}=\left\{f_{1}-f_{2}\right\}$. The corresponding parabolic subgroup is the block upper-triangular group with blocks of sizes 2 and 1 , respectively. The subalgebra $\mathfrak{a}_{0}$ equals $\{\operatorname{diag}(r, r,-2 r)\}$. Suppose that $w$ is in $W(G, A)$. Proposition 7.85 says that $w$ extends to a member of $W\left(G, A_{\mathfrak{p}}\right)$ leaving $\mathfrak{a}_{0}$ and $\mathfrak{a}_{M, 0}$ individually stable. Here $W\left(G, A_{\mathfrak{p}}\right)=W(\Sigma)$, and the only member of $W(\Sigma)$ sending $\mathfrak{a}_{0}$ to itself is the identity. So $W(G, A)=\{1\}$.

The members of $W(G, A)$ act on set of the $\mathfrak{a}_{0}$ roots, and we have the following substitute for Theorem 2.63.

Proposition 7.86. The only member of $W(G, A)$ that leaves stable the set of positive $\mathfrak{a}_{0}$ roots is the identity.

Proof. Let $k$ be in $N_{K}\left(\mathfrak{a}_{0}\right)$. By assumption $\operatorname{Ad}(k) \mathfrak{n}_{0}=\mathfrak{n}_{0}$. The centralizer of $\mathfrak{a}_{0}$ in $\mathfrak{g}_{0}$ is $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$ by Proposition 7.78c. If $X$ is in this centralizer and if $H$ is arbitrary in $\mathfrak{a}_{0}$, then

$$
[H, \operatorname{Ad}(k) X]=\operatorname{Ad}(k)\left[\operatorname{Ad}(k)^{-1} H, X\right]=0
$$

shows that $\operatorname{Ad}(k) X$ is in the centralizer. Hence $\operatorname{Ad}(k)\left(\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}\right)=$ $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$. By Proposition 7.83b, $k$ is in MAN. By Proposition 7.82c and the uniqueness of the Iwasawa decomposition for $G, k$ is in $M$. Therefore $k$ is in $Z_{K}\left(\mathfrak{a}_{0}\right)$.

A parabolic subalgebra $\mathfrak{q}_{0}$ of $\mathfrak{g}_{0}$ and the corresponding parabolic subgroup $Q=M A N$ of $G$ are said to be cuspidal if $\mathfrak{m}_{0}$ has a $\theta$ stable compact Cartan subalgebra, say $\mathfrak{t}_{0}$. In this case, $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ is a $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$. The restriction of a root in $\Delta(\mathfrak{g}, \mathfrak{h})$ to $\mathfrak{a}_{0}$ is an $\mathfrak{a}_{0}$ root if it is not 0 , and we can identify $\Delta(\mathfrak{m}, \mathfrak{t})$ with the set of roots in $\Delta(\mathfrak{g}, \mathfrak{h})$ that vanish on $\mathfrak{a}$. Let us choose a positive system $\Delta^{+}(\mathfrak{m}, \mathfrak{t})$ for $\mathfrak{m}$ and extend it to a positive system $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ by saying that a root $\alpha \in \Delta(\mathfrak{g}, \mathfrak{h})$ with nonzero restriction to $\mathfrak{a}_{0}$ is positive if $\left.\alpha\right|_{\mathfrak{a}_{0}}$ is a positive $\mathfrak{a}_{0}$ root. Let us decompose members $\alpha$ of $\mathfrak{h}^{*}$ according to their projections on $\mathfrak{a}^{*}$ and $\mathfrak{t}^{*}$ as $\alpha=\alpha_{\mathfrak{a}}+\alpha_{\mathrm{t}}$. Now $\theta \alpha=-\alpha_{\mathfrak{a}}+\alpha_{\mathrm{t}}$, and $\theta$ carries roots to roots. Hence if $\alpha_{\mathfrak{a}}+\alpha_{\mathfrak{t}}$ is a root, so is $\alpha_{\mathfrak{a}}-\alpha_{\mathfrak{t}}$.

The positive system $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ just defined is given by a lexicographic ordering that takes $\mathfrak{a}_{0}$ before $i \mathfrak{t}_{0}$. In fact, write the half sum of positive roots as $\delta=\delta_{\mathfrak{a}}+\delta_{\mathrm{t}}$. The claim is that positivity is determined by inner
products with the ordered set $\left\{\delta_{\mathfrak{a}}, \delta_{\mathrm{t}}\right\}$ and that $\delta_{\mathrm{t}}$ is equal to the half sum of the members of $\Delta^{+}(\mathfrak{m}, \mathfrak{t})$. To see this, let $\alpha=\alpha_{\mathfrak{a}}+\alpha_{\mathfrak{t}}$ be in $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$. If $\alpha_{\mathfrak{a}} \neq 0$, then $\alpha_{\mathfrak{a}}-\alpha_{\mathfrak{t}}$ is in $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$, and

$$
\left\langle\alpha, \delta_{\mathfrak{a}}\right\rangle=\left\langle\alpha_{\mathfrak{a}}, \delta_{\mathfrak{a}}\right\rangle=\left\langle\alpha_{\mathfrak{a}}, \delta\right\rangle=\frac{1}{2}\left\langle\alpha_{\mathfrak{a}}+\alpha_{\mathfrak{t}}, \delta\right\rangle+\frac{1}{2}\left\langle\alpha_{\mathfrak{a}}-\alpha_{\mathfrak{t}}, \delta\right\rangle>0 .
$$

Since the positive roots with nonzero restriction to $\mathfrak{a}$ cancel in pairs when added, we see that $\delta_{\mathfrak{t}}$ equals half the sum of the members of $\Delta^{+}(\mathfrak{m}, \mathfrak{t})$. Finally if $\alpha_{\mathfrak{a}}=0$, then $\left\langle\alpha, \delta_{\mathfrak{a}}\right\rangle=0$ and $\left\langle\alpha, \delta_{\mathfrak{t}}\right\rangle>0$. Hence $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$ is indeed given by a lexicographic ordering of the type described.

The next proposition gives a converse that tells a useful way to construct cuspidal parabolic subalgebras of $\mathfrak{g}_{0}$ directly.

Proposition 7.87. Let $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be the decomposition of a $\theta$ stable Cartan subalgebra according to $\theta$, and suppose that a lexicographic ordering taking $\mathfrak{a}_{0}$ before $i \mathfrak{t}_{0}$ is used to define a positive system $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$. Define

$$
\mathfrak{m}_{0}=\mathfrak{g}_{0} \cap\left(\mathfrak{t} \oplus \underset{\substack{\alpha \in \Delta \mid \mathfrak{g}, \mathfrak{h}), \alpha, \mathfrak{l}^{\prime}=0}}{\bigoplus} \mathfrak{g}_{\alpha}\right)
$$

and

$$
\mathfrak{n}_{0}=\mathfrak{g}_{0} \cap\left(\underset{\substack{\alpha \in \Delta^{+}(\mathfrak{q}, \mathfrak{f}),\left.\alpha\right|_{a} \neq 0}}{ } \mathfrak{g}_{\alpha}\right) .
$$

Then $\mathfrak{q}_{0}=\mathfrak{m}_{0} \oplus \mathfrak{a}_{0} \oplus \mathfrak{n}_{0}$ is the Langlands decomposition of a cuspidal parabolic subalgebra of $\mathfrak{g}_{0}$.

Proof. In view of the definitions, we have to relate $\mathfrak{q}_{0}$ to a minimal parabolic subalgebra. Let bar denote conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$. If $\alpha=\alpha_{\mathfrak{a}}+\alpha_{\mathfrak{t}}$ is a root, let $\bar{\alpha}=-\theta \alpha=\alpha_{\mathfrak{a}}-\alpha_{\mathfrak{t}}$. Then $\overline{\mathfrak{g}_{\alpha}}=\mathfrak{g}_{\bar{\alpha}}$, and it follows that

$$
\begin{equation*}
\mathfrak{m}=\mathfrak{t} \oplus \bigoplus_{\substack{\alpha \in \Delta(\mathfrak{g}, \mathfrak{h}),\left.\alpha\right|_{a}=0}} \mathfrak{g}_{\alpha} \quad \text { and } \quad \mathfrak{n}=\bigoplus_{\substack{\alpha \in \Delta^{ \pm}(\mathfrak{g}, \mathfrak{f}), \alpha a_{a} \neq 0}} \mathfrak{g}_{\alpha} \tag{7.88}
\end{equation*}
$$

In particular, $\mathfrak{m}_{0}$ is $\theta$ stable, hence reductive. Let $\mathfrak{h}_{M, 0}=\mathfrak{t}_{M, 0} \oplus \mathfrak{a}_{M, 0}$ be the decomposition of a maximally noncompact $\theta$ stable Cartan subalgebra of $\mathfrak{m}_{0}$ according to $\theta$. Since Theorem 2.15 shows that $\mathfrak{h}_{M}$ is conjugate to $\mathfrak{t}$ via Int $\mathfrak{m}, \mathfrak{h}^{\prime}=\mathfrak{a} \oplus \mathfrak{h}_{M}$ is conjugate to $\mathfrak{h}=\mathfrak{a} \oplus \mathfrak{t}$ via a member of Int $\mathfrak{g}$ that fixes $\mathfrak{a}_{0}$. In particular, $\mathfrak{h}_{0}^{\prime}=\mathfrak{a}_{0} \oplus \mathfrak{h}_{M, 0}$ is a Cartan subalgebra of $\mathfrak{g}_{0}$. Applying our constructed member of Int $\mathfrak{g}$ to (7.88), we obtain
for the positive system $\Delta^{+}\left(\mathfrak{g}, \mathfrak{h}^{\prime}\right)$ obtained by transferring positivity from $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$.

Let us observe that $\mathfrak{a}_{\mathfrak{p}, 0}=\mathfrak{a}_{0} \oplus \mathfrak{a}_{M, 0}$ is a maximal abelian subspace of $\mathfrak{p}_{0}$. In fact, the centralizer of $\mathfrak{a}_{0}$ in $\mathfrak{g}_{0}$ is $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$, and $\mathfrak{a}_{M, 0}$ is maximal abelian in $\mathfrak{m}_{0} \cap \mathfrak{p}_{0}$; hence the assertion follows. We introduce a lexicographic ordering for $\mathfrak{h}_{0}^{\prime}$ that is as before on $\mathfrak{a}_{0}$, takes $\mathfrak{a}_{0}$ before $\mathfrak{a}_{M, 0}$, and takes $\mathfrak{a}_{M, 0}$ before $i \mathfrak{t}_{M, 0}$. Then we obtain a positive system $\Delta^{+\prime}\left(\mathfrak{g}, \mathfrak{h}^{\prime}\right)$ with the property that a root $\alpha$ with $\left.\alpha\right|_{a_{0}} \neq 0$ is positive if and only if $\left.\alpha\right|_{\mathfrak{a}_{0}}$ is the restriction to $\mathfrak{a}_{0}$ of a member of $\Delta^{+}(\mathfrak{g}, \mathfrak{h})$. Consequently we can replace $\Delta^{+}\left(\mathfrak{g}, \mathfrak{h}^{\prime}\right)$ in (7.89) by $\Delta^{+\prime}\left(\mathfrak{g}, \mathfrak{h}^{\prime}\right)$. Then it is apparent that $\mathfrak{m} \oplus \mathfrak{a} \oplus \mathfrak{n}$ contains $\mathfrak{m}_{\mathfrak{p}} \oplus \mathfrak{a}_{\mathfrak{p}} \oplus \mathfrak{n}_{\mathfrak{p}}$ defined relative to the positive restricted roots obtained from $\Delta^{+\prime}\left(\mathfrak{g}, \mathfrak{h}^{\prime}\right)$, and hence $\mathfrak{q}_{0}$ is a parabolic subalgebra. Referring to (7.77), we see that $\mathfrak{q}_{0}=\mathfrak{m}_{0} \oplus \mathfrak{a}_{0} \oplus \mathfrak{n}_{0}$ is the Langlands decomposition. Finally $\mathfrak{t}_{0}$ is a Cartan subalgebra of $\mathfrak{m}_{0}$ by Proposition 2.13, and hence $\mathfrak{q}_{0}$ is cuspidal.

## 8. Cartan Subgroups

We continue to assume that $G$ is a reductive Lie group and to use the notation of $\S 2$ concerning the Cartan decomposition. A Cartan subgroup of $G$ is the centralizer in $G$ of a Cartan subalgebra. We know from §§VI. 6 and VII. 2 that any Cartan subalgebra is conjugate via Int $\mathfrak{g}_{0}$ to a $\theta$ stable Cartan subalgebra and that there are only finitely many conjugacy classes of Cartan subalgebras. Consequently any Cartan subgroup of $G$ is conjugate via $G$ to a $\Theta$ stable Cartan subgroup, and there are only finitely many conjugacy classes of Cartan subgroups. A $\Theta$ stable Cartan subgroup is a reductive Lie group by Proposition 7.25.

When $G$ is compact connected and $T$ is a maximal torus, every element of $G$ is conjugate to a member of $T$, according to Theorem 4.36. In particular every member of $G$ lies in a Cartan subgroup. This statement does not extend to noncompact groups, as the following example shows.

Example. Let $G=S L(2, \mathbb{R})$. We saw in $\S V I .6$ that every Cartan subalgebra is conjugate to one of

$$
\left\{\left(\begin{array}{rr}
r & 0 \\
0 & -r
\end{array}\right)\right\} \quad \text { and } \quad\left\{\left(\begin{array}{rr}
0 & r \\
-r & 0
\end{array}\right)\right\},
$$

and the corresponding Cartan subgroups are

$$
\left\{ \pm\left(\begin{array}{cc}
e^{r} & 0 \\
0 & e^{-r}
\end{array}\right)\right\} \quad \text { and } \quad\left\{\left(\begin{array}{rc}
\cos r & \sin r \\
-\sin r & \cos r
\end{array}\right)\right\} .
$$

Some features of these subgroups are worth noting. The first Cartan subgroup is disconnected; disconnectedness is common among Cartan subgroups for general $G$. Also every member of either Cartan subgroup is diagonable over $\mathbb{C}$. Hence $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ lies in no Cartan subgroup.

Although the union of the Cartan subgroups of $G$ need not exhaust $G$, it turns out that the union exhausts almost all of $G$. This fact is the most important conclusion about Cartan subgroups to be derived in this section and appears below as Theorem 7.108. When we treat integration in Chapter VIII, this fact will permit integration of functions on $G$ by integrating over the conjugates of a finite set of Cartan subgroups; the resulting formula, known as the "Weyl Integration Formula," is an important tool for harmonic analysis on $G$.

Before coming to this main result, we give a proposition about the component structure of Cartan subgroups and we introduce a finite group $W(G, H)$ for each Cartan subgroup analogous to the groups $W(G, A)$ considered in §7.

Proposition 7.90. Let $H$ be a Cartan subgroup of $G$.
(a) If $H$ is maximally noncompact, then $H$ meets every component of $G$.
(b) If $H$ is maximally compact and if $G$ is connected, then $H$ is connected.

REMARKS. The modifiers "maximally noncompact" and "maximally compact" are to be interpreted in terms of the Lie algebras. If $\mathfrak{h}_{0}$ is a Cartan subalgebra, $\mathfrak{h}_{0}$ is conjugate to a $\theta$ stable Cartan subalgebra $\mathfrak{h}_{0}^{\prime}$, and we defined "maximally noncompact" and "maximally compact" for $\mathfrak{h}_{0}^{\prime}$ in $\S \S V I .6$ and VII.2. Proposition 7.35 says that any two candidates for $\mathfrak{h}_{0}^{\prime}$ are conjugate via $K$, and hence it is meaningful to say that $\mathfrak{h}_{0}$ is maximally noncompact or maximally compact if $\mathfrak{h}_{0}^{\prime}$ is.

Proof. Let $\mathfrak{h}_{0}$ be the Lie algebra of $H$. We may assume that $\mathfrak{h}_{0}$ is $\theta$ stable. Let $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be the decomposition of $\mathfrak{h}_{0}$ into +1 and -1 eigenspaces under $\theta$.
(a) If $\mathfrak{h}_{0}$ is maximally noncompact, then $\mathfrak{a}_{0}$ is a maximal abelian subspace of $\mathfrak{p}_{0}$. The group $H$ contains the subgroup $F$ introduced before Corollary 7.52 , and Corollary 7.52 and Proposition 7.33 show that $F$ meets every component of $G$.
(b) If $\mathfrak{h}_{0}$ is maximally compact, then $\mathfrak{t}_{0}$ is a maximal abelian subspace of $\mathfrak{k}_{0}$. Since $K$ is connected, the subgroup $Z_{K}\left(\mathfrak{t}_{0}\right)$ is connected by Corollary
4.51, and $Z_{K}\left(\mathfrak{t}_{0}\right) \exp \mathfrak{a}_{0}$ is therefore a connected closed subgroup of $G$ with Lie algebra $\mathfrak{h}_{0}$. On the other hand, Proposition 7.25 implies that

$$
H=Z_{K}\left(\mathfrak{h}_{0}\right) \exp \mathfrak{a}_{0} \subseteq Z_{K}\left(\mathfrak{t}_{0}\right) \exp \mathfrak{a}_{0} .
$$

Since $H$ and $Z_{K}\left(\mathfrak{t}_{0}\right) \exp \mathfrak{a}_{0}$ are closed subgroups with the same Lie algebra and since $Z_{K}\left(\mathfrak{t}_{0}\right) \exp \mathfrak{a}_{0}$ is connected, it follows that $H=Z_{K}\left(\mathfrak{t}_{0}\right) \exp \mathfrak{a}_{0}$.

Corollary 7.91. If a maximally noncompact Cartan subgroup $H$ of $G$ is abelian, then $Z_{G_{0}} \subseteq Z_{G}$.

Proof. By Proposition 7.90a, $G=G_{0} H$. If $z$ is in $Z_{G_{0}}$, then $\operatorname{Ad}(z)=1$ on $\mathfrak{h}_{0}$, and hence $z$ is in $Z_{G}\left(\mathfrak{h}_{0}\right)=H$. Let $g \in G$ be given, and write $g=g_{0} h$ with $g \in G_{0}$ and $h \in H$. Then $z g_{0}=g_{0} z$ since $z$ commutes with members of $G_{0}$, and $z h=h z$ since $z$ is in $H$ and $H$ is abelian. Hence $z g=g z$, and $z$ is in $Z_{G}$.

If $H$ is a Cartan subgroup of $G$ with Lie algebra $\mathfrak{h}_{0}$, we define

$$
\begin{equation*}
W(G, H)=N_{G}\left(\mathfrak{h}_{0}\right) / Z_{G}\left(\mathfrak{h}_{0}\right) . \tag{7.92a}
\end{equation*}
$$

Here $Z_{G}\left(\mathfrak{h}_{0}\right)$ is nothing more than $H$ itself, by definition. When $\mathfrak{h}_{0}$ is $\theta$ stable, an alternative formula for $W(G, H)$ is

$$
\begin{equation*}
W(G, H)=N_{K}\left(\mathfrak{h}_{0}\right) / Z_{K}\left(\mathfrak{h}_{0}\right) . \tag{7.92b}
\end{equation*}
$$

The equality of the right sides of (7.92a) and (7.92b) is an immediate consequence of Lemma 7.22 and Proposition 2.7. Proposition 2.7 shows that $N_{K}\left(\mathfrak{h}_{0}\right)$ and $Z_{K}\left(\mathfrak{h}_{0}\right)$ both have $\mathfrak{k}_{0} \cap \mathfrak{h}_{0}=\mathfrak{t}_{0}$ as Lie algebra. Hence $W(G, H)$ is a compact 0-dimensional group, and we conclude that $W(G, H)$ is finite.

Each member of $N_{G}\left(\mathfrak{h}_{0}\right)$ sends roots of $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$ to roots, and the action of $N_{G}\left(\mathfrak{h}_{0}\right)$ on $\Delta$ descends to $W(G, H)$. It is clear that only the identity in $W(G, H)$ acts as the identity on $\Delta$. Since $\operatorname{Ad}_{\mathfrak{g}}(G) \subseteq \operatorname{Int} \mathfrak{g}$, it follows from Theorem 7.8 that

$$
\begin{equation*}
W(G, H) \subseteq W(\Delta(\mathfrak{g}, \mathfrak{h})) . \tag{7.93}
\end{equation*}
$$

Example. Let $G=S L(2, \mathbb{R})$. For any $\mathfrak{h}, W(\mathfrak{g}, \mathfrak{h})$ has order 2. When $\mathfrak{h}_{0}=\left\{\left(\begin{array}{cc}r & 0 \\ 0 & -r\end{array}\right)\right\}, W(G, H)$ has order 2, a representative of the nontrivial coset being $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. When $\mathfrak{h}_{0}=\left\{\left(\begin{array}{rr}0 & r \\ -r & 0\end{array}\right)\right\}, W(G, H)$ has order 1 .

Now we begin to work toward the main result of this section, that the union of all Cartan subgroups of $G$ exhausts almost all of $G$. We shall use the notion of a "regular element" of $G$. Recall that in Chapter II we introduced regular elements in the complexified Lie algebra $\mathfrak{g}$. Let $\operatorname{dim} \mathfrak{g}=n$. For $X \in \mathfrak{g}$, we formed the characteristic polynomial

$$
\begin{equation*}
\operatorname{det}(\lambda 1-\operatorname{ad} X)=\lambda^{n}+\sum_{j=0}^{n-1} d_{j}(X) \lambda^{j} \tag{7.94}
\end{equation*}
$$

Here each $d_{j}$ is a holomorphic polynomial function on $\mathfrak{g}$. The $\operatorname{rank}$ of $\mathfrak{g}$ is the minimum index $l$ such that $d_{l}(X) \not \equiv 0$, and the regular elements of $\mathfrak{g}$ are those elements $X$ such that $d_{l}(X) \neq 0$. For such an $X$, Theorem 2.9' shows that the generalized eigenspace of ad $X$ for eigenvalue 0 is a Cartan subalgebra of $\mathfrak{g}$. Because $\mathfrak{g}$ is reductive, the Cartan subalgebra acts completely reducibly on $\mathfrak{g}$, and hence the generalized eigenspace of ad $X$ for eigenvalue 0 is nothing more than the centralizer of $X$ in $\mathfrak{g}$.

Within $\mathfrak{g}$, let $\mathfrak{h}$ be a Cartan subalgebra, and let $\Delta=\Delta(\mathfrak{g}, \mathfrak{h})$. For $X \in \mathfrak{h}$, $d_{l}(X)=\prod_{\alpha \in \Delta} \alpha(X)$, so that $X \in \mathfrak{h}$ is regular if and only if no root vanishes on $X$. If $\mathfrak{h}_{0}$ is a Cartan subalgebra of our real form $\mathfrak{g}_{0}$, then we can find $X \in \mathfrak{h}_{0}$ so that $\alpha(X) \neq 0$ for all $\alpha \in \Delta$.

On the level of Lie algebras, we have concentrated on eigenvalue 0 for $\operatorname{ad} X$. On the level of reductive Lie groups, the analogous procedure is to concentrate on eigenvalue 1 for $\operatorname{Ad}(x)$. Thus for $x \in G$, we define

$$
D(x, \lambda)=\operatorname{det}((\lambda+1) 1-\operatorname{Ad}(x))=\lambda^{n}+\sum_{j=0}^{n-1} D_{j}(x) \lambda^{j}
$$

Here each $D_{j}(x)$ is real analytic on $G$ and descends to a real analytic function on $\operatorname{Ad}(G)$. But $\operatorname{Ad}(G) \subseteq \operatorname{Int} \mathfrak{g}$ by property (v) for reductive Lie groups, and the formula for $D_{j}(x)$ extends to be valid on Int $\mathfrak{g}$ and to define a holomorphic function on Int $\mathfrak{g}$. Let $l^{\prime}$ be the minimum index such that $D_{l^{\prime}}(x) \not \equiv 0$ (on $G$ or equivalently on Int $\mathfrak{g}$ ). We shall observe shortly that $l^{\prime}=l$. With this understanding the regular elements of $G$ are those elements $x$ such that $D_{l}(x) \neq 0$. Elements that are not regular are singular. The set of regular elements is denoted $G^{\prime}$. The function $D$ satisfies

$$
\begin{equation*}
D\left(y x y^{-1}, \lambda\right)=D(x, \lambda), \tag{7.95}
\end{equation*}
$$

and it follows that $G^{\prime}$ is stable under group conjugation. It is almost but not quite true that the centralizer of a regular element of $G$ is a Cartan subgroup. Here is an example of how close things get in a complex group.

Example. Let $G=S L(2, \mathbb{C}) /\{ \pm 1\}$. We work with elements of $G$ as 2-by-2 matrices identified when they differ only by a sign. The element $\left(\begin{array}{cc}z & 0 \\ 0 & z^{-1}\end{array}\right)$, with $z \neq 0$, is regular if $z \neq \pm 1$. For most values of $z$ other than $\pm 1$, the centralizer of $\left(\begin{array}{cc}z & 0 \\ 0 & z^{-1}\end{array}\right)$ is the diagonal subgroup, which is a Cartan subgroup. But for $z= \pm i$, the centralizer is generated by the diagonal subgroup and $\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$; thus the Cartan subgroup has index 2 in the centralizer.

Now, as promised, we prove that $l=l^{\prime}$, i.e., the minimum index $l$ such that $d_{l}(X) \not \equiv 0$ equals the minimum index $l^{\prime}$ such that $D_{l^{\prime}}(x) \not \equiv 0$. Letad $X$ have generalized eigenvalue 0 exactly $l$ times. For sufficiently small $r, \operatorname{ad} X$ has all eigenvalues $<2 \pi$ in absolute value, and it follows for such $X$ that $\operatorname{Ad}(\exp X)$ has generalized eigenvalue 1 exactly $l$ times. Thus $l^{\prime} \leq l$. In the reverse direction suppose $D_{l^{\prime}}(x) \not \equiv 0$. Since $D_{l^{\prime}}$ extends holomorphically to the connected complex group Int $\mathfrak{g}, D_{l^{\prime}}$ cannot be identically 0 in any neighborhood of the identity in Int $\mathfrak{g}$. Hence $D_{l^{\prime}}(x)$ cannot be identically 0 in any neighborhood of $x=1$ in $G$. Choose a neighborhood $U$ of $X$ 's in $\mathfrak{g}_{0}$ about 0 such that all ad $X$ have all eigenvalues $<2 \pi$ in absolute value and such that exp is a diffeomorphism onto a neighborhood of 1 in $G$. Under these conditions the multiplicity of 0 as a generalized eigenvalue for $\operatorname{ad} X$ equals the multiplicity of 1 as a generalized eigenvalue for $\operatorname{Ad}(\exp X)$. Thus if $D_{l^{\prime}}(x)$ is somewhere nonzero on $\exp U$, then $d_{l}(X)$ is somewhere nonzero on $U$. Thus $l \leq l^{\prime}$, and we conclude that $l=l^{\prime}$.

To understand the relationship between regular elements and Cartan subgroups, we shall first study the case of a complex group (which in practice will usually be Int $\mathfrak{g}$ ). The result in this case is Theorem 7.101 below. We establish notation for this theorem after proving three lemmas.

Lemma 7.96. Let $Z$ be a connected complex manifold, and let $f: Z \rightarrow \mathbb{C}^{n}$ be a holomorphic function not identically 0 . Then the subset of $Z$ where $f$ is not 0 is connected.

Proof. Lemma 2.14 proves this result for the case that $Z=\mathbb{C}^{m}$ and $f$ is a polynomial. But the same proof works if $Z$ is a bounded polydisc $\Pi_{j=1}^{m}\left\{\left|z_{j}\right|<r_{j}\right\}$ and $f$ is a holomorphic function on a neighborhood of the closure of the polydisc. We shall piece together local results of this kind to handle general $Z$.

Thus let the manifold structure of $Z$ be specified by compatible charts $\left(V_{\alpha}, \varphi_{\alpha}\right)$ with $\varphi_{\alpha}: V_{\alpha} \rightarrow \mathbb{C}^{m}$ holomorphic onto a bounded polydisc. There
is no loss of generality in assuming that there are open subsets $U_{\alpha}$ covering $Z$ such that $\varphi_{\alpha}\left(U_{\alpha}\right)$ is an open polydisc whose closure is contained in $\varphi_{\alpha}\left(V_{\alpha}\right)$. For any subset $S$ of $Z$, let $S^{\prime}$ denote the subset of $S$ where $f$ is not 0 . The result of the previous paragraph implies that $U_{\alpha}^{\prime}$ is connected for each $\alpha$, and we are to prove that $Z^{\prime}$ is connected. Also $U_{\alpha}^{\prime}$ is dense in $U_{\alpha}$ since the subset of a connected open set where a nonzero holomorphic function takes on nonzero values is dense.

Fix $U=U_{0}$. To each point $z \in Z$, we can find a chain of $U_{\alpha}$ 's of the form $U=U_{0}, U_{1}, \ldots, U_{k}$ such that $z$ is in $U_{k}$ and $U_{i-1} \cap U_{i} \neq \emptyset$ for $1 \leq i \leq k$. In fact, the set of $z$ 's for which this assertion is true is nonempty open closed and hence is all of $Z$.

Now let $z \in Z^{\prime}$ be given, and form the chain $U=U_{0}, U_{1}, \ldots, U_{k}$. Here $z$ is in $U_{k}^{\prime}$. We readily see by induction on $m \leq k$ that $U_{0}^{\prime} \cup \cdots \cup U_{m}^{\prime}$ is connected, hence that $U_{0}^{\prime} \cup \cdots \cup U_{k}^{\prime}$ is connected. Thus each $z \in Z^{\prime}$ lies in a connected open set containing $U_{0}^{\prime}$, and it follows that the union of these connected open sets is connected. The union is $Z^{\prime}$, and hence $Z^{\prime}$ is connected.

Lemma 7.97. Let $N$ be a simply connected nilpotent Lie group with Lie algebra $\mathfrak{n}_{0}$, and let $\mathfrak{n}_{0}^{\prime}$ be an ideal in $\mathfrak{n}_{0}$. If $X$ is in $\mathfrak{n}_{0}$ and $Y$ is in $\mathfrak{n}_{0}^{\prime}$, then $\exp (X+Y)=\exp X \exp Y^{\prime}$ for some $Y^{\prime}$ in $\mathfrak{n}_{0}^{\prime}$.

Proof. If $N^{\prime}$ is the analytic subgroup corresponding to $\mathfrak{n}_{0}^{\prime}$, then $N^{\prime}$ is certainly normal, and $N^{\prime}$ is closed as a consequence of Theorem 1.127. Let $\varphi: N \rightarrow N / N^{\prime}$ be the quotient homomorphism, and let $d \varphi$ be its differential. Since $d \varphi(Y)=0$, we have

$$
\begin{aligned}
\varphi\left((\exp (X+Y))(\exp X)^{-1}\right) & =\varphi(\exp (X+Y)) \varphi(\exp X)^{-1} \\
& =\exp (d \varphi(X)+d \varphi(Y))(\exp d \varphi(X))^{-1} \\
& =\exp (d \varphi(X))(\exp d \varphi(X))^{-1}=1 .
\end{aligned}
$$

Therefore $(\exp (X+Y))(\exp X)^{-1}$ is in $N^{\prime}$, and Theorem 1.127 shows that it is of the form $\exp Y^{\prime}$ for some $Y^{\prime} \in \mathfrak{n}_{0}^{\prime}$.

Lemma 7.98. Let $G=K A N$ be an Iwasawa decomposition of the reductive group $G$, let $M=Z_{K}(A)$, and let $\mathfrak{n}_{0}$ be the Lie algebra of $N$. If $h \in M A$ has the property that $\operatorname{Ad}(h)$ acts as a scalar on each restricted-root space and $\operatorname{Ad}(h)^{-1}-1$ is nonsingular on $\mathfrak{n}_{0}$, then the map $\varphi: N \rightarrow N$ given by $\varphi(n)=h^{-1} n h n^{-1}$ is onto $N$.

REMARK. This lemma may be regarded as a Lie group version of the Lie algebra result given as Lemma 7.42.

Proof. Write $\mathfrak{n}_{0}=\bigoplus\left(\mathfrak{g}_{0}\right)_{\lambda}$ as a sum of restricted-root spaces, and regard the restricted roots as ordered lexicographically. For any restricted $\operatorname{root} \alpha$, the subspace $\mathfrak{n}_{\alpha}=\bigoplus_{\lambda \geq \alpha}\left(\mathfrak{g}_{0}\right)_{\lambda}$ is an ideal, and we prove by induction downward on $\alpha$ that $\varphi$ carries $\exp \mathfrak{n}_{\alpha}$ onto itself. This conclusion when $\alpha$ is equal to the smallest positive restricted root gives the lemma since exp carries $\mathfrak{n}_{0}$ onto $N$ (Theorem 1.127).

If $\alpha$ is given, we can write $\mathfrak{n}_{\alpha}=\left(\mathfrak{g}_{0}\right)_{\alpha} \oplus \mathfrak{n}_{\beta}$ with $\beta>\alpha$. Let $X$ be given in $\mathfrak{n}_{\alpha}$, and write $X$ as $X_{1}+X_{2}$ with $X_{1} \in\left(\mathfrak{g}_{0}\right)_{\alpha}$ and $X_{2} \in \mathfrak{n}_{\beta}$. Since $\operatorname{Ad}(h)^{-1}-1$ is nonsingular on $\left(\mathfrak{g}_{0}\right)_{\alpha}$, we can choose $Y_{1} \in\left(\mathfrak{g}_{0}\right)_{\alpha}$ with $X_{1}=\left(\operatorname{Ad}(h)^{-1}-1\right) Y_{1}$. Put $n_{1}=\exp Y_{1}$. Since $\operatorname{Ad}(h)^{-1} Y_{1}$ is a multiple of $Y_{1}, \operatorname{Ad}(h)^{-1} Y_{1}$ commutes with $Y_{1}$. Therefore

$$
\begin{align*}
h^{-1} n_{1} h n_{1}^{-1}=\left(\exp \operatorname{Ad}(h)^{-1}\right. & \left.Y_{1}\right)\left(\exp Y_{1}\right)^{-1}  \tag{7.99}\\
& =\exp \left(\left(\operatorname{Ad}(h)^{-1}-1\right) Y_{1}\right)=\exp X_{1} .
\end{align*}
$$

Thus

$$
\begin{aligned}
\exp X & =\exp \left(X_{1}+X_{2}\right) & & \\
& =\exp X_{1} \exp X_{2}^{\prime} & & \text { by Lemma } 7.97 \\
& =h^{-1} n_{1} h n_{1}^{-1} \exp X_{2}^{\prime} & & \text { by }(7.99) \\
& =h^{-1} n_{1} h \exp X_{2}^{\prime \prime} n_{1}^{-1} & & \text { with } X_{2}^{\prime \prime} \in \mathfrak{n}_{\beta} .
\end{aligned}
$$

By induction $\exp X_{2}^{\prime \prime}=h^{-1} n_{2} h n_{2}^{-1}$. Hence $\exp X=h^{-1}\left(n_{1} n_{2}\right) h\left(n_{1} n_{2}\right)^{-1}$, and the induction is complete.

Now we are ready for the main result about Cartan subgroups in the complex case. Let $G_{c}$ be a complex semisimple Lie group (which will usually be Int $\mathfrak{g}$ when we return to our reductive Lie group $G$ ). Proposition 7.5 shows that $G_{c}$ is a reductive Lie group. Let $G_{c}=U A N$ be an Iwasawa decomposition of $G_{c}$, and let $M=Z_{U}(A)$. We denote by $\mathfrak{g}, \mathfrak{u}_{0}, \mathfrak{a}_{0}, \mathfrak{n}_{0}$, and $\mathfrak{m}_{0}$ the respective Lie algebras. Here $\mathfrak{m}_{0}=i \mathfrak{a}_{0}, \mathfrak{m}_{0}$ is maximal abelian in $\mathfrak{u}_{0}$, and $\mathfrak{h}=\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$ is a Cartan subalgebra of $\mathfrak{g}$. The corresponding Cartan subgroup of $G_{c}$ is of the form $H_{c}=M A$ since Proposition 7.25 shows that $H_{c}$ is a reductive Lie group. Since

$$
M=Z_{U}\left(\mathfrak{a}_{0}\right)=Z_{U}\left(i \mathfrak{a}_{0}\right)=Z_{U}\left(\mathfrak{m}_{0}\right),
$$

Corollary 4.52 shows that $M$ is connected. Therefore

$$
\begin{equation*}
H_{c} \text { is connected. } \tag{7.100}
\end{equation*}
$$

Let $G_{c}^{\prime}$ denote the regular set in $G_{c}$.

Theorem 7.101. For the complex semisimple Lie group $G_{c}$, the regular set $G_{c}^{\prime}$ is connected and satisfies $G_{c}^{\prime} \subseteq \bigcup_{x \in G_{c}} x H_{c} x^{-1}$. If $X_{0}$ is any regular element in $\mathfrak{h}$, then $Z_{G_{c}}\left(X_{0}\right)=H_{c}$.

Proof. We may regard $D_{l}(x)$ as a holomorphic function on $G_{c}$. The regular set $G_{c}^{\prime}$ is the set where $D_{l}(x) \neq 0$, and Lemma 7.96 shows that $G_{c}^{\prime}$ is connected.

Let $H_{c}^{\prime}=H_{c} \cap G_{c}^{\prime}$, and define $V^{\prime}=\bigcup_{x \in G_{c}} x H_{c}^{\prime} x^{-1}$. Then $V^{\prime} \subseteq G_{c}^{\prime}$ by (7.95). If $X_{0} \in \mathfrak{h}$ is chosen so that no root in $\Delta(\mathfrak{g}, \mathfrak{h})$ vanishes on $X_{0}$, then we have seen that $\exp r X_{0}$ is in $H_{c}^{\prime}$ for all sufficiently small $r>0$. Hence $V^{\prime}$ is nonempty. We shall prove that $V^{\prime}$ is open and closed in $G_{c}^{\prime}$, and then it follows that $G_{c}^{\prime}=V^{\prime}$, hence that $G_{c}^{\prime} \subseteq \bigcup_{x \in G_{c}} x H_{c} x^{-1}$.

To prove that $V^{\prime}$ is closed in $G_{c}^{\prime}$, we observe that $H_{c} N$ is closed in $G_{c}$, being the minimal parabolic subgroup MAN. Since $U$ is compact, it follows that

$$
V=\bigcup_{u \in U} u H_{c} N u^{-1}
$$

is closed in $G_{c}$. By (7.95),

$$
V \cap G_{c}^{\prime}=\bigcup_{u \in U} u\left(H_{c} N\right)^{\prime} u^{-1},
$$

where $\left(H_{c} N\right)^{\prime}=H_{c} N \cap G_{c}^{\prime}$. If $h$ is in $H_{c}$ and $n$ is in $N$, then $\operatorname{Ad}(h n)$ has the same generalized eigenvalues as $\operatorname{Ad}(h)$. Hence $\left(H_{c} N\right)^{\prime}=H_{c}^{\prime} N$. If $h$ is in $H_{c}^{\prime}$, then $\operatorname{Ad}(h)$ is scalar on each restricted root space contributing to $\mathfrak{n}_{0}$, and $\operatorname{Ad}(h)-1$ is nonsingular on $\mathfrak{n}_{0}$. By Lemma 7.98 such an $h$ has the property that $n \mapsto h^{-1} n h n^{-1}$ carries $N$ onto $N$. Let $n_{0} \in N$ be given, and write $n_{0}=h^{-1} n h n^{-1}$. Then $h n_{0}=n h n^{-1}$, and we see that every element of $h N$ is an $N$ conjugate of $h$. Since every $N$ conjugate of $h$ is certainly in $h N$, we obtain

$$
H_{c}^{\prime} N=\bigcup_{n \in N} n H_{c}^{\prime} n^{-1} .
$$

Therefore

$$
V \cap G_{c}^{\prime}=\bigcup_{u \in U} \bigcup_{n \in N}(u n) H_{c}^{\prime}(u n)^{-1} .
$$

Since $a H_{c}^{\prime} a^{-1}=H_{c}^{\prime}$ for $a \in A$ and since $G_{c}=U A N=U N A$, we obtain $V \cap G_{c}^{\prime}=V^{\prime}$. Thus $V^{\prime}$ is exhibited as the intersection of $G_{c}^{\prime}$ with the closed set $V$, and $V^{\prime}$ is therefore closed in $G_{c}^{\prime}$.

To prove that $V^{\prime}$ is open in $G_{c}^{\prime}$, it is enough to prove that the map $\psi: G_{c} \times H_{c} \rightarrow G_{c}$ given by $\psi(y, x)=y x y^{-1}$ has differential mapping
onto at every point of $G_{c} \times H_{c}^{\prime}$. The argument imitates part of the proof of Theorem 4.36. Let us abbreviate $y x y^{-1}$ as $x^{y}$. Fix $y \in G_{c}$ and $x \in H_{c}^{\prime}$. We identify the tangent spaces at $y, x$, and $x^{y}$ with $\mathfrak{g}, \mathfrak{h}$, and $\mathfrak{g}$ by left translation. First let $Y$ be in $\mathfrak{g}$. To compute $(d \psi)_{(y, x)}(Y, 0)$, we observe from (1.88) that

$$
\begin{equation*}
x^{y \exp r Y}=x^{y} \exp \left(r \operatorname{Ad}\left(y x^{-1}\right) Y\right) \exp (-r \operatorname{Ad}(y) Y) \tag{7.102}
\end{equation*}
$$

We know from Lemma 1.90a that

$$
\exp r X^{\prime} \exp r Y^{\prime}=\exp \left\{r\left(X^{\prime}+Y^{\prime}\right)+O\left(r^{2}\right)\right\} \quad \text { as } r \rightarrow 0
$$

Hence the right side of (7.102) is

$$
=x^{y} \exp \left(r \operatorname{Ad}(y)\left(\operatorname{Ad}\left(x^{-1}\right)-1\right) Y+O\left(r^{2}\right)\right)
$$

and

$$
\begin{equation*}
d \psi(Y, 0)=\operatorname{Ad}(y)\left(\operatorname{Ad}\left(x^{-1}\right)-1\right) Y \tag{7.103}
\end{equation*}
$$

Next if $X$ is in $\mathfrak{h}$, then (1.88) gives

$$
(x \exp r X)^{y}=x^{y} \exp (r \operatorname{Ad}(y) X)
$$

and hence

$$
\begin{equation*}
d \psi(0, X)=\operatorname{Ad}(y) X \tag{7.104}
\end{equation*}
$$

Combining (7.103) and (7.104), we obtain

$$
\begin{equation*}
d \psi(Y, X)=\operatorname{Ad}(y)\left(\left(\operatorname{Ad}\left(x^{-1}\right)-1\right) Y+X\right) \tag{7.105}
\end{equation*}
$$

Since $x$ is in $H_{c}^{\prime}, \operatorname{Ad}\left(x^{-1}\right)-1$ is invertible on the sum of the restricted-root spaces, and thus the set of all $\left(\operatorname{Ad}\left(x^{-1}\right)-1\right) Y$ contains this sum. Since $X$ is arbitrary in $\mathfrak{h}$, the set of all $\left(\operatorname{Ad}\left(x^{-1}\right)-1\right) Y+X$ is all of $\mathfrak{g}$. But $\operatorname{Ad}(y)$ is invertible, and thus (7.105) shows that $d \psi$ is onto $\mathfrak{g}$. This completes the proof that $V^{\prime}$ is open in $G_{c}^{\prime}$.

We are left with proving that any regular element $X_{0}$ of $\mathfrak{h}$ has $Z_{G_{c}}\left(X_{0}\right)=$ $H_{c}$. Let $x \in G_{c}$ satisfy $\operatorname{Ad}(x) X_{0}=X_{0}$. Since the centralizer of $X_{0}$ in $\mathfrak{g}$ is $\mathfrak{h}$, $\operatorname{Ad}(x) \mathfrak{h}=\mathfrak{h}$. If $x=u \exp X$ is the global Cartan decomposition of $x$, then Lemma 7.22 shows that $\operatorname{Ad}(u) \mathfrak{h}=\mathfrak{h}$ and $(\operatorname{ad} X) \mathfrak{h}=\mathfrak{h}$. By Proposition 2.7, $X$ is in $\mathfrak{h}$. Thus $\operatorname{Ad}(u) X_{0}=X_{0}$, and it is enough to prove that $u$ is in M. Write $X_{0}=X_{1}+i X_{2}$ with $X_{1}$ and $X_{2}$ in $\mathfrak{m}_{0}$. Since $\operatorname{Ad}(u) \mathfrak{u}_{0}=\mathfrak{u}_{0}$, we must have $\operatorname{Ad}(u) X_{1}=X_{1}$. The centralizer of the torus $\overline{\exp \mathbb{R} X_{1}}$ in $U$ is connected, by Corollary 4.51, and must lie in the analytic subgroup of $U$ with Lie algebra $Z_{\mathfrak{u}_{0}}\left(X_{1}\right)$. Since $X_{1}$ is regular, Lemma 4.33 shows that $Z_{\mathfrak{u}_{0}}\left(X_{1}\right)=\mathfrak{m}_{0}$. Therefore $u$ is in $M$, and the proof is complete.

Corollary 7.106. For the complex semisimple Lie group $G_{c}$, let $H_{x}$ denote the centralizer in $G_{c}$ of a regular element $x$ of $G_{c}$. Then the identity component of $H_{x}$ is a Cartan subgroup $\left(H_{x}\right)_{0}$ of $G_{c}$, and $H_{x}$ lies in the normalizer $N_{G_{c}}\left(\left(H_{x}\right)_{0}\right)$. Consequently $H_{x}$ has only a finite number of connected components.

Remark. Compare this conclusion with the example of $S L(2, \mathbb{C}) /\{ \pm 1\}$ given after (7.95).

Proof. Theorem 7.101 shows that we can choose $y$ in $G_{c}$ with $h=$ $y^{-1} x y$ in $H_{c}$. Since $x$ is regular, so is $h$. Therefore $\operatorname{Ad}(h)$ has 1 as a generalized eigenvalue with multiplicity $l=\operatorname{dim}_{\mathbb{C}} \mathfrak{h}$. Since $\operatorname{Ad}(h)$ acts as the identity on $\mathfrak{h}$, it follows that $\mathfrak{h}$ is the centralizer of $h$ in $\mathfrak{g}$. Hence $\operatorname{Ad}(y) \mathfrak{h}$ is the centralizer of $x=y h y^{-1}$ in $\mathfrak{g}$, and $\operatorname{Ad}(y) \mathfrak{h}$ is therefore the Lie algebra of $H_{x}$. Then $\left(H_{x}\right)_{0}=y H_{c} y^{-1}$ is a Cartan subgroup of $G_{c}$ by (7.100).

Next any element of a Lie group normalizes its identity component, and hence $H_{x}$ lies in the normalizer $N_{G_{c}}\left(\left(H_{x}\right)_{0}\right)$. By (7.93), $H_{x}$ has a finite number of components.

Corollary 7.107. For the complex semisimple Lie group $G_{c}$, the centralizer in $\mathfrak{g}$ of a regular element of $G_{c}$ is a Cartan subalgebra of $\mathfrak{g}$.

Proof. This follows from the first conclusion of Corollary 7.106.
We return to the general reductive Lie group $G$. The relationship between the regular set in $G$ and the Cartan subgroups of $G$ follows quickly from Corollary 7.107.

Theorem 7.108. For the reductive Lie group $G$, let $\left(\mathfrak{h}_{1}\right)_{0}, \ldots,\left(\mathfrak{h}_{r}\right)_{0}$ be a maximal set of nonconjugate $\theta$ stable Cartan subalgebras of $\mathfrak{g}_{0}$, and let $H_{1}, \ldots, H_{r}$ be the corresponding Cartan subgroups of $G$. Then
(a) $G^{\prime} \subseteq \bigcup_{i=1}^{r} \bigcup_{x \in G} x H_{i} x^{-1}$,
(b) each member of $G^{\prime}$ lies in just one Cartan subgroup of $G$,
(c) each $H_{i}$ is abelian if $G$ is semisimple and has a complexification.

PROOF.
(a) We apply Corollary 7.107 with $G_{c}=\operatorname{Int} \mathfrak{g}$. Property (v) of reductive Lie groups says that $\operatorname{Ad}(G) \subseteq G_{c}$, and the regular elements of $G$ are exactly the elements $x$ of $G$ for which $\operatorname{Ad}(x)$ is regular in $G_{c}$. If $x$ is in $G^{\prime}$, then Corollary 7.107 shows that $Z_{\mathfrak{g}}(x)$ is a Cartan subalgebra of $\mathfrak{g}$. Since $x$ is in $G, Z_{\mathfrak{g}}(x)$ is the complexification of $Z_{\mathfrak{g}_{0}}(x)$, and hence $Z_{\mathfrak{g}_{0}}(x)$ is a

Cartan subalgebra of $\mathfrak{g}_{0}$. Therefore $Z_{\mathfrak{g}_{0}}(x)=\operatorname{Ad}(y)\left(\mathfrak{h}_{i}\right)_{0}$ for some $y \in \mathcal{\sim}^{G}$ and some $i$ with $1 \leq i \leq r$. Write $\mathfrak{h}_{0}$ for $Z_{\mathfrak{g}_{0}}(x)$, and let $\widetilde{H}=Z_{G}\left(\widetilde{\mathfrak{h}}_{0}\right)$ be the corresponding Cartan subgroup. By definition, $x$ is in $\widetilde{H}$. Since $\widetilde{\mathfrak{h}}_{0}=\operatorname{Ad}(y)\left(\mathfrak{h}_{i}\right)_{0}$, it follows that $\widetilde{H}=y H_{i} y^{-1}$. Therefore $x$ is in $y H_{i} y^{-1}$, and (a) is proved.
(b) We again apply Corollary 7.107 with $G_{c}=$ Int $\mathfrak{g}$. If $x \in G^{\prime}$ lies in two distinct Cartan subgroups, then it centralizes two distinct Cartan subalgebras of $\mathfrak{g}_{0}$ and also their complexifications in $\mathfrak{g}$. Hence the centralizer of $x$ in $\mathfrak{g}$ contains the sum of the two Cartan subalgebras in $\mathfrak{g}$, in contradiction with Corollary 7.107.
(c) This time we regard $G_{c}$ as the complexification of $G$. Let $\mathfrak{h}_{0}$ be a Cartan subalgebra of $\mathfrak{g}_{0}$, and let $H$ be the corresponding Cartan subgroup of $G$. The centralizer $H_{c}$ of $\mathfrak{h}$ in $G_{c}$ is connected by (7.100), and $H$ is a subgroup of this group. Since $H_{c}$ has abelian Lie algebra, it is abelian. Hence $H$ is abelian.

Now we return to the component structure of Cartan subgroups, but we shall restrict attention to the case that the reductive Lie group $G$ is semisimple and has a complexification $G^{\mathbb{C}}$. Let $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be the decomposition into +1 and -1 eigenspaces under $\theta$ of a $\theta$ stable Cartan subalgebra $\mathfrak{h}_{0}$. Let $H$ be the Cartan subgroup $Z_{G}\left(\mathfrak{h}_{0}\right)$, let $T=\exp \mathfrak{t}_{0}$, and let $A=\exp \mathfrak{a}_{0}$. Here $T$ is closed in $K$ since otherwise the Lie algebra of its closure would form with $\mathfrak{a}_{0}$ an abelian subspace larger than $\mathfrak{h}_{0}$. Hence $T$ is a torus. If $\alpha$ is a real root in $\Delta(\mathfrak{g}, \mathfrak{h})$, then the same argument as for (7.54) shows that

$$
\begin{equation*}
\gamma_{\alpha}=\exp 2 \pi i|\alpha|^{-2} H_{\alpha} \tag{7.109}
\end{equation*}
$$

is an element of $K$ with $\gamma_{\alpha}^{2}=1$. As $\alpha$ varies, the elements $\gamma_{\alpha}$ commute. Define $F(T)$ to be the subgroup of $K$ generated by all the elements $\gamma_{\alpha}$ for $\alpha$ real. Theorem 7.55 identifies $F(T)$ in the special case that $\mathfrak{h}_{0}$ is maximally noncompact; the theorem says that $F(T)=F$ in this case.

Proposition 7.110. Let $G$ be semisimple with a complexification $G^{\mathbb{C}}$, and let $\mathfrak{h}_{0}$ be a $\theta$ stable Cartan subalgebra. Then the corresponding Cartan subgroup is $H=A T F(T)$.

Proof. By Proposition 7.25, $Z_{G}\left(\mathfrak{t}_{0}\right)$ is a reductive Lie group, and then it satisfies $Z_{G}\left(\mathfrak{t}_{0}\right)=Z_{K}\left(\mathfrak{t}_{0}\right) \exp \left(\mathfrak{p}_{0} \cap Z_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right)\right)$. By Corollary 4.51, $Z_{K}\left(\mathfrak{t}_{0}\right)$ is connected. Therefore $Z_{G}\left(\mathrm{t}_{0}\right)$ is connected.

Consequently $Z_{G}\left(\mathrm{t}_{0}\right)$ is the analytic subgroup corresponding to

$$
Z_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right)=\mathfrak{g}_{0} \cap\left(\mathfrak{h}+\sum_{\alpha \text { real }} \mathfrak{g}_{\alpha}\right)=\mathfrak{h}_{0}+\left(\sum_{\alpha \text { real }} \mathbb{R} H_{\alpha}+\sum_{\alpha \text { real }}\left(\mathfrak{g}_{\alpha} \cap \mathfrak{g}_{0}\right)\right) .
$$

The grouped term on the right is a split semisimple Lie algebra $\mathfrak{s}_{0}$. Let $S$ be the corresponding analytic subgroup, so that $Z_{G}\left(\mathfrak{t}_{0}\right)=\left(\exp \mathfrak{h}_{0}\right) S=A T S$. Since the subspace $\mathfrak{a}_{0}^{\prime}=\sum_{\alpha \text { real }} \mathbb{R} H_{\alpha}$ of $\mathfrak{s}$ is a maximal abelian subspace of $\mathfrak{s}_{0} \cap \mathfrak{p}_{0}$, Theorem 7.55 shows that the corresponding $F$ group is just $F(T)$. By Theorem 7.53c, $Z_{S}\left(\mathfrak{a}_{0}^{\prime}\right)=\left(\exp \mathfrak{a}_{0}^{\prime}\right) F(T)$. Then

$$
Z_{G}\left(\mathfrak{h}_{0}\right)=Z_{A T S}\left(\mathfrak{a}_{0}\right)=A T Z_{S}\left(\mathfrak{a}_{0}\right)=A T Z_{S}\left(\mathfrak{a}_{0}^{\prime}\right)=A T F(T)
$$

Corollary 7.111. Let $G$ be semisimple with a complexification $G^{\mathbb{C}}$, and let $Q=$ MAN be the Langlands decomposition of a cuspidal parabolic subgroup. Let $\mathfrak{t}_{0}$ be a $\theta$ stable compact Cartan subalgebra of $\mathfrak{m}_{0}$, and let $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be the corresponding $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$. Define $T$ and $F(T)$ from $\mathfrak{t}_{0}$. Then
(a) $Z_{M}\left(\mathrm{t}_{0}\right)=T F(T)$,
(b) $Z_{M_{0}}=Z_{M} \cap T$,
(c) $Z_{M}=\left(Z_{M} \cap T\right) F(T)=Z_{M_{0}} F(T)$,
(d) $M_{0} Z_{M}=M_{0} F(T)$.

REMARK. When $Q$ is a minimal parabolic subgroup, the subgroup $M_{0} Z_{M}$ is all of $M$. But for general $Q, M_{0} Z_{M}$ need not exhaust $M$. For some purposes in representation theory, $M_{0} Z_{M}$ plays an intermediate role in passing from representations of $M_{0}$ to representations of $M$.

Proof.
(a) Proposition 7.110 gives $Z_{M}\left(\mathfrak{t}_{0}\right)={ }^{0} Z_{G}\left(\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}\right)={ }^{0}(\operatorname{ATF} F(T))=$ $T F(T)$.
(b) Certainly $Z_{M} \cap T \subseteq Z_{M_{0}}$. In the reverse direction, $Z_{M_{0}}$ is contained in $K \cap M_{0}$, hence is contained in the center of $K \cap M_{0}$. The center of a compact connected Lie group is contained in every maximal torus (Corollary 4.47), and thus $Z_{M_{0}} \subseteq T$. To complete the proof of (b), we show that $Z_{M_{0}} \subseteq Z_{M}$. The sum of $\mathfrak{a}_{0}$ and a maximally noncompact Cartan subalgebra of $\mathfrak{m}_{0}$ is a Cartan subalgebra of $\mathfrak{g}_{0}$, and the corresponding Cartan subgroup of $G$ is abelian by Proposition 7.110. The intersection of this Cartan subgroup with $M$ is a maximal noncompact Cartan subgroup of $M$ and is abelian. By Corollary $7.91, Z_{M_{0}} \subseteq Z_{M}$.
(c) The subgroup $F(T)$ is contained in $Z_{M}$ since it is in $K \cap \exp i \mathfrak{a}_{0}$.

Therefore $Z_{M}=Z_{M} \cap Z_{M}\left(\mathfrak{t}_{0}\right)=Z_{M} \cap(T F(T))=\left(Z_{M} \cap T\right) F(T)$, which proves the first equality of (c). The second equality follows from (b).
(d) By (c), $M_{0} Z_{M}=M_{0} Z_{M_{0}} F(T)=M_{0} F(T)$.

## 9. Harish-Chandra Decomposition

For $G=S U(1,1)=\left\{\left.\left(\begin{array}{cc}\alpha & \beta \\ \bar{\beta} & \bar{\alpha}\end{array}\right)| | \alpha\right|^{2}-|\beta|^{2}=1\right\}$, the subgroup $K$ can be taken to be $K=\left\{\left(\begin{array}{cc}e^{i \theta} & 0 \\ 0 & e^{-i \theta}\end{array}\right)\right\}$, and $G / K$ may be identified with the disc $\{|z|<1\}$ by $g K \leftrightarrow \beta / \bar{\alpha}$. If $g^{\prime}=\left(\begin{array}{cc}\alpha^{\prime} & \beta^{\prime} \\ \bar{\beta}^{\prime} & \bar{\alpha}^{\prime}\end{array}\right)$ is given, then the equality $g^{\prime} g=\left(\begin{array}{cc}\alpha^{\prime} \alpha+\beta^{\prime} \bar{\beta} & \alpha^{\prime} \beta+\beta^{\prime} \bar{\alpha} \\ \bar{\beta}^{\prime} \alpha+\bar{\alpha}^{\prime} \bar{\beta} & \bar{\beta}^{\prime} \beta+\bar{\alpha}^{\prime} \bar{\alpha}\end{array}\right)$ implies that

$$
g^{\prime}(g K) \leftrightarrow \frac{\alpha^{\prime} \beta+\beta^{\prime} \bar{\alpha}}{\bar{\beta}^{\prime} \beta+\bar{\alpha}^{\prime} \bar{\alpha}}=\frac{\alpha^{\prime}(\beta / \bar{\alpha})+\beta^{\prime}}{\bar{\beta}^{\prime}(\beta / \bar{\alpha})+\bar{\alpha}^{\prime}} .
$$

In other words, under this identification, $g^{\prime}$ acts by the associated linear fractional transformation $z \mapsto \frac{\alpha^{\prime} z+\beta^{\prime}}{\bar{\beta}^{\prime} z+\bar{\alpha}^{\prime}}$. The transformations by which $G$ acts on $G / K$ are thus holomorphic once we have imposed a suitable complex-manifold structure on $G / K$.

If $G$ is a semisimple Lie group, then we say that $G / K$ is Hermitian if $G / K$ admits a complex-manifold structure such that $G$ acts by holomorphic transformations. In this section we shall classify the semisimple groups $G$ for which $G / K$ is Hermitian. Since the center of $G$ is contained in $K$ (Theorem 6.31e), we could assume, if we wanted, that $G$ is an adjoint group. At any rate there is no loss of generality in assuming that $G$ is linear and hence has a complexification. We begin with a more complicated example.

Example. Let $n \geq m$, let $M_{n m}(\mathbb{C})$ be the complex vector space of all $n$-by- $m$ complex matrices, and let $1_{m}$ be the $m$-by- $m$ identity matrix. Define

$$
\Omega=\left\{Z \in M_{n m}(\mathbb{C}) \mid 1_{m}-Z^{*} Z \text { is positive definite }\right\} .
$$

We shall identify $\Omega$ with a quotient $G / K$, taking $G=S U(n, m)$ and

$$
\begin{aligned}
K & =S(U(n) \times U(m)) \\
& =\left\{\left.\left(\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right) \right\rvert\, A \in U(n), D \in U(m), \operatorname{det} A \operatorname{det} D=1\right\} .
\end{aligned}
$$

The group action of $G$ on $\Omega$ will be by

$$
g(Z)=(A Z+B)(C Z+D)^{-1} \quad \text { if } g=\left(\begin{array}{ll}
A & B  \tag{7.112}\\
C & D
\end{array}\right) .
$$

To see that (7.112) defines an action of $G$ on $\Omega$, we shall verify that $(C Z+D)^{-1}$ is defined in (7.112) and that $g(Z)$ is in $\Omega$ if $Z$ is in $\Omega$. To do so, we write

$$
(A Z+B)^{*}(A Z+B)-(C Z+D)^{*}(C Z+D)
$$

$$
\begin{align*}
& =\left(\begin{array}{ll}
Z^{*} & 1_{m}
\end{array}\right) g^{*}\left(\begin{array}{cc}
1_{n} & 0 \\
0 & -1_{m}
\end{array}\right) g\binom{Z}{1_{m}} \\
& =\left(\begin{array}{ll}
Z^{*} & 1_{m}
\end{array}\right)\left(\begin{array}{cc}
1_{n} & 0 \\
0 & -1_{m}
\end{array}\right)\binom{Z}{1_{m}} \quad \text { since } g \text { is in } S U(n, m) \\
& =Z^{*} Z-1_{m} . \tag{7.113}
\end{align*}
$$

With $Z$ in $\Omega$, suppose $(C Z+D) v=0$. Unless $v=0$, we see from (7.113) that

$$
0 \leq v^{*}(A Z+B)^{*}(A Z+B) v=v^{*}\left(Z^{*} Z-1_{m}\right) v<0,
$$

a contradiction. Hence $(C Z+D)^{-1}$ exists, and then (7.113) gives

$$
g(Z)^{*} g(Z)-1_{m}=(C Z+D)^{*-1}\left(Z^{*} Z-1_{m}\right)(C Z+D)^{*}
$$

The right side is negative definite, and hence $g(Z)$ is in $\Omega$.
The isotropy subgroup at $Z=0$ is the subgroup with $B=0$, and this subgroup reduces to $K$. Let us see that $G$ acts transitively on $\Omega$. Let $Z \in M_{n m}(\mathbb{C})$ be given. The claim is that $Z$ decomposes as

$$
\begin{equation*}
Z=u d v \quad \text { with } u \in U(n), v \in U(m) \tag{7.114}
\end{equation*}
$$

and $d$ of the form $d=\binom{d_{0}}{0}$, where $d_{0}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ with all $\lambda_{j} \geq 0$ and where 0 is of size $(n-m)$-by- $m$. To prove (7.114), we extend $Z$ to a square matrix ( $\left.\begin{array}{ll}Z & 0\end{array}\right)$ of size $n$-by- $n$ and let the polar decomposition of $\left(\begin{array}{ll}Z & 0\end{array}\right)$ be $\left(\begin{array}{ll}Z & 0\end{array}\right)=u_{1} p$ with $u_{1} \in U(n)$ and $p$ positive semidefinite. Since ( $\left.\begin{array}{ll}Z & 0\end{array}\right)$ is 0 in the last $n-m$ columns, $u_{1}$ gives 0 when applied to the last $n-m$ columns of $p$. The matrix $u_{1}$ is nonsingular, and thus the last $n-m$ columns of $p$ are 0 . Since $p$ is Hermitian, $p=\left(\begin{array}{cc}p^{\prime} & 0 \\ 0 & 0\end{array}\right)$ with $p^{\prime}$
positive semidefinite of size $m$-by- $m$. By the finite-dimensional Spectral Theorem, write $p^{\prime}=u_{2} d_{0} u_{2}^{-1}$ with $u_{2} \in U(m)$ and $d_{0}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{m}\right)$. Then (7.114) holds with $u=u_{1}\left(\begin{array}{cc}u_{2} & 0 \\ 0 & 1_{n-m}\end{array}\right), d=\binom{d_{0}}{0}$, and $v=u_{2}^{-1}$.

With $Z$ as in (7.114), the matrix $Z^{*} Z=v^{*} d^{*} d v$ has the same eigenvalues as $d^{*} d$, which has eigenvalues $\lambda_{1}^{2}, \ldots, \lambda_{m}^{2}$. Thus $Z$ is in $\Omega$ if and only if $0 \leq \lambda_{j}<1$ for $1 \leq j \leq m$. In the formula (7.114) there is no loss of generality in assuming that $(\operatorname{det} u)(\operatorname{det} v)^{-1}=1$, so that $\left(\begin{array}{cc}u & 0 \\ 0 & v^{-1}\end{array}\right)$ is in $K$. Let $a$ be the member of $S U(n, m)$ that is $\left(\begin{array}{cc}\cosh t_{j} & \sinh t_{j} \\ \sinh t_{j} & \cosh t_{j}\end{array}\right)$ in the $j^{\text {th }}$ and $(n+j)^{\text {th }}$ rows and columns for $1 \leq j \leq m$ and is otherwise the identity. Then $a(0)=d$, and $\left(\begin{array}{cc}u & 0 \\ 0 & v^{-1}\end{array}\right)(d)=u d v=Z$. Hence $g=\left(\begin{array}{cc}u & 0 \\ 0 & v^{-1}\end{array}\right) a$ maps 0 to $Z$, and the action of $G$ on $\Omega$ is transitive.

Throughout this section we let $G$ be a semisimple Lie group with a complexification $G^{\mathbb{C}}$. We continue with the usual notation for $G$ as a reductive Lie group. Let $\mathfrak{c}_{0}$ be the center of $\mathfrak{k}_{0}$. We shall see that a necessary and sufficient condition for $G / K$ to be Hermitian is that $Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right)=\mathfrak{k}_{0}$. In this case we shall exhibit $G / K$ as holomorphically equivalent to a bounded domain in $\mathbb{C}^{n}$ for a suitable $n$. The explicit realization of $G / K$ as a bounded domain is achieved through the "Harish-Chandra decomposition" of a certain open dense subset of $G^{\mathrm{C}}$.

First we shall prove that if $G / K$ is Hermitian, then $Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right)=\mathfrak{k}_{0}$. Before stating a precise theorem of this kind, we recall the "multiplication-by-i" mapping introduced in connection with holomorphic mappings in §I.12. If $M$ is a complex manifold of dimension $n$, we can associate to $M$ an almost-complex structure consisting of a multiplication-by- $i$ mapping $J_{p} \in \operatorname{End}\left(T_{p}(M)\right)$ for each $p$. For each $p$, we have $J_{p}^{2}=-1$. If $\Phi: M \rightarrow N$ is a smooth mapping between complex manifolds, then $\Phi$ is holomorphic if and only if the Cauchy-Riemann equations hold. If $\left\{J_{p}\right\}$ and $\left\{J_{q}^{\prime}\right\}$ are the respective almost-complex structures for $M$ and $N$, these equations may be written as

$$
\begin{equation*}
J_{\Phi(p)}^{\prime} \circ d \Phi_{p}=d \Phi_{p} \circ J_{p} \tag{7.115}
\end{equation*}
$$

for all $p$.
Now let us consider the case that $M=N=G / K$ and $p$ is the identity coset. If $G / K$ is Hermitian, then each left translation $L_{k}$ by $k \in K$ (defined
by $\left.L_{k}\left(k^{\prime}\right)=k k^{\prime}\right)$ is holomorphic and fixes the identity coset. If $J$ denotes the multiplication-by- $i$ mapping at the identity coset, then (7.115) gives

$$
J \circ d L_{k}=d L_{k} \circ J .
$$

We may identify the tangent space at the identity coset with $\mathfrak{p}_{0}$, and then $d L_{k}=\left.\operatorname{Ad}(k)\right|_{p_{0}}$. Differentiating, we obtain

$$
\begin{equation*}
\left.J \circ(\operatorname{ad} X)\right|_{\mathfrak{p}_{0}}=\left.(\operatorname{ad} X)\right|_{\mathfrak{p}_{0}} \circ J \quad \text { for all } X \in \mathfrak{k}_{0} . \tag{7.116}
\end{equation*}
$$

Theorem 7.117. If $G / K$ is Hermitian, then the multiplication-by- $i$ mapping $J: \mathfrak{p}_{0} \rightarrow \mathfrak{p}_{0}$ at the identity coset is of the form $J=\left.\left(\operatorname{ad} X_{0}\right)\right|_{\mathfrak{p}_{0}}$ for some $X_{0} \in \mathfrak{k}_{0}$. This element $X_{0}$ is in $\mathfrak{c}_{0}$ and satisfies $Z_{\mathfrak{g}_{0}}\left(X_{0}\right)=\mathfrak{k}_{0}$. Hence $Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right)=\mathfrak{k}_{0}$.

Proof. Since $J^{2}=-1$ on $\mathfrak{p}_{0}$, the complexification $\mathfrak{p}$ is the direct sum of its $+i$ and $-i$ eigenspaces $\mathfrak{p}^{+}$and $\mathfrak{p}^{-}$. The main step is to prove that

$$
\begin{equation*}
[X, Y]=0 \quad \text { if } X \in \mathfrak{p}^{+} \text {and } Y \in \mathfrak{p}^{+} \tag{7.118}
\end{equation*}
$$

Let $B$ be the bilinear form on $\mathfrak{g}_{0}$ and $\mathfrak{g}$ that is part of the data of a reductive group, and define a bilinear form $C$ on $\mathfrak{p}$ by

$$
C(X, Y)=B(X, Y)+B(J X, J Y)
$$

Since $B$ is positive definite on $\mathfrak{p}_{0}$, so is $C$. Hence $C$ is nondegenerate on $\mathfrak{p}$. Let us prove that

$$
\begin{equation*}
C([[X, Y], Z], T)=C([[Z, T], X], Y) \tag{7.119}
\end{equation*}
$$

for $X, Y, Z, T$ in $\mathfrak{p}$. When $X, Y, Z$ are in $\mathfrak{p}$, the bracket $[Y, Z]$ is in $\mathfrak{k}$, and therefore (7.116) implies that

$$
\begin{equation*}
J[X,[Y, Z]]=[J X,[Y, Z]] . \tag{7.120}
\end{equation*}
$$

Using the Jacobi identity and (7.120) repeatedly, together with the invariance of $B$, we compute

$$
\begin{aligned}
B(J[[X, Y], Z], J T) & =B(J[X,[Y, Z]], J T)-B(J[Y,[X, Z]], J T) \\
& =B([J X,[Y, Z]], J T)-B([J Y,[X, Z]], J T) \\
& =-B([J T,[Y, Z]], J X)+B([J T,[X, Z]], J Y) \\
& =-B(J[T,[Y, Z]], J X)+B(J[T,[X, Z]], J Y) .
\end{aligned}
$$

Using the result (7.121) with $Z$ and $T$ interchanged, we obtain

$$
\begin{aligned}
B(J[[X, Y], Z], J T) & =B([[X, Y], J Z], J T) \\
& =-B([[X, Y], J T], J Z) \\
& =-B(J[[X, Y], T], J Z) \\
& =B(J[Z,[Y, T]], J X)-B(J[Z,[X, T]], J Y) .
\end{aligned}
$$

The sum of (7.121) and (7.122) is

$$
\begin{align*}
2 B(J[[X, Y], Z], J T)= & -B(J[T,[Y, Z]], J X)+B(J[T,[X, Z]], J Y) \\
& +B(J[Z,[Y, T]], J X)-B(J[Z,[X, T]], J Y) \\
= & B(J[Y,[Z, T]], J X)-B(J[X,[Z, T]], J Y) \\
= & B([J Y,[Z, T]], J X)-B([J X,[Z, T]], J Y) \\
= & 2 B([Z, T],[J X, J Y]) \\
= & 2 B([[Z, T], J X], J Y) \\
= & 2 B(J[[Z, T], X], J Y) . \tag{7.123}
\end{align*}
$$

The calculation that leads to (7.123) remains valid if $J$ is dropped throughout. If we add the results with $J$ present and with $J$ absent, we obtain (7.119). To prove (7.118), suppose that $X$ and $Y$ are in $\mathfrak{p}^{+}$, so that $J X=i X$ and $J Y=i Y$. Then

$$
\begin{aligned}
C([[Z, T], X], Y) & =C(J[[Z, T], X], J Y) \\
& =C([[Z, T], J X], J Y) \\
& =-C([[Z, T], X], Y)
\end{aligned}
$$

says $C([[Z, T], X], Y)=0$. By (7.119), $C([[X, Y], Z], T)=0$. Since $T$ is arbitrary and $C$ is nondegenerate,

$$
\begin{equation*}
[[X, Y], Z]=0 \quad \text { for all } Z \in \mathfrak{p} \tag{7.124}
\end{equation*}
$$

If bar denotes conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$, then $B(W, \bar{W})<0$ for all $W \neq 0$ in $\mathfrak{k}$. For $W=[X, Y]$, we have

$$
B([X, Y], \overline{[X, Y]})=B([X, Y],[\bar{X}, \bar{Y}])=B([[X, Y], \bar{X}], \bar{Y}),
$$

and the right side is 0 by (7.124). Therefore $[X, Y]=0$, and (7.118) is proved.

Let us extend $J$ to a linear map $\widetilde{J}$ defined on $\mathfrak{g}$, putting $\widetilde{J}=0$ on $\mathfrak{k}$. We shall deduce from (7.118) that $\widetilde{J}$ is a derivation of $\mathfrak{g}_{0}$, i.e., that

$$
\begin{equation*}
\widetilde{J}[X, Y]=[\tilde{J} X, Y]+[X, \tilde{J} Y] \quad \text { for } X, Y \in \mathfrak{g}_{0} \tag{7.125}
\end{equation*}
$$

If $X$ and $Y$ are in $\mathfrak{k}_{0}$, all terms are 0 , and (7.125) is automatic. If $X$ is in $\mathfrak{k}_{0}$ and $Y$ is in $\mathfrak{p}_{0}$, then $[\widetilde{J} X, Y]=0$ since $\widetilde{J} X=0$, and (7.125) reduces to (7.116). Thus suppose $X$ and $Y$ are in $\mathfrak{p}_{0}$. The element $X-i J X$ is in $\mathfrak{p}^{+}$since

$$
J(X-i J X)=J X-i J^{2} X=J X+i X=i(X-i J X)
$$

and similarly $Y-i J Y$ is in $\mathfrak{p}^{+}$. By (7.118),
$0=[X-i J X, Y-i J Y]=([X, Y]-[J X, J Y])-i([J X, Y]+[X, J Y])$.
The real and imaginary parts must each be 0 . Since the imaginary part is 0 , the right side of $(7.125)$ is 0 . The left side of (7.125) is 0 since $J$ is 0 on $\mathfrak{k}_{0}$. Hence $\widetilde{J}$ is a derivation of $\mathfrak{g}_{0}$.

By Proposition $1.121, \widetilde{J}=$ ad $X_{0}$ for some $X_{0} \in \mathfrak{g}_{0}$. Let $Y \in \mathfrak{p}_{0}$ be given. Since $J^{2}=-1$ on $\mathfrak{p}_{0}$, the element $Y^{\prime}=-J Y$ of $\mathfrak{p}_{0}$ has $J Y^{\prime}=Y$. Then

$$
B\left(X_{0}, Y\right)=B\left(X_{0}, J Y^{\prime}\right)=B\left(X_{0},\left[X_{0}, Y^{\prime}\right]\right)=B\left(\left[X_{0}, X_{0}\right], Y^{\prime}\right)=0
$$

Hence $X_{0}$ is orthogonal to $\mathfrak{p}_{0}$, and $X_{0}$ must be in $\mathfrak{k}_{0}$. Since $\widetilde{J}=$ ad $X_{0}$ is 0 on $\mathfrak{k}_{0}, X_{0}$ is in $\mathfrak{c}_{0}$.

If $Y$ is in $Z_{\mathfrak{g}_{0}}\left(X_{0}\right)$, then the $\mathfrak{k}_{0}$ component of $Y$ already commutes with $X_{0}$ since $X_{0}$ is in $\mathfrak{c}_{0}$. Thus we may assume that $Y$ is in $\mathfrak{p}_{0}$. But then $\left[X_{0}, Y\right]=J Y$. Since $J$ is nonsingular on $\mathfrak{p}_{0}, 0=\left[X_{0}, Y\right]$ implies $Y=0$. We conclude that $Z_{\mathfrak{g}_{0}}\left(X_{0}\right)=\mathfrak{k}_{0}$. Finally we have

$$
\mathfrak{k}_{0} \subseteq Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right) \subseteq Z_{\mathfrak{g}_{0}}\left(X_{0}\right)=\mathfrak{k}_{0}
$$

and equality must hold throughout. Therefore $Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right)=\mathfrak{k}_{0}$.
For the converse we assume that $Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right)=\mathfrak{k}_{0}$, and we shall exhibit a complex structure on $G / K$ such that $G$ operates by holomorphic transformations. Fix a maximal abelian subspace $\mathfrak{t}_{0}$ of $\mathfrak{k}_{0}$. Then $\mathfrak{c}_{0} \subseteq \mathfrak{t}_{0}$, so that $Z_{\mathfrak{g}_{0}}\left(\mathfrak{t}_{0}\right) \subseteq Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right)=\mathfrak{k}_{0}$. Consequently $\mathfrak{t}_{0}$ is a compact Cartan subalgebra of $\mathfrak{g}_{0}$. The corresponding Cartan subgroup $T$ is connected by Proposition 7.90 b , hence is a torus.

Every root in $\Delta=\Delta(\mathfrak{g}, \mathfrak{t})$ is imaginary, hence compact or noncompact in the sense of §VI.7. If $\Delta_{K}$ and $\Delta_{n}$ denote the sets of compact and noncompact roots, then we have

$$
\begin{equation*}
\mathfrak{k}=\mathfrak{t} \oplus \bigoplus_{\alpha \in \Delta_{K}} \mathfrak{g}_{\alpha} \quad \text { and } \quad \mathfrak{p}=\bigoplus_{\alpha \in \Delta_{n}} \mathfrak{g}_{\alpha} \tag{7.126}
\end{equation*}
$$

just as in (6.103).

Lemma 7.127. A root $\alpha$ is compact if and only if $\alpha$ vanishes on the center $\mathfrak{c}$ of $\mathfrak{k}$.

Proof. If $\alpha$ is in $\Delta$, then $\alpha(\mathfrak{c})=0$ if and only if $\left[\mathfrak{c}, \mathfrak{g}_{\alpha}\right]=0$, if and only if $\mathfrak{g}_{\alpha} \subseteq Z_{\mathfrak{g}}(\mathfrak{c})$, if and only if $\mathfrak{g}_{\alpha} \subseteq \mathfrak{k}$, if and only if $\alpha$ is compact.

By a good ordering for $i t_{0}$, we mean a system of positivity in which every noncompact positive root is larger than every compact root. A good ordering always exists; we can, for instance, use a lexicographic ordering that takes $\mathfrak{i c}_{0}$ before its orthogonal complement in $i t_{0}$. Fixing a good ordering, let $\Delta^{+}, \Delta_{K}^{+}$, and $\Delta_{n}^{+}$be the sets of positive roots in $\Delta, \Delta_{K}$, and $\Delta_{n}$. Define

$$
\mathfrak{p}^{+}=\bigoplus_{\alpha \in \Delta_{n}^{+}} \mathfrak{g}_{\alpha} \quad \text { and } \quad \mathfrak{p}^{-}=\bigoplus_{\alpha \in \Delta_{n}^{+}} \mathfrak{g}_{-\alpha},
$$

so that $\mathfrak{p}=\mathfrak{p}^{+} \oplus \mathfrak{p}^{-}$.
In the example of $S U(n, m)$ earlier in this section, we have

$$
i \mathfrak{c}_{0}=\mathbb{R} \operatorname{diag}\left(\frac{1}{n}, \ldots, \frac{1}{n},-\frac{1}{m}, \ldots,-\frac{1}{m}\right)
$$

with $n$ entries $\frac{1}{n}$ and $m$ entries $-\frac{1}{m}$, and we may take $\mathfrak{t}_{0}$ to be the diagonal subalgebra. If roots $e_{i}-e_{j}$ that are positive on

$$
\operatorname{diag}\left(\frac{1}{n}, \ldots, \frac{1}{n},-\frac{1}{m}, \ldots,-\frac{1}{m}\right)
$$

are declared to be positive, then $\mathfrak{p}^{+}$has the block form $\left(\begin{array}{ll}0 & * \\ 0 & 0\end{array}\right)$ and $\mathfrak{p}^{-}$ has the block form $\left(\begin{array}{ll}0 & 0 \\ * & 0\end{array}\right)$.

Lemma 7.128. The subspaces $\mathfrak{p}^{+}$and $\mathfrak{p}^{-}$are abelian subspaces of $\mathfrak{p}$, and $\left[\mathfrak{k}, \mathfrak{p}^{+}\right] \subseteq \mathfrak{p}^{+}$and $\left[\mathfrak{k}, \mathfrak{p}^{-}\right] \subseteq \mathfrak{p}^{-}$.

Proof. Let $\alpha, \beta$, and $\alpha+\beta$ be in $\Delta$ with $\alpha$ compact and $\beta$ noncompact. Then $\left[\mathfrak{g}_{\alpha}, \mathfrak{g}_{\beta}\right] \subseteq \mathfrak{g}_{\alpha+\beta}$, and $\beta$ and $\alpha+\beta$ are both positive or both negative because the ordering is good. Summing on $\alpha$ and $\beta$, we see that $\left[\mathfrak{k}, \mathfrak{p}^{+}\right] \subseteq \mathfrak{p}^{+}$ and $\left[\mathfrak{k}, \mathfrak{p}^{-}\right] \subseteq \mathfrak{p}^{-}$.

If $\alpha$ and $\beta$ are in $\Delta_{n}^{+}$, then $\alpha+\beta$ cannot be a root since it would have to be a compact root larger than the noncompact positive root $\alpha$. Summing on $\alpha$ and $\beta$, we obtain $\left[\mathfrak{p}^{+}, \mathfrak{p}^{+}\right]=0$. Similarly $\left[\mathfrak{p}^{-}, \mathfrak{p}^{-}\right]=0$.

Let $\mathfrak{b}$ be the Lie subalgebra

$$
\mathfrak{b}=\mathfrak{t} \oplus \bigoplus_{\alpha \in \Delta^{+}} \mathfrak{g}_{-\alpha}
$$

of $\mathfrak{g}$, and let $P^{+}, K^{\mathbb{C}}, P^{-}$, and $B$ be the analytic subgroups of $G^{\mathbb{C}}$ with Lie algebras $\mathfrak{p}^{+}, \mathfrak{k}, \mathfrak{p}^{-}$, and $\mathfrak{b}$. Since $G^{\mathbb{C}}$ is complex and $\mathfrak{p}^{+}, \mathfrak{k}, \mathfrak{p}^{-}, \mathfrak{b}$ are closed under multiplication by $i$, all the groups $P^{+}, K^{\mathbb{C}}, P^{-}, B$ are complex subgroups.

Theorem 7.129 (Harish-Chandra decomposition). Let $G$ be semisimple with a complexification $G^{\mathrm{C}}$, and suppose that the center $\mathfrak{c}_{0}$ of $\mathfrak{k}_{0}$ has $Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right)=\mathfrak{k}_{0}$. Then multiplication from $P^{+} \times K^{\mathbb{C}} \times P^{-}$into $G^{\mathbb{C}}$ is one-one, holomorphic, and regular (with image open in $G^{\mathrm{C}}$ ), $G B$ is open in $G^{\mathbb{C}}$, and there exists a bounded open subset $\Omega \subseteq P^{+}$such that

$$
G B=G K^{\mathbb{C}} P^{-}=\Omega K^{\mathbb{C}} P^{-} .
$$

Moreover, $G / K$ is Hermitian. In fact, the map of $G$ into $\Omega$ given by $g \mapsto\left(P^{+}\right.$component of $\left.g\right)$ exhibits $G / K$ and $\Omega$ as diffeomorphic, and $G$ acts holomorphically on $\Omega$ by $g(\omega)=\left(P^{+}\right.$component of $\left.g \omega\right)$.

## Remarks.

1) We shall see in the proof that the complex group $P^{+}$is holomorphically isomorphic with some $\mathbb{C}^{n}$, and the theorem asserts that $\Omega$ is a bounded open subset when regarded as in $\mathbb{C}^{n}$ in this fashion.
2) When $G=S U(n, m), G^{\mathbb{C}}$ may be taken as $S L(n+m, \mathbb{C})$. The decomposition of an open subset of $G^{\mathbb{C}}$ as $P^{+} \times K^{\mathbb{C}} \times P^{-}$is

$$
\left(\begin{array}{ll}
A & B  \tag{7.130}\\
C & D
\end{array}\right)=\left(\begin{array}{cc}
1 & B D^{-1} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
A-B D^{-1} C & 0 \\
0 & D
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
D^{-1} C & 1
\end{array}\right),
$$

valid whenever $D$ is nonsingular. Whatever $\Omega$ is in the theorem, if $\omega=$ $\left(\begin{array}{ll}1 & Z \\ 0 & 1\end{array}\right)$ is in $\Omega$ and $g=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ is in $G$, then $g \omega=\left(\begin{array}{ll}A & A Z+B \\ C & C Z+D\end{array}\right)$; hence (7.130) shows that the $P^{+}$component of $g \omega$ is

$$
\left(\begin{array}{cc}
1 & (A Z+B)(C Z+D)^{-1} \\
0 & 1
\end{array}\right) .
$$

So the action is

$$
\left(\begin{array}{ll}
A & B  \tag{7.131}\\
C & D
\end{array}\right)\left(\left(\begin{array}{ll}
1 & Z \\
0 & 1
\end{array}\right)\right)=\left(\begin{array}{cc}
1 & (A Z+B)(C Z+D)^{-1} \\
0 & 1
\end{array}\right) .
$$

We know from the example earlier in this section that the image of $Z=0$ under $Z \mapsto(A Z+B)(C Z+D)^{-1}$ for all $\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)$ in $S U(n, m)$ is all $Z$ with $1_{m}-Z^{*} Z$ positive definite. Therefore $\Omega$ consists of all $\left(\begin{array}{ll}1 & Z \\ 0 & 1\end{array}\right)$ such that $1_{m}-Z^{*} Z$ is positive definite, and the action (7.131) corresponds to the action by linear fractional transformations in the example.
3) The proof will reduce matters to two lemmas, which we shall consider separately.

Proof. Define

$$
\mathfrak{n}=\bigoplus_{\alpha \in \Delta^{+}} \mathfrak{g}_{\alpha}, \quad \mathfrak{n}^{-}=\bigoplus_{\alpha \in \Delta^{+}} \mathfrak{g}_{-\alpha}, \quad \mathfrak{b}_{K}=\mathfrak{t} \oplus \bigoplus_{\alpha \in \Delta_{k}^{+}} \mathfrak{g}_{-\alpha}
$$

$N, N^{-}, B_{K}=$ corresponding analytic subgroups of $G^{\mathrm{C}}$.
Let $H_{\mathbb{R}}$ and $H$ be the analytic subgroups of $G^{\mathbb{C}}$ with Lie algebras $i t_{0}$ and $\mathfrak{t}$, so that $H=T H_{\mathbb{R}}$ as a direct product. By (7.100) a Cartan subgroup of a complex semisimple Lie group is connected, and therefore $H$ is a Cartan subgroup. The involution $\theta \circ$ bar, where bar is the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$, is a Cartan involution of $\mathfrak{g}$, and $i \mathfrak{t}_{0}$ is a maximal abelian subspace of the -1 eigenspace. The +1 eigenspace is $\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$, and the corresponding analytic subgroup of $G^{\mathbb{C}}$ we call $U$. Then

$$
Z_{U}\left(i \mathfrak{t}_{0}\right)=Z_{U}(\mathfrak{t})=U \cap Z_{G^{\mathrm{c}}}(\mathfrak{t})=U \cap H=T .
$$

So the $M_{\mathfrak{p}}$ group is just $T$. By Proposition 7.82 the $M$ of every parabolic subgroup of $G^{\mathbb{C}}$ is connected.

The restricted roots of $\mathfrak{g}^{\mathbb{R}}$ relative to $i \mathfrak{t}_{0}$ are evidently the restrictions from $\mathfrak{t}$ to $i \mathfrak{t}_{0}$ of the roots. Therefore $\mathfrak{b}=\mathfrak{t} \oplus \mathfrak{n}^{-}$is a minimal parabolic subalgebra of $\mathfrak{g}^{\mathbb{R}}$. Since parabolic subgroups of $G^{\mathbb{C}}$ are closed (by Proposition 7.83b) and connected, $B$ is closed.

The subspace $\mathfrak{k} \oplus \mathfrak{p}^{-}$is a Lie subalgebra of $\mathfrak{g}^{\mathbb{R}}$ containing $\mathfrak{b}$ and hence is a parabolic subalgebra. Then Proposition 7.83 shows that $K^{\mathbb{C}}$ and $P^{-}$are closed, $K^{\mathbb{C}} P^{-}$is closed, and multiplication $K^{\mathbb{C}} \times P^{-}$is a diffeomorphism onto. Similarly $P^{+}$is closed.

Moreover the Lie algebra $\mathfrak{k} \oplus \mathfrak{p}^{-}$of $K^{\mathbb{C}} P^{-}$is complex, and hence $K^{\mathbb{C}} P^{-}$is a complex manifold. Then multiplication $K^{\mathbb{C}} \times P^{-}$is evidently holomorphic and has been observed to be one-one and regular. Since $\mathfrak{p}^{+} \oplus\left(\mathfrak{k} \oplus \mathfrak{p}^{-}\right)=\mathfrak{g}$, Lemma 6.44 shows that the holomorphic multiplication map $P^{+} \times\left(K^{\mathbb{C}} P^{-}\right) \rightarrow G^{\mathbb{C}}$ is everywhere regular. It is one-one by Proposition 7.83e. Hence $P^{+} \times K^{\mathbb{C}} \times P^{-} \rightarrow G$ is one-one, holomorphic, and regular.

Next we shall show that $G B$ is open in $G^{\mathbb{C}}$. First let us observe that

$$
\begin{equation*}
\mathfrak{g}_{0} \cap\left(i \mathfrak{t}_{0} \oplus \mathfrak{n}^{-}\right)=0 . \tag{7.132}
\end{equation*}
$$

In fact, since roots are imaginary on $\mathfrak{t}_{0}$, we have $\overline{\mathfrak{g}_{\alpha}}=\mathfrak{g}_{-\alpha}$. Thus if $h$ is in $i \mathfrak{t}_{0}$ and $X_{-\alpha}$ is in $\mathfrak{n}^{-}$, then

$$
\overline{h+\sum_{\alpha \in \Delta^{+}} X_{-\alpha}}=-h+\sum_{\alpha \in \Delta^{+}} \overline{X_{-\alpha}} \in-h+\mathfrak{n},
$$

and (7.132) follows since members of $\mathfrak{g}_{0}$ equal their own conjugates. The real dimension of $i \mathfrak{t}_{0} \oplus \mathfrak{n}^{-}$is half the real dimension of $\mathfrak{t} \oplus \mathfrak{n} \oplus \mathfrak{n}^{-}=\mathfrak{g}$, and hence

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{R}}\left(\mathfrak{g}_{0} \oplus\left(i \mathrm{t}_{0} \oplus \mathfrak{n}^{-}\right)\right)=\operatorname{dim}_{\mathbb{R}} \mathfrak{g} . \tag{7.133}
\end{equation*}
$$

Combining (7.132) and (7.133), we see that

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{g}_{0} \oplus\left(i \mathfrak{t}_{0} \oplus \mathfrak{n}^{-}\right) . \tag{7.134}
\end{equation*}
$$

The subgroup $H_{\mathbb{R}} N^{-}$of $G^{\mathbb{C}}$ is closed by Proposition 7.83, and hence $H_{\mathbb{R}} N^{-}$ is an analytic subgroup, necessarily with Lie algebra $i \mathfrak{t}_{0} \oplus \mathfrak{n}^{-}$. By Lemma 6.44 it follows from (7.134) that multiplication $G \times H_{\mathbb{R}} N^{-} \rightarrow G^{\mathbb{C}}$ is everywhere regular. The dimension relation (7.133) therefore implies that $G H_{\mathbb{R}} N^{-}$is open in $G^{\mathrm{C}}$. Since $B=T H_{\mathbb{R}} N^{-}$and $T \subseteq G, G B$ equals $G H_{\mathbb{R}} N^{-}$and is open in $G^{\mathbb{C}}$.

The subgroups $P^{+}$and $P^{-}$are the $N$ groups of parabolic subalgebras, and their Lie algebras are abelian by Lemma 7.128. Hence $P^{+}$and $P^{-}$ are Euclidean groups. Then exp : $\mathfrak{p}^{+} \rightarrow P^{+}$is biholomorphic, and $P^{+}$ is biholomorphic with $\mathbb{C}^{n}$ for some $n$. Similarly $P^{-}$is biholomorphic with $\mathbb{C}^{n}$.

The subgroup $K^{\mathbb{C}}$ is a reductive group, being connected and having bar as a Cartan involution for its Lie algebra. It is the product of the identity component of its center by a complex semisimple Lie group, and our above considerations show that its parabolic subgroups are connected. Then $B_{K}$ is a parabolic subgroup, and

$$
\begin{equation*}
K^{\mathbb{C}}=K B_{K} \tag{7.135}
\end{equation*}
$$

by Proposition 7.83f.
Let $A$ denote a specific $A_{\mathfrak{p}}$ component for the Iwasawa decomposition of $G$, to be specified in Lemma 7.143 below. We shall show in Lemma 7.145 that this $A$ satisfies

$$
\begin{equation*}
A \subseteq P^{+} K^{\mathbb{C}} P^{-} \tag{7.136a}
\end{equation*}
$$

and
(7.136b) $\quad P^{+}$components of members of $A$ are bounded.

Theorem 7.39 shows that $G=K A K$. Since $\mathfrak{b} \subseteq \mathfrak{k} \oplus \mathfrak{p}^{-}$, we have $B \subseteq K^{\mathbb{C}} P^{-}$. Since Lemma 7.128 shows that $K^{\mathbb{C}}$ normalizes $P^{+}$and $P^{-}$, (7.136a) gives

$$
\begin{align*}
G B & \subseteq G K^{\mathbb{C}} P^{-} \subseteq K A K K^{\mathbb{C}} P^{-} \\
& \subseteq K P^{+} K^{\mathbb{C}} P^{-} K^{\mathbb{C}} P^{-}=P^{+} K^{\mathbb{C}} P^{-} . \tag{7.137}
\end{align*}
$$

By (7.135) we have

$$
\begin{equation*}
G K^{\mathbb{C}} P^{-}=G K B_{K} P^{-} \subseteq G B_{K} P^{-} \subseteq G B . \tag{7.138}
\end{equation*}
$$

Inclusions (7.137) and (7.138) together imply that

$$
G B=G K^{\mathbb{C}} P^{-} \subseteq P^{+} K^{\mathbb{C}} P^{-} .
$$

Since $G B$ is open,

$$
\begin{equation*}
G B=G K^{\mathbb{C}} P^{-}=\Omega K^{\mathbb{C}} P^{-} \tag{7.139}
\end{equation*}
$$

for some open set $\Omega$ in $P^{+}$.
Let us write $p^{+}(\cdot)$ for the $P^{+}$component. For $g b \in G B$, we have $p^{+}(g b)=p^{+}(g)$, and thus $p^{+}$restricts to a smooth map carrying $G$ onto $\Omega$. From (7.139) it follows that the map $G \times \Omega \rightarrow \Omega$ given by

$$
\begin{equation*}
(g, \omega) \mapsto p^{+}(g \omega) \tag{7.140}
\end{equation*}
$$

is well defined. For fixed $g$, this is holomorphic since left translation by $g$ is holomorphic on $G^{\mathbb{C}}$ and since $p^{+}$is holomorphic from $P^{+} K^{\mathbb{C}} P^{-}$ to $P^{+}$. To see that (7.140) is a group action, we use that $K^{\mathbb{C}} P^{-}$is a subgroup. Let $g_{1}$ and $g_{2}$ be given, and write $g_{2} \omega=p^{+}\left(g_{2} \omega\right) k_{2} p_{2}^{-}$and $g_{1} g_{2} \omega=p^{+}\left(g_{1} g_{2} \omega\right) k^{\mathbb{C}} p^{-}$. Then

$$
g_{1} p^{+}\left(g_{2} \omega\right)=g_{1} g_{2} \omega\left(k_{2} p_{2}^{-}\right)^{-1}=p^{+}\left(g_{1} g_{2} \omega\right)\left(k^{\mathbb{C}} p^{-}\right)\left(k_{2} p_{2}^{-}\right)^{-1} .
$$

Since $\left(k^{\mathbb{C}} p^{-}\right)\left(k_{2} p_{2}^{-}\right)^{-1}$ is in $K^{\mathbb{C}} P^{-}, p^{+}\left(g_{1} p^{+}\left(g_{2} \omega\right)\right)=p^{+}\left(g_{1} g_{2} \omega\right)$. Therefore (7.140) is a group action. The action is evidently smooth, and we have seen that it is transitive.

If $g$ is in $G$ and $k$ is in $K$, we can regard 1 as in $\Omega$ and write

$$
p^{+}(g k)=p^{+}(g k 1)=p^{+}\left(g p^{+}(k 1)\right)=p^{+}(g 1)
$$

since $k 1$ is in $K \subseteq K^{\mathbb{C}}$ and has $P^{+}$component 1 . Therefore $p^{+}: G \rightarrow \Omega$ descends to a smooth map of $G / K$ onto $\Omega$. Let us see that it is one-one. If $p^{+}\left(g_{1}\right)=p^{+}\left(g_{2}\right)$, then $g_{1}=g_{2} k^{\mathbb{C}} p^{-}$since $K^{\mathbb{C}} P^{-}$is a group, and hence $g_{2}^{-1} g_{1}=k^{\mathbb{C}} p^{-}$. Thus the map $G / K \rightarrow \Omega$ will be one-one if we show that

$$
\begin{equation*}
G \cap K^{\mathbb{C}} P^{-}=K \tag{7.141}
\end{equation*}
$$

To prove (7.141), we note that $\supseteq$ is clear. Then we argue in the same way as for (7.132) that

$$
\begin{equation*}
\mathfrak{g}_{0} \cap\left(\mathfrak{k} \oplus \mathfrak{p}^{-}\right)=\mathfrak{k}_{0} . \tag{7.142}
\end{equation*}
$$

Since $G$ and $K^{\mathbb{C}} P^{-}$are closed in $G^{\mathbb{C}}$, their intersection is a closed subgroup of $G$ with Lie algebra $\mathfrak{k}_{0}$. Let $g=k \exp X$ be the global Cartan decomposition of an element $g$ of $G \cap K^{\mathbb{C}} P^{-}$. Then $\operatorname{Ad}(g) \mathfrak{k}_{0}=\mathfrak{k}_{0}$, and Lemma 7.22 implies that $(\operatorname{ad} X) \mathfrak{k}_{0} \subseteq \mathfrak{k}_{0}$. Since ad $X$ is skew symmetric relative to $B$, $(\operatorname{ad} X) \mathfrak{p}_{0} \subseteq \mathfrak{p}_{0}$. But $X \in \mathfrak{p}_{0}$ implies that $(\operatorname{ad} X) \mathfrak{k}_{0} \subseteq \mathfrak{p}_{0}$ and $(\operatorname{ad} X) \mathfrak{p}_{0} \subseteq \mathfrak{k}_{0}$. Hence ad $X=0$ and $X=0$. This proves (7.141).

To see that $G / K \rightarrow \Omega$ is everywhere regular, it is enough, since (7.140) is a smooth group action, to show that the differential of $p^{+}: G \rightarrow \Omega$ at
the identity is one-one on $\mathfrak{p}_{0}$. But $d p^{+}$complexifies to the projection of $\mathfrak{g}=\mathfrak{p}^{+} \oplus \mathfrak{k} \oplus \mathfrak{p}^{-}$on $\mathfrak{p}^{+}$, and (7.142) shows that the kernel of this projection meets $\mathfrak{p}_{0}$ only in 0 . Therefore the map $G / K \rightarrow \Omega$ is a diffeomorphism.

To see that $\Omega$ is bounded, we need to see that $p^{+}(g)$ remains bounded as $g$ varies in $G$. If $g \in G$ is given, write $g=k_{1} a k_{2}$ according to $G=K A K$. Then $p^{+}(g)=p^{+}\left(k_{1} a\right)=k_{1} p^{+}(a) k_{1}^{-1}$ by (7.139) and Lemma 7.128. Therefore it is enough to prove that $\left\|\log p^{+}(a)\right\|$ remains bounded, and this is just (7.136b). Thus the theorem reduces to proving (7.136), which we do in Lemmas 7.143 and 7.145 below.

Lemma 7.143. Inductively define $\gamma_{1}, \ldots, \gamma_{s}$ in $\Delta_{n}^{+}$as follows: $\gamma_{1}$ is the largest member of $\Delta_{n}^{+}$, and $\gamma_{j}$ is the largest member of $\Delta_{n}^{+}$orthogonal to $\gamma_{1}, \ldots, \gamma_{j-1}$. For $1 \leq j \leq s$, let $E_{\gamma_{j}}$ be a nonzero root vector for $\gamma_{j}$. Then the roots $\gamma_{1}, \ldots, \gamma_{s}$ are strongly orthogonal, and

$$
\mathfrak{a}_{0}=\bigoplus_{j=1}^{s} \mathbb{R}\left(E_{\gamma_{j}}+\overline{E_{\gamma_{j}}}\right)
$$

is a maximal abelian subspace of $\mathfrak{p}_{0}$.
Proof. We make repeated use of the fact that if $E_{\beta}$ is in $\mathfrak{g}_{\beta}$, then $\overline{E_{\beta}}$ is in $\mathfrak{g}_{-\beta}$. Since $\left[\mathfrak{p}^{+}, \mathfrak{p}^{+}\right]=0$ by Lemma 7.128, $\gamma_{j}+\gamma_{i}$ is never a root, and the $\gamma_{j}$ 's are strongly orthogonal. Then it follows that $\mathfrak{a}_{0}$ is abelian.

To see that $\mathfrak{a}_{0}$ is maximal abelian in $\mathfrak{p}_{0}$, let $X$ be a member of $\mathfrak{p}_{0}$ commuting with $\mathfrak{a}_{0}$. By (7.126) we can write $X=\sum_{\beta \in \Delta_{n}} X_{\beta}$ with $X_{\beta} \in \mathfrak{g}_{\beta}$. Without loss of generality, we may assume that $X$ is orthogonal to $\mathfrak{a}_{0}$, and then we are to prove that $X=0$. Assuming that $X \neq 0$, let $\beta_{0}$ be the largest member of $\Delta_{n}$ such that $X_{\beta_{0}} \neq 0$. Since $X=\bar{X}, X_{-\beta_{0}} \neq 0$ also; thus $\beta_{0}$ is positive. Choose $j$ as small as possible so that $\beta_{0}$ is not orthogonal to $\gamma_{j}$.

First suppose that $\beta_{0} \neq \gamma_{j}$. Since $\left[\mathfrak{p}^{+}, \mathfrak{p}^{+}\right]=0, \beta_{0}+\gamma_{j}$ is not a root. Therefore $\beta_{0}-\gamma_{j}$ is a root. The root $\beta_{0}$ is orthogonal to $\gamma_{1}, \ldots, \gamma_{j-1}$, and $\gamma_{j}$ is the largest noncompact root orthogonal to $\gamma_{1}, \ldots, \gamma_{j-1}$. Thus $\beta_{0}<\gamma_{j}$, and $\beta_{0}-\gamma_{j}$ is negative. We have

$$
\begin{equation*}
0=\left[X, E_{\gamma_{j}}+\overline{E_{\gamma_{j}}}\right]=\sum_{\beta \in \Delta_{n}}\left(\left[X_{\beta}, E_{\gamma_{j}}\right]+\left[X_{\beta}, \overline{E_{\gamma_{j}}}\right]\right), \tag{7.144}
\end{equation*}
$$

and $\left[X_{\beta_{0}}, \overline{E_{\gamma_{j}}}\right]$ is not 0 , by Corollary 2.35 . Thus there is a compensating $\operatorname{term}\left[X_{\beta}, E_{\gamma_{j}}\right]$, i.e., there exists $\beta \in \Delta_{n}$ with $\beta+\gamma_{j}=\beta_{0}-\gamma_{j}$ and with $X_{\beta} \neq 0$. Since $X=\bar{X}, X_{-\beta} \neq 0$. By maximality of $\beta_{0}, \beta_{0}>-\beta$. Since
$\gamma_{j}-\beta_{0}$ is positive, $\gamma_{j}>\beta_{0}>-\beta$. Therefore $\beta+\gamma_{j}$ is positive. But $\beta+\gamma_{j}=\beta_{0}-\gamma_{j}$, and the right side is negative, contradiction.

Next suppose that $\beta_{0}=\gamma_{j}$. Then $\left[X_{\gamma_{j}}, \overline{E_{\gamma_{j}}}\right] \neq 0$, and (7.144) gives

$$
\left[X_{-\gamma_{j}}, E_{\gamma_{j}}\right]+\left[X_{\gamma_{j}}, \overline{E_{\gamma_{j}}}\right]=0
$$

Define scalars $c^{+}$and $c^{-}$by $X_{\gamma_{j}}=c^{+} E_{\gamma_{j}}$ and $X_{-\gamma_{j}}=c^{-} \overline{E_{\gamma_{j}}}$. Substituting, we obtain

$$
-c^{-}\left[E_{\gamma_{j}}, \overline{E_{\gamma_{j}}}\right]+c^{+}\left[E_{\gamma_{j}}, \overline{E_{\gamma_{j}}}\right]=0
$$

and therefore $c^{+}=c^{-}$. Consequently $X_{\gamma_{j}}+X_{-\gamma_{j}}=c^{+}\left(E_{\gamma_{j}}+\overline{E_{\gamma_{j}}}\right)$ makes a contribution to $X$ that is nonorthogonal to $E_{\gamma_{j}}+\overline{E_{\gamma_{j}}}$. Since the other terms of $X$ are orthogonal to $E_{\gamma_{j}}+\overline{E_{\gamma_{j}}}$, we have a contradiction. We conclude that $X=0$ and hence that $\mathfrak{a}_{0}$ is maximal abelian in $\mathfrak{p}_{0}$.

Lemma 7.145. With notation as in Lemma 7.143 and with the $E_{\gamma_{j}}$ 's normalized so that $\left[E_{\gamma_{j}}, \overline{E_{\gamma_{j}}}\right]=2\left|\gamma_{j}\right|^{-2} H_{\gamma_{j}}$, let $Z=\sum_{j=1}^{s} t_{j}\left(E_{\gamma_{j}}+\overline{E_{\gamma_{j}}}\right)$ be in $\mathfrak{a}_{0}$. Then

$$
\begin{equation*}
\exp Z=\exp X_{0} \exp H_{0} \exp Y_{0} \tag{7.146}
\end{equation*}
$$

with

$$
\begin{gathered}
X_{0}=\sum\left(\tanh t_{j}\right) E_{\gamma_{j}} \in \mathfrak{p}^{+}, \quad Y_{0}=\sum\left(\tanh t_{j}\right) \overline{E_{\gamma_{j}}} \in \mathfrak{p}^{-}, \\
H_{0}=-\sum\left(\log \cosh t_{j}\right)\left[E_{\gamma_{j}}, \overline{E_{\gamma_{j}}}\right] \in i \mathfrak{t}_{0} \subseteq \mathfrak{k} .
\end{gathered}
$$

Moreover the $P^{+}$components $\exp X_{0}$ of $\exp Z$ remain bounded as $Z$ varies through $\mathfrak{a}_{0}$.

REmARK. The given normalization is the one used with Cayley transforms in $\S$ VI. 7 and in particular is permissible.

Proof. For the special case that $G=S U(1,1) \subseteq S L(2, \mathbb{C}),(7.146)$ is just the identity

$$
\left(\begin{array}{cc}
\cosh t & \sinh t \\
\sinh t & \cosh t
\end{array}\right)=\left(\begin{array}{cc}
1 & \tanh t \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
(\cosh t)^{-1} & 0 \\
0 & \cosh t
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
\tanh t & 1
\end{array}\right) .
$$

Here we are using $E_{\gamma}=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$ and $\overline{E_{\gamma}}=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)$.

We can embed the special case in the general case for each $\gamma_{j}, 1 \leq j \leq s$, since the inclusion

$$
\mathfrak{s l l}(2, \mathbb{C})=\mathbb{C} H_{\gamma_{j}}+\mathbb{C} E_{\gamma_{j}}+\mathbb{C} \overline{E_{\gamma_{j}}} \subseteq \mathfrak{g}
$$

induces a homomorphism $S L(2, \mathbb{C}) \rightarrow G^{\mathbb{C}}, S L(2, \mathbb{C})$ being simply connected. This embedding handles each of the $s$ terms of $Z$ separately. Since the $\gamma_{j}$ 's are strongly orthogonal, the contributions to $X_{0}, Y_{0}$, and $H_{0}$ for $\gamma_{i}$ commute with those for $\gamma_{j}$ when $i \neq j$, and (7.146) follows for general $Z$.

Finally in the expression for $X_{0}$, the coefficients of each $E_{\gamma_{j}}$ lie between -1 and +1 for all $Z$. Hence $\exp X_{0}$ remains bounded in $P^{+}$.

This completes the proof of Theorem 7.129. Let us see what it means in examples. First suppose that $\mathfrak{g}_{0}$ is simple. For $\mathfrak{c}_{0}$ to be nonzero, $\mathfrak{g}_{0}$ must certainly be noncompact. Consider the Vogan diagram of $\mathfrak{g}_{0}$ in a good ordering. Lemma 7.128 rules out having the sum of two positive noncompact roots be a root. Since the sum of any connected set of simple roots in a Dynkin diagram is a root, it follows that there cannot be two or more noncompact simple roots in the Vogan diagram. Hence there is just one noncompact simple root, and the Vogan diagram is one of those considered in §VI.10. Since there is just one noncompact simple root and that root cannot occur twice in any positive root, every positive noncompact root has the same restriction to $\mathfrak{c}_{0}$. In particular, $\operatorname{dim} \mathfrak{c}_{0}=1$.

To see the possibilities, we can refer to the classification in §VI. 10 and see that $\mathfrak{c}_{0} \neq 0$ for the following cases and only these up to isomorphism:

| $\mathfrak{g}_{0}$ | $\mathfrak{k}_{0}$ |
| :---: | :---: |
| $\mathfrak{s u}(p, q)$ | $\mathfrak{s u}(p) \oplus \mathfrak{s u}(q) \oplus \mathbb{R}$ |
| $\mathfrak{s o}(2, n)$ | $\mathfrak{s o}(n) \oplus \mathbb{R}$ |
| $\mathfrak{s p}(n, \mathbb{R})$ | $\mathfrak{s u}(n) \oplus \mathbb{R}$ |
| $\mathfrak{s o}^{*}(2 n)$ | $\mathfrak{s u}(n) \oplus \mathbb{R}$ |
| E III | $\mathfrak{s o}(10) \oplus \mathbb{R}$ |
| E VII | $\mathfrak{e}_{6} \oplus \mathbb{R}$ |

Conversely each of these cases corresponds to a group $G$ satisfying the condition $Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right)=\mathfrak{k}_{0}$, and hence $G / K$ is Hermitian in each case.

If $\mathfrak{g}_{0}$ is merely semisimple, then the condition $Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right)=\mathfrak{k}_{0}$ forces the center of the component of $\mathfrak{k}_{0}$ in each noncompact simple component of $\mathfrak{g}_{0}$ to be nonzero. The corresponding $G / K$ is then the product of spaces obtained in the preceding paragraph.

## 10. Problems

1. Prove that the orthogonal group $O(2 n)$ does not satisfy property (v) of a reductive Lie group.
2. Let $\widetilde{S L}(2, \mathbb{R})$ be the universal covering group of $S L(2, \mathbb{R})$, and let $\varphi$ be the covering homomorphism. Let $\widetilde{K}$ be the subgroup of $\widetilde{S L}(2, \mathbb{R})$ fixed by the global Cartan involution $\Theta$. Parametrize $\widetilde{\widetilde{G}} \cong \mathbb{R}$ so that $\operatorname{ker} \varphi=\mathbb{Z}$. Define $\widetilde{G}=\widetilde{S L}(2, \mathbb{R}) \times \mathbb{R}$, and extend $\Theta$ to $\widetilde{G}$ so as to be 1 in the second factor. Within the subgroup $\mathbb{R} \times \mathbb{R}$ where $\Theta$ is 1 , let $D$ be the discrete subgroup generated by $(0,1)$ and $(1, \sqrt{2})$, so that $D$ is central in $\widetilde{G}$. Define $G=\widetilde{G} / D$.
(a) Prove that $G$ is a connected reductive Lie group with ${ }^{0} G=G$.
(b) Prove that $G_{s s}$ has infinite center and is not closed in $G$.
3. In $G=S L(n, \mathbb{R})$, take $M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$ to be the upper-triangular subgroup.
(a) Follow the prescription of Proposition 7.76 to see that the proposition leads to all possible full block upper-triangular subgroups of $S L(n, \mathbb{R})$.
(b) Give a direct proof for $S L(n, \mathbb{R})$ that the only closed subgroups containing $M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$ are the full block upper-triangular subgroups.
(c) Give a direct proof for $S L(n, \mathbb{R})$ that no two distinct full block uppertriangular subgroups are conjugate within $S L(n, \mathbb{R})$.
4. In the notation for $G=S L(4, \mathbb{R})$ as in $\S$ VI.4, form the parabolic subgroup MAN containing the upper-triangular group and corresponding to the subset $\left\{f_{3}-f_{4}\right\}$ of simple restricted roots.
(a) Prove that the $\mathfrak{a}_{0}$ roots are $\pm\left(f_{1}-f_{2}\right), \pm\left(f_{1}-\frac{1}{2}\left(f_{3}+f_{4}\right)\right)$, and $\pm\left(f_{2}-\frac{1}{2}\left(f_{3}+f_{4}\right)\right)$.
(b) Prove that the $\mathfrak{a}_{0}$ roots do not all have the same length and do not form a root system.
5. Show that a maximal proper parabolic subgroup $M A N$ of $S L(3, \mathbb{R})$ is cuspidal and that $M \neq M_{0} Z_{M}$.
6. For $G$ equal to split $G_{2}$, show that there is a cuspidal maximal proper parabolic subgroup MAN such that the set of $\mathfrak{a}_{0}$ roots is of the form $\{ \pm \eta, \pm 2 \eta, \pm 3 \eta\}$.
7. The group $G=S p(2, \mathbb{R})$ has at most four nonconjugate Cartan subalgebras, according to §VI.7, and a representative of each conjugacy class is given in that section.
(a) For each of the four, construct the $M A$ of an associated cuspidal parabolic subgroup as in Proposition 7.87.
(b) Use the result of (a) to show that the two Cartan subalgebras of noncompact dimension one are not conjugate.
8. Let $G$ be $S O(n, 2)_{0}$.
(a) Show that $G^{\mathbb{C}} \cong S O(n+2, \mathbb{C})$.
(b) Show that $Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right)=\mathfrak{k}_{0}$.
(c) The isomorphism in (a) identifies the root system of $S O(n, 2)$ as of type $B_{(n+1) / 2}$ if $n$ is odd and of type $D_{(n+2) / 2}$ if $n$ is even. Identify which roots are compact and which are noncompact.
(d) Decide on some particular good ordering in the sense of $\S 9$, and identify the positive roots.

Problems 9-12 concern a reductive Lie group $G$. Notation is as in §2.
9. Let $\mathfrak{a}_{0}$ be maximal abelian in $\mathfrak{p}_{0}$. The natural inclusion $N_{K}\left(\mathfrak{a}_{0}\right) \subseteq N_{G}\left(\mathfrak{a}_{0}\right)$ induces a homomorphism $N_{K}\left(\mathfrak{a}_{0}\right) / Z_{K}\left(\mathfrak{a}_{0}\right) \rightarrow N_{G}\left(\mathfrak{a}_{0}\right) / Z_{G}\left(\mathfrak{a}_{0}\right)$. Prove that this homomorphism is an isomorphism.
10. Let $\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be a maximally noncompact $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$. Prove that every element of $N_{K}\left(\mathfrak{a}_{0}\right)$ decomposes as a product $z n$, where $n$ is in $N_{K}\left(\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}\right)$ and $z$ is in $Z_{K}\left(\mathfrak{a}_{0}\right)$.
11. Let $H$ be a Cartan subgroup of $G$, and let $s_{\alpha}$ be a root reflection in $W(\mathfrak{g}, \mathfrak{h})$.
(a) Prove that $s_{\alpha}$ is in $W(G, H)$ if $\alpha$ is real or $\alpha$ is compact imaginary.
(b) Prove that if $H$ is compact and $G$ is connected, then $s_{\alpha}$ is not in $W(G, H)$ when $\alpha$ is noncompact imaginary.
(c) Give an example of a reductive Lie group $G$ with a compact Cartan subgroup $H$ such that $s_{\alpha}$ is in $W(G, H)$ for some noncompact imaginary root $\alpha$.
12. Let $H=T A$ be the global Cartan decomposition of a $\Theta$ stable Cartan subgroup of $G$. Let $W(G, A)=N_{G}\left(\mathfrak{a}_{0}\right) / Z_{G}\left(\mathfrak{a}_{0}\right)$, and let $M={ }^{0} Z_{G}\left(\mathfrak{a}_{0}\right)$. Let $W_{1}(G, H)$ be the subgroup of $W(G, H)$ of elements normalizing $i \mathfrak{t}_{0}$ and $\mathfrak{a}_{0}$ separately.
(a) Show that restriction to $\mathfrak{a}_{0}$ defines a homomorphism of $W_{1}(G, H)$ into $W(G, A)$.
(b) Prove that the homomorphism in (a) is onto.
(c) Prove that the kernel of the homomorphism in (a) may be identified with $W(M, T)$.

Problems 13-21 concern a reductive Lie group $G$ that is semisimple. Notation is as in §2.
13. Let $\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be a maximally noncompact $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$, impose an ordering on the roots that takes $\mathfrak{a}_{0}$ before $i \mathfrak{t}_{0}$, let $\mathfrak{b}$ be a Borel subalgebra of $\mathfrak{g}$ containing $\mathfrak{t} \oplus \mathfrak{a}$ and built from that ordering, and let bar denote the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$. Prove that the smallest Lie subalgebra of $\mathfrak{g}$ containing $\mathfrak{b}$ and $\overline{\mathfrak{b}}$ is the complexification of a minimal parabolic subalgebra of $\mathfrak{g}_{0}$.
14. Prove that $N_{\mathfrak{g}_{0}}\left(\mathfrak{k}_{0}\right)=\mathfrak{k}_{0}$.
15. Let $G$ have a complexification $G^{\mathbb{C}}$. Prove that the normalizer of $\mathfrak{g}_{0}$ in $G^{\mathbb{C}}$ is a reductive Lie group.
16. Let $G$ have a complexification $G^{\mathbb{C}}$, let $U \subseteq G^{\mathbb{C}}$ be the analytic subgroup with Lie algebra $\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$, and let $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be the decomposition into +1 and -1 eigenspaces of a $\theta$ stable Cartan subalgebra of $\mathfrak{g}_{0}$. Prove that $\exp i \mathfrak{a}_{0}$ is closed in $U$.
17. Give an example of a semisimple $G$ with complexification $G^{\mathbb{C}}$ such that $K \cap \exp i \mathfrak{a}_{0}$ strictly contains $K_{\text {split }} \cap \exp i \mathfrak{a}_{0}$. Here $\mathfrak{a}_{0}$ is assumed maximal abelian in $\mathfrak{p}_{0}$.
18. Suppose that $G$ has a complexification $G^{\mathbb{C}}$ and that $\operatorname{rank} G=\operatorname{rank} K$. Prove that $Z_{G^{\mathrm{C}}}=Z_{G}$.
19. Suppose that $\operatorname{rank} G=\operatorname{rank} K$. Prove that any two complexifications of $G$ are holomorphically isomorphic.
20. Show that the conclusions of Problems 18 and 19 are false for $G=S L(3, \mathbb{R})$.
21. Suppose that $G / K$ is Hermitian and that $\mathfrak{g}_{0}$ is simple. Show that there are only two ways to impose a $G$ invariant complex structure on $G / K$.

Problems 22-24 compare the integer span of the roots with the integer span of the compact roots. It is assumed that $G$ is a reductive Lie group with rank $G=\operatorname{rank} K$.
22. Fix a positive system $\Delta^{+}$. Attach to each simple noncompact root the integer 1 and to each simple compact root the integer 0 ; extend additively to the group generated by the roots, obtaining a function $\gamma \mapsto n(\gamma)$. Arguing as in Lemma 6.98 , prove that $n(\gamma)$ is odd when $\gamma$ is a positive noncompact root and is even when $\gamma$ is a positive compact root.
23. Making use of the function $\gamma \mapsto(-1)^{n(\gamma)}$, prove that a noncompact root can never be an integer combination of compact roots.
24. Suppose that $G$ is semisimple, that $\mathfrak{g}_{0}$ is simple, and that $G / K$ is not Hermitian. Prove that the lattice generated by the compact roots has index 2 in the lattice generated by all the roots.

Problems 25-29 give further properties of semisimple groups with rank $G=$ rank $K$. Let $\mathfrak{t}_{0} \subseteq \mathfrak{k}_{0}$ be a Cartan subalgebra of $\mathfrak{g}_{0}$, and form roots, compact and noncompact.
25. $K$ acts on $\mathfrak{p}$ via the adjoint representation. Identify the weights as the noncompact roots, showing in particular that 0 is not a weight.
26. Show that the subalgebras of $\mathfrak{g}$ containing $\mathfrak{k}$ are of the form $\mathfrak{k} \oplus \bigoplus_{\alpha \in E} \mathfrak{g}_{\alpha}$ for some subset $E$ of noncompact roots.
27. Suppose that $\mathfrak{k} \oplus \bigoplus_{\alpha \in E} \mathfrak{g}_{\alpha}$ is a subalgebra of $\mathfrak{g}$. Prove that

$$
\mathfrak{k} \oplus \sum_{\alpha \in E}\left(\mathfrak{g}_{\alpha} \oplus \mathfrak{g}_{-\alpha}\right) \quad \text { and } \quad \mathfrak{k} \oplus \bigoplus_{\alpha \in(E \cap(-E))} \mathfrak{g}_{\alpha}
$$

are subalgebras of $\mathfrak{g}$ that are the complexifications of subalgebras of $\mathfrak{g}_{0}$.
28. Suppose that $\mathfrak{g}_{0}$ is simple. Prove that the adjoint representation of $K$ on $\mathfrak{p}$ splits into at most two irreducible pieces.
29. Suppose that $\mathfrak{g}_{0}$ is simple, and suppose that the adjoint representation of $K$ on $\mathfrak{p}$ is reducible (necessarily into two pieces, according to Problem 28). Show that the center $\mathfrak{c}_{0}$ of $\mathfrak{k}_{0}$ is nonzero, that $Z_{\mathfrak{g}_{0}}\left(\mathfrak{c}_{0}\right)=\mathfrak{k}_{0}$, and that the irreducible pieces are $\mathfrak{p}^{+}$and $\mathfrak{p}^{-}$.

Problems 30-33 concern the group $G=S U(n, n) \cap S p(n, \mathbb{C})$. In the notation of $\S 9$, let $\Omega$ be the set of all $Z \in M_{n n}(\mathbb{C})$ such that $1_{n}-Z^{*} Z$ is positive definite and $Z=Z^{t}$.
30. Using Problem 15 b from Chapter VI, prove that $G \cong \operatorname{Sp}(n, \mathbb{R})$.
31. With the members of $G$ written in block form, show that (7.112) defines an action of $G$ on $\Omega$ by holomorphic transformations.
32. Identify the isotropy subgroup of $G$ at 0 with

$$
K=\left\{\left.\left(\begin{array}{cc}
A & 0 \\
0 & \frac{A}{A}
\end{array}\right) \right\rvert\, A \in U(n)\right\}
$$

33. The diagonal subalgebra of $\mathfrak{g}_{0}$ is a compact Cartan subalgebra. Exhibit a good ordering such that $\mathfrak{p}^{+}$consists of block strictly upper-triangular matrices.

Problems 34-36 concern the group $G=S O^{*}(2 n)$. In the notation of $\S 9$, let $\Omega$ be the set of all $Z \in M_{n n}(\mathbb{C})$ such that $1_{n}-Z^{*} Z$ is positive definite and $Z=-Z^{t}$.
34. With the members of $G$ written in block form, show that (7.112) defines an action of $G$ on $\Omega$ by holomorphic transformations.
35. Identify the isotropy subgroup of $G$ at 0 with

$$
K=\left\{\left.\left(\begin{array}{ll}
A & 0 \\
0 & A
\end{array}\right) \right\rvert\, A \in U(n)\right\}
$$

36. The diagonal subalgebra of $\mathfrak{g}_{0}$ is a compact Cartan subalgebra. Exhibit a good ordering such that $\mathfrak{p}^{+}$consists of block strictly upper-triangular matrices.

Problems 37-41 concern the restricted roots in cases when $G$ is semisimple and $G / K$ is Hermitian.
37. In the example of $\S 9$ with $G=S U(n, m)$,
(a) show that the roots $\gamma_{j}$ produced in Lemma 7.143 are $\gamma_{1}=e_{1}-e_{n+m}$, $\gamma_{2}=e_{2}-e_{n+m-1}, \ldots, \gamma_{m}=e_{m}-e_{m+1}$.
(b) show that the restricted roots (apart from Cayley transform) always include all $\pm \gamma_{j}$ and all $\frac{1}{2}\left( \pm \gamma_{i} \pm \gamma_{j}\right)$. Show that there are no other restricted roots if $m=n$ and that $\pm \frac{1}{2} \gamma_{i}$ are the only other restricted roots if $m<n$.
38. In the example of Problems 30-33 with $G=S U(n, n) \cap S p(n, \mathbb{C})$, a group that is shown in Problem 30 to be isomorphic to $\operatorname{Sp}(n, \mathbb{R})$,
(a) show that the roots $\gamma_{j}$ produced in Lemma 7.143 are $\gamma_{1}=2 e_{1}, \ldots, \gamma_{n}=$ $2 e_{n}$.
(b) show that the restricted roots (apart from Cayley transform) are all $\pm \gamma_{j}$ and all $\frac{1}{2}\left( \pm \gamma_{i} \pm \gamma_{j}\right)$.
39. In the example of Problem 6 of Chapter VI and Problems 34-36 above with $G=S O^{*}(2 n)$,
(a) show that the roots $\gamma_{j}$ produced in Lemma 7.143 are $\gamma_{1}=e_{1}+e_{n}$, $\gamma_{2}=e_{2}+e_{n-1}, \ldots, \gamma_{[n / 2]}=e_{[n / 2]}+e_{n-[n / 2]+1}$.
(b) find the restricted roots apart from Cayley transform.
40. For general $G$ with $G / K$ Hermitian, suppose that $\alpha, \beta$, and $\gamma$ are roots with $\alpha$ compact and with $\beta$ and $\gamma$ positive noncompact in a good ordering. Prove that $\alpha+\beta$ and $\alpha+\beta+\gamma$ cannot both be roots.
41. Let the expansion of a root in terms of Lemma 7.143 be $\gamma=\sum_{i=1}^{s} c_{i} \gamma_{i}+\gamma^{\prime}$ with $\gamma^{\prime}$ orthogonal to $\gamma_{1}, \ldots, \gamma_{s}$.
(a) Prove for each $i$ that $2 c_{i}$ is an integer with $\left|2 c_{i}\right| \leq 3$.
(b) Rule out $c_{i}=-\frac{3}{2}$ by using Problem 40 and the $\gamma_{i}$ string containing $\gamma$, and rule out $c_{i}=+\frac{3}{2}$ by applying this conclusion to $-\gamma$.
(c) Rule out $c_{i}= \pm 1$ for some $j \neq i$ by a similar argument.
(d) Show that $c_{i} \neq 0$ for at most two indices $i$ by a similar argument.
(e) Deduce that each restricted root, apart from Cayley transform, is of one of the forms $\pm \gamma_{i}, \frac{1}{2}\left( \pm \gamma_{i} \pm \gamma_{j}\right)$, or $\pm \frac{1}{2} \gamma_{i}$.
(f) If $\mathfrak{g}_{0}$ is simple, conclude that the restricted root system is of type $(B C)_{s}$ or $C_{s}$.

Problems 42-44 yield a realization of $G / K$, in the Hermitian case, as a particularly nice unbounded open subset $\Omega^{\prime}$ of $P^{+}$. Let notation be as in $\S 9$.
42. In the special case that $G=S U(1,1)$, let $u$ be the Cayley transform matrix $\frac{1}{\sqrt{2}}\left(\begin{array}{ll}1 & i \\ i & 1\end{array}\right)$, let $G^{\prime}=S L(2, \mathbb{R})$, and let

$$
\Omega^{\prime}=\left\{\left.\left(\begin{array}{ll}
1 & z \\
0 & 1
\end{array}\right) \right\rvert\, \operatorname{Im} z>0\right\}
$$

It is easily verified that $u G u^{-1}=G^{\prime}$. Prove that $u G B=G^{\prime} u B=\Omega^{\prime} K^{\mathbb{C}} P^{-}$ and that $G^{\prime}$ acts on $\Omega^{\prime}$ by the usual action of $S L(2, \mathbb{R})$ on the upper half plane.
43. In the general case as in $\S 9$, let $\gamma_{1}, \ldots, \gamma_{s}$ be constructed as in Lemma 7.143. For each $j$, construct an element $u_{j}$ in $G^{\mathbb{C}}$ that behaves for the 3-dimensional group corresponding to $\gamma_{j}$ like the element $u$ of Problem 42. Put $u=\prod_{j=1}^{s} u_{j}$.
(a) Exhibit $u$ as in $P^{+} K^{\mathbb{C}} P^{-}$.
(b) Let $\mathfrak{a}_{0}$ be the maximal abelian subspace of $\mathfrak{p}_{0}$ constructed in Lemma 7.143 , and let $A_{\mathfrak{p}}=\exp \mathfrak{a}_{0}$. Show that $u A_{\mathfrak{p}} u^{-1} \subseteq K^{\mathbb{C}}$.
(c) Show for a particular ordering on $\mathfrak{a}_{0}^{*}$ that $u N_{\mathfrak{p}} u^{-1} \subseteq P^{+} K^{\mathbb{C}}$ if $N_{\mathfrak{p}}$ is built from the positive restricted roots.
(d) Writing $G=N_{\mathfrak{p}} A_{\mathfrak{p}} K$ by the Iwasawa decomposition, prove that $u G B \subseteq$ $P^{+} K^{\mathbb{C}} P^{-}$.
44. Let $G^{\prime}=u G u^{-1}$. Prove that $G^{\prime} u B=\Omega^{\prime} K^{\mathbb{C}} P^{-}$for some open subset $\Omega^{\prime}$ of $P^{+}$. Prove also that the resulting action of $G^{\prime}$ on $\Omega^{\prime}$ is holomorphic and transitive, and identify $\Omega^{\prime}$ with $G / K$.

Problems 45-51 give further information about quasisplit Lie algebras and inner forms, which were introduced in Problems 28-35 of Chapter VI. Fix a complex semisimple Lie algebra $\mathfrak{g}$, and let $N$ be the order of the automorphism group of the Dynkin diagram of $\mathfrak{g}$. If $\mathfrak{g}$ is simple, then $N$ is 1,2 , or 6 , but other values of $N$ are possible for general complex semisimple $\mathfrak{g}$.
45. For $\mathfrak{g}=\mathfrak{s l}(n, \mathbb{C}) \oplus \mathfrak{s l}(n, \mathbb{C})$ with $n>2$, show that $\mathfrak{s l}(n, \mathbb{R}) \oplus \mathfrak{s u}(n)$ and $\mathfrak{s u}(n) \oplus \mathfrak{s l}(n, \mathbb{R})$ are isomorphic real forms of $\mathfrak{g}$ but are not inner forms of one another.
46. Prove the following:
(a) The number of inner classes of real forms of $\mathfrak{g}$ is $\leq N$.
(b) The number of isomorphism classes of quasisplit real forms of $\mathfrak{g}$ is $\leq N$.
(c) If the number of isomorphism classes of quasisplit real forms equals $N$, then the number of inner classes of real forms of $\mathfrak{g}$ equals $N$ and any two isomorphic real forms of $\mathfrak{g}$ are inner forms of one another.
47. Under the assumption that $N=1$, deduce the following from Problem 46:
(a) Any two real forms of $\mathfrak{g}$ are inner forms of one another.
(b) The Lie algebra $\mathfrak{g}$ has no real form that is quasisplit but not split.
48. Prove that $\operatorname{Aut}\left(\mathfrak{g}^{\mathbb{R}}\right) / \operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)$ has order $2 N$ if $\mathfrak{g}$ is simple.
49. Under the assumption that $N=2$, deduce from Problems 46 and 48 that any two isomorphic real forms of $\mathfrak{g}$ are inner forms of one another.
50. By referring to the tables in Appendix C, observe that there are 2 nonisomorphic quasisplit real forms of each of the complex simple Lie algebras of types
$A_{n}$ for $n>1, D_{n}$ for $n>4$, and $E_{6}$. Conclude that there are two inner classes of real forms in each case and that any two isomorphic real forms are inner forms of one another.
51. This problem uses triality, which, for current purposes, refers to members of Aut $\mathfrak{g} /$ Int $\mathfrak{g}$ of order 3 when $\mathfrak{g}$ is a complex Lie algebra of type $D_{4}$. The objective is to show that $\mathfrak{g}=\mathfrak{s o}(8, \mathbb{C})$ contains at least two distinct real forms $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ that are isomorphic to $\mathfrak{s o}(5,3)$ but that are not inner forms of one another. Let $\mathfrak{g}_{0}$ be a Lie algebra isomorphic to $\mathfrak{s o}(5,3)$, let $\theta$ be a Cartan involution, and introduce a maximally noncompact Cartan subalgebra given in standard notation by $\mathfrak{h}_{0}=\mathfrak{a}_{0} \oplus \mathfrak{t}_{0}$. Choose an ordering that takes $\mathfrak{a}_{0}$ before $i t_{0}$. In the usual notation for a Dynkin diagram of type $D_{4}$, the simple roots $e_{1}-e_{2}$ and $e_{2}-e_{3}$ are real, and $e_{3}-e_{4}$ and $e_{3}+e_{4}$ are complex. Introduce an automorphism $\tau$ of $\mathfrak{s o}(8, \mathbb{C})$ that corresponds to a counterclockwise rotation $\tau$ of the $D_{4}$ diagram through $1 / 3$ of a revolution. Put $\mathfrak{g}_{0}^{\prime}=\tau\left(\mathfrak{g}_{0}\right)$. For a suitable normalization of root vectors used in defining $\tau$, show that the conjugations $\sigma$ and $\sigma^{\prime}$ of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ satisfy $\sigma^{\prime} \sigma=\tau^{-1}$, and conclude that $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ are not inner forms of one another.

Problems 52-57 give further information about groups of real rank one beyond that in §6. Let $G$ be an analytic group whose Lie algebra $\mathfrak{g}$ is simple of real rank one, let $\theta$ be a Cartan involution of $\mathfrak{g}$, let $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$ be the corresponding Cartan decomposition, let $\mathfrak{a}$ be a (1-dimensional) maximal abelian subspace of $\mathfrak{p}$, let $\mathfrak{g}=\mathfrak{g}_{-2 \beta} \oplus \mathfrak{g}_{-\beta} \oplus \mathfrak{a} \oplus \mathfrak{m} \oplus \mathfrak{g}_{\beta} \oplus \mathfrak{g}_{2 \beta}$ be the restricted-root space decomposition, and let $m_{\beta}$ and $m_{2 \beta}$ be the dimensions of $\mathfrak{g}_{\beta}$ and $\mathfrak{g}_{2 \beta}$. Select a maximal abelian subspace $\mathfrak{t}$ of $\mathfrak{m}$, so that the restricted roots are the restrictions to $\mathfrak{a}$ of the roots relative to the Cartan subalgebra $\mathfrak{a} \oplus \mathfrak{t}$. Let $\mathfrak{g}_{1}=\mathfrak{g}_{-2 \beta} \oplus \mathfrak{a} \oplus \mathfrak{m} \oplus \mathfrak{g}_{2 \beta}$ and $\mathfrak{k}_{1}=\mathfrak{g}_{1} \cap \mathfrak{k}$. Finally let $K, A, G_{1}$, and $K_{1}$ be the analytic subgroups of $G$ with Lie algebras $\mathfrak{k}, \mathfrak{a}, \mathfrak{g}_{1}$, and $\mathfrak{k}_{1}$, and let $M$ be the centralizer of $A$ in $K$.
52. If $\alpha$ is a root, write $\alpha_{R}+\alpha_{I}$ with $\alpha_{R}$ the restriction to $\alpha$ and $\alpha_{I}$ the restriction to $t$. The complex conjugate root is $\bar{\alpha}=\alpha_{R}-\alpha_{I}$. Suppose $\alpha$ is complex.
(a) Prove that $2\langle\alpha, \bar{\alpha}\rangle /|\alpha|^{2}$ is 0 or -1 .
(b) Prove that $2\langle\alpha, \bar{\alpha}\rangle /|\alpha|^{2}=0$ implies $|\alpha|^{2}=\frac{1}{2}\left|2 \alpha_{R}\right|^{2}$ and that $2\langle\alpha, \bar{\alpha}\rangle /|\alpha|^{2}=-1$ implies $|\alpha|^{2}=\left|2 \alpha_{R}\right|^{2}$.
53. Prove that if $m_{\beta}$ and $m_{2 \beta}$ are both nonzero, then $2 \beta$ is a root when extended to be 0 on t . Conclude that $m_{\beta}$ is even and $m_{2 \beta}$ is odd.
54. Prove that if $m_{2 \beta} \neq 0$ and $\alpha$ is a complex root with $2\langle\alpha, \bar{\alpha}\rangle /|\alpha|^{2}=0$, then $\alpha_{R}$ is $\pm 2 \beta$.
55. Prove that if $m_{\beta}$ and $m_{2 \beta}$ are both nonzero, then $\mathfrak{g}$ has a Cartan subalgebra that lies in $\mathfrak{k}$. Prove that this Cartan subalgebra may be assumed to be of the form $\mathfrak{t} \oplus \mathbb{R}(X+\theta X)$ with $X \in \mathfrak{g}_{2 \beta}$, so that it lies in $\mathfrak{k}_{1}$.
56. Suppose that $m_{2 \beta} \neq 0$ and that $\mathfrak{g}$ has a Cartan subalgebra lying in $\mathfrak{k}$. Prove the following:
(a) $2 \beta$ is a root when extended to be 0 on $\mathfrak{t}$.
(b) If there are roots of two different lengths, then every noncompact root is short.
57. Suppose that $G$ has a complexification $G^{\mathbb{C}}$, that $m_{2 \beta} \neq 0$, and that $\mathfrak{g}$ has a Cartan subalgebra lying in $\mathfrak{k}_{1}$. Problem 10 of Chapter VI produces an element $g_{\theta}$ of $G$ such that $\operatorname{Ad}\left(g_{\theta}\right)=\theta$, and (7.54) produces a certain element $\gamma_{2 \beta}$ in $M$. Prove the following:
(a) $\operatorname{Ad}\left(\gamma_{2 \beta}\right)=-1$ on $\mathfrak{g}_{\beta}$ and $\mathfrak{g}_{-\beta}$.
(b) $\gamma_{2 \beta}$ is in the center of $M$, the center of $K_{1}$, and the center of $G_{1}$, but it is not in the center of $K$ if $m_{\beta} \neq 0$.
(c) $g_{\theta}$ is in the center of $K_{1}$ and the center of $K$, but it is not in $M$ and is not in the center of $G$.

## CHAPTER VIII

## Integration


#### Abstract

An $m$-dimensional manifold $M$ that is oriented admits a notion of integration $f \mapsto \int_{M} f \omega$ for any smooth $m$ form $\omega$. Here $f$ can be any continuous real-valued function of compact support. This notion of integration behaves in a predictable way under diffeomorphism. When $\omega$ satisfies a positivity condition relative to the orientation, the integration defines a measure on $M$. A smooth map $M \rightarrow N$ with $\operatorname{dim} M<\operatorname{dim} N$ carries $M$ to a set of measure zero.

For a Lie group $G$, a left Haar measure is a nonzero Borel measure invariant under left translations. Such a measure results from integration of $\omega$ if $M=G$ and if the form $\omega$ is positive and left invariant. A left Haar measure is unique up to a multiplicative constant. Left and right Haar measures are related by the modular function, which is given in terms of the adjoint representation of $G$ on its Lie algebra. A group is unimodular if its Haar measure is two-sided invariant. Unimodular Lie groups include those that are abelian or compact or semisimple or reductive or nilpotent.

When a Lie group $G$ has the property that almost every element is a product of elements of two closed subgroups $S$ and $T$ with compact intersection, then the left Haar measures on $G, S$, and $T$ are related. As a consequence, Haar measure on a reductive Lie group has a decomposition that mirrors the Iwasawa decomposition, and also Haar measure satisfies various relationships with the Haar measures of parabolic subgroups. These integration formulas lead to a theorem of Helgason that characterizes and parametrizes irreducible finite-dimensional representations of $G$ with a nonzero $K$ fixed vector.

The Weyl Integration Formula tells how to integrate over a compact connected Lie group by first integrating over conjugacy classes. It is a starting point for an analytic treatment of parts of representation theory for such groups. Harish-Chandra generalized the Weyl Integration Formula to reductive Lie groups that are not necessarily compact. The formula relies on properties of Cartan subgroups proved in Chapter VII.


## 1. Differential Forms and Measure Zero

Let $M$ be an $m$-dimensional manifold, understood to be smooth and to have a countable base for its topology; $M$ need not be connected. We say that $M$ is oriented if an atlas of compatible charts $\left(U_{\alpha}, \varphi_{\alpha}\right)$ is given with the property that the $m$-by- $m$ derivative matrices of all coordinate changes

$$
\begin{equation*}
\varphi_{\beta} \circ \varphi_{\alpha}^{-1}: \varphi_{\alpha}\left(U_{\alpha} \cap U_{\beta}\right) \rightarrow \varphi_{\beta}\left(U_{\alpha} \cap U_{\beta}\right) \tag{8.1}
\end{equation*}
$$

have everywhere positive determinant. When $M$ is oriented, a compatible chart $(U, \varphi)$ is said to be positive relative to $\left(U_{\alpha}, \varphi_{\alpha}\right)$ if the derivative matrix of $\varphi \circ \varphi_{\alpha}^{-1}$ has everywhere positive determinant for all $\alpha$. We always have the option of adjoining to the given atlas of charts for an oriented $M$ any or all other compatible charts $(U, \varphi)$ that are positive relative to all $\left(U_{\alpha}, \varphi_{\alpha}\right)$, and $M$ will still be oriented.

On an oriented $M$ as above, there is a well defined notion of integration involving smooth $m$ forms, which is discussed in Chapter V of Chevalley [1946], Chapter X of Helgason [1962], and elsewhere. In this section we shall review the definition and properties, and then we shall apply the theory in later sections in the context of Lie groups.

We shall make extensive use of pullbacks of differential forms. If $\Phi: M \rightarrow N$ is smooth and if $\omega$ is a smooth $k$ form on $N$, then $\Phi^{*} \omega$ is the smooth $k$ form on $M$ given by

$$
\begin{equation*}
\left(\Phi^{*} \omega\right)_{p}\left(\xi_{1}, \ldots, \xi_{k}\right)=\omega_{\Phi(p)}\left(d \Phi_{p}\left(\xi_{1}\right), \ldots, d \Phi_{p}\left(\xi_{k}\right)\right) \tag{8.2}
\end{equation*}
$$

for $p$ in $M$ and $\xi_{1}, \ldots, \xi_{k}$ in the tangent space $T_{p}(M)$; here $d \Phi_{p}$ is the differential of $\Phi$ at $p$. In case $M$ and $N$ are open subsets of $\mathbb{R}^{m}$ and $\omega$ is the smooth $m$ form $F\left(y_{1}, \ldots, y_{m}\right) d y_{1} \wedge \cdots \wedge d y_{m}$ on $N$, the formula for $\Phi^{*} \omega$ on $M$ is

$$
\begin{equation*}
\Phi^{*} \omega=(F \circ \Phi)\left(x_{1}, \ldots, x_{m}\right) \operatorname{det}\left(\Phi^{\prime}\left(x_{1}, \ldots, x_{m}\right)\right) d x_{1} \wedge \cdots \wedge d x_{m} \tag{8.3}
\end{equation*}
$$

where $\Phi$ has $m$ entries $y_{1}\left(x_{1}, \ldots, x_{m}\right), \ldots, y_{m}\left(x_{1}, \ldots, x_{m}\right)$ and where $\Phi^{\prime}$ denotes the derivative matrix $\left(\frac{\partial y_{i}}{\partial x_{j}}\right)$.

Let $\omega$ be a smooth $m$ form on $M$. The theory of integration provides a definition of $\int_{M} f \omega$ for all $f$ in the space $C_{\mathrm{com}}(M)$ of continuous functions of compact support on $M$. Namely we first assume that $f$ is compactly supported in a coordinate neighborhood $U_{\alpha}$. The local expression for $\omega$ in $\varphi_{\alpha}\left(U_{\alpha}\right)$ is

$$
\begin{equation*}
\left(\varphi_{\alpha}^{-1}\right)^{*} \omega=F_{\alpha}\left(x_{1}, \ldots, x_{m}\right) d x_{1} \wedge \cdots \wedge d x_{m} \tag{8.4}
\end{equation*}
$$

with $F_{\alpha}: \varphi_{\alpha}\left(U_{\alpha}\right) \rightarrow \mathbb{R}$ smooth. Since $f \circ \varphi_{\alpha}^{-1}$ is compactly supported in $\varphi_{\alpha}\left(U_{\alpha}\right)$, it makes sense to define
(8.5a) $\int_{M} f \omega=\int_{\varphi_{\alpha}\left(U_{\alpha}\right)}\left(f \circ \varphi_{\alpha}^{-1}\right)\left(x_{1}, \ldots, x_{m}\right) F_{\alpha}\left(x_{1}, \ldots, x_{m}\right) d x_{1} \cdots d x_{m}$.

If $f$ is compactly supported in an intersection $U_{\alpha} \cap U_{\beta}$, then the integral is given also by
(8.5b) $\int_{M} f \omega=\int_{\varphi_{\beta}\left(U_{\beta}\right)}\left(f \circ \varphi_{\beta}^{-1}\right)\left(y_{1}, \ldots, y_{m}\right) F_{\beta}\left(y_{1}, \ldots, y_{m}\right) d y_{1} \cdots d y_{m}$.

To see that the right sides of (8.5) are equal, we use the change of variables formula for multiple integrals. The change of variables $y=\varphi_{\beta} \circ \varphi_{\alpha}^{-1}(x)$ in (8.1) expresses $y_{1}, \ldots, y_{m}$ as functions of $x_{1}, \ldots, x_{m}$, and (8.5b) therefore is

$$
\begin{aligned}
& =\int_{\varphi_{\beta}\left(U_{\alpha} \cap U_{\beta}\right)}\left(f \circ \varphi_{\beta}^{-1}\right)\left(y_{1}, \ldots, y_{m}\right) F_{\beta}\left(y_{1}, \ldots, y_{m}\right) d y_{1} \cdots d y_{m} \\
& =\int_{\varphi_{\alpha}\left(U_{\alpha} \cap U_{\beta}\right)} f \circ \varphi_{\beta}^{-1} \circ \varphi_{\beta} \circ \varphi_{\alpha}^{-1}\left(x_{1}, \ldots, x_{m}\right) \\
& \quad \times F_{\beta} \circ \varphi_{\beta} \circ \varphi_{\alpha}^{-1}\left(x_{1}, \ldots, x_{m}\right)\left|\operatorname{det}\left(\varphi_{\beta} \circ \varphi_{\alpha}^{-1}\right)^{\prime}\right| d x_{1} \cdots d x_{m} .
\end{aligned}
$$

The right side here will be equal to the right side of (8.5a) if it is shown that

$$
\begin{equation*}
F_{\alpha} \stackrel{?}{=}\left(F_{\beta} \circ \varphi_{\beta} \circ \varphi_{\alpha}^{-1}\right)\left|\operatorname{det}\left(\varphi_{\beta} \circ \varphi_{\alpha}^{-1}\right)^{\prime}\right| . \tag{8.6}
\end{equation*}
$$

Now

$$
\begin{array}{rlr}
F_{\alpha} d x_{1} \wedge \cdots \wedge d x_{m} & =\left(\varphi_{\alpha}^{-1}\right)^{*} \omega & \text { from (8.4) } \\
& =\left(\varphi_{\beta} \circ \varphi_{\alpha}^{-1}\right)^{*}\left(\varphi_{\beta}^{-1}\right)^{*} \omega & \\
& =\left(\varphi_{\beta} \circ \varphi_{\alpha}^{-1}\right)^{*}\left(F_{\beta} d y_{1} \wedge \cdots d y_{m}\right) & \\
& =\left(F_{\beta} \circ \varphi_{\beta} \circ \varphi_{\alpha}^{-1}\right) \operatorname{det}\left(\varphi_{\beta} \circ \varphi_{\alpha}^{-1}\right)^{\prime} d x_{1} \wedge \cdots \wedge d x_{m} \\
& \quad \text { by (8.4) }
\end{array}
$$

Thus

$$
\begin{equation*}
F_{\alpha}=\left(F_{\beta} \circ \varphi_{\beta} \circ \varphi_{\alpha}^{-1}\right) \operatorname{det}\left(\varphi_{\beta} \circ \varphi_{\alpha}^{-1}\right)^{\prime} . \tag{8.7a}
\end{equation*}
$$

Since $\operatorname{det}\left(\varphi_{\beta} \circ \varphi_{\alpha}^{-1}\right)^{\prime}$ is everywhere positive, (8.6) follows from (8.7a).
Therefore $\int_{M} f \omega$ is well defined if $f$ is compactly supported in $U_{\alpha} \cap U_{\beta}$.
For future reference we rewrite (8.7a) in terms of coordinates as

$$
\begin{equation*}
F_{\beta}\left(y_{1}, \ldots, y_{m}\right)=F_{\alpha}\left(x_{1}, \ldots, x_{m}\right) \operatorname{det}\left(\frac{\partial y_{i}}{\partial x_{j}}\right)^{-1} \tag{8.7b}
\end{equation*}
$$

To define $\int_{M} f \omega$ for general $f$ in $C_{\text {com }}(M)$, we make use of a smooth partition of unity $\left\{\psi_{\alpha}\right\}$ such that $\psi_{\alpha}$ is compactly supported in $U_{\alpha}$ and only finitely many $\psi_{\alpha}$ are nonvanishing on each compact set. Then $f=\sum \psi_{\alpha} f$ is actually a finite sum, and we can define

$$
\begin{equation*}
\int_{M} f \omega=\sum \int_{M}\left(\psi_{\alpha} f\right) \omega \tag{8.8}
\end{equation*}
$$

Using the consistency result proved above by means of (8.6), one shows that this definition is unchanged if the partition of unity is changed, and then $\int_{M} f \omega$ is well defined. (For a proof one may consult either of the above references.)

When $\omega$ is fixed, it is apparent from (8.5a) and (8.8) that the map $f \mapsto \int_{M} f \omega$ is a linear functional on $C_{\text {com }}(M)$. We say that $\omega$ is positive relative to the given atlas if each local expression (8.4) has $F_{\alpha}\left(x_{1}, \ldots, x_{m}\right)$ everywhere positive on $\varphi_{\alpha}\left(U_{\alpha}\right)$. In this case the linear functional $f \mapsto \int_{M} f \omega$ is positive in the sense that $f \geq 0$ implies $\int_{M} f \omega \geq 0$. By the Riesz Representation Theorem there exists a Borel measure $d \mu_{\omega}$ on $M$ such that $\int_{M} f \omega=\int_{M} f(x) d u_{\omega}(x)$ for all $f \in C_{\mathrm{com}}(M)$. The first two propositions tell how to create and recognize positive $\omega$ 's.

Proposition 8.9. If an $m$-dimensional manifold $M$ admits a nowherevanishing $m$ form $\omega$, then $M$ can be oriented so that $\omega$ is positive.

Proof. Let $\left\{\left(U_{\alpha}, \varphi_{\alpha}\right)\right\}$ be an atlas for $M$. The components of each $U_{\alpha}$ are open and cover $U_{\alpha}$. Thus there is no loss of generality in assuming that each coordinate neighborhood $U_{\alpha}$ is connected. For each $U_{\alpha}$, let $F_{\alpha}$ be the function in (8.4) in the local expression for $\omega$ in $\varphi_{\alpha}\left(U_{\alpha}\right)$. Since $\omega$ is nowhere vanishing and $U_{\alpha}$ is connected, $F_{\alpha}$ has constant sign. If the sign is negative, we redefine $\varphi_{\alpha}$ by following it with the map $\left(x_{1}, x_{2}, \ldots, x_{m}\right) \mapsto$ $\left(-x_{1}, x_{2}, \ldots, x_{m}\right)$, and then $F_{\alpha}$ is positive. In this way we can arrange that all $F_{\alpha}$ are positive on their domains. Referring to (8.7b), we see that each function $\operatorname{det}\left(\frac{\partial y_{i}}{\partial x_{j}}\right)$ is positive on its domain. Hence $M$ is oriented. Since the $F_{\alpha}$ are all positive, $\omega$ is positive relative to this orientation.

Proposition 8.10. If a connected manifold $M$ is oriented and if $\omega$ is a nowhere-vanishing smooth $m$ form on $M$, then either $\omega$ is positive or $-\omega$ is positive.

Proof. At each point $p$ of $M$, all the functions $F_{\alpha}$ representing $\omega$ locally as in (8.4) have $F_{\alpha}\left(\varphi_{\alpha}(p)\right)$ nonzero of the same sign because of (8.7b), the
nowhere-vanishing of $\omega$, and the fact that $M$ is oriented. Let $S$ be the set where this common sign is positive. Possibly replacing $\omega$ by $-\omega$, we may assume that $S$ is nonempty. We show that $S$ is open and closed. Let $p$ be in $S$ and let $U_{\alpha}$ be a coordinate neighborhood containing $p$. Then $F_{\alpha}\left(\varphi_{\alpha}(p)\right)>$ 0 since $p$ is in $S$, and hence $F_{\alpha} \circ \varphi_{\alpha}$ is positive in a neighborhood of $p$. Hence $S$ is open. Let $\left\{p_{n}\right\}$ be a sequence in $S$ converging to $p$ in $M$, and let $U_{\alpha}$ be a coordinate neighborhood containing $p$. Then $F_{\alpha}\left(\varphi_{\alpha}\left(p_{n}\right)\right)>0$ and $F_{\alpha}\left(\varphi_{\alpha}(p)\right) \neq 0$. Since $\lim F_{\alpha}\left(\varphi_{\alpha}\left(p_{n}\right)\right)=F_{\alpha}\left(\varphi_{\alpha}(p)\right), F_{\alpha}\left(\varphi_{\alpha}(p)\right)$ is $>0$. Therefore $p$ is in $S$, and $S$ is closed. Since $M$ is connected and $S$ is nonempty open closed, $S=M$.

The above theory allows us to use nowhere-vanishing smooth $m$ forms to define measures on manifolds. But we can define sets of measure zero without $m$ forms and orientations. Let $\left\{\left(U_{\alpha}, \varphi_{\alpha}\right)\right\}$ be an atlas for the $m$ dimensional manifold $M$. We say that a subset $S$ of $M$ has measure zero if $\varphi_{\alpha}\left(S \cap U_{\alpha}\right)$ has $m$-dimensional Lebesgue measure 0 for all $\alpha$.

Suppose that $M$ is oriented and $\omega$ is a positive $m$ form. If $d \mu_{\omega}$ is the associated measure and if $\omega$ has local expressions as in (8.4), then (8.5a) shows that

$$
\begin{equation*}
d \mu_{\omega}\left(S \cap U_{\alpha}\right)=\int_{\varphi_{\alpha}\left(S \cap U_{\alpha}\right)} F_{\alpha}\left(x_{1}, \ldots, x_{m}\right) d x_{1} \cdots d x_{m} \tag{8.11}
\end{equation*}
$$

If $S$ has measure zero in the sense of the previous paragraph, then the right side is 0 and hence $d \mu_{\omega}\left(S \cap U_{\alpha}\right)=0$. Since a countable collection of $U_{\alpha}$ 's suffices to cover $M, d \mu_{\omega}(S)=0$. Thus a set a measure zero as in the previous paragraph has $d \mu_{\omega}(S)=0$.

Conversely if $\omega$ is a nowhere-vanishing positive $m$ form, $d \mu_{\omega}(S)=0$ implies that $S$ has measure zero as above. In fact, the left side of (8.11) is 0 , and the integrand on the right side is $>0$ everywhere. Therefore $\varphi_{\alpha}\left(S \cap U_{\alpha}\right)$ has Lebesgue measure 0 .

Let $\Phi: M \rightarrow N$ be a smooth map between $m$-dimensional manifolds. A critical point $p$ of $\Phi$ is a point where $d \Phi_{p}$ has rank $<m$. In this case, $\Phi(p)$ is called a critical value.

Theorem 8.12 (Sard's Theorem). If $\Phi: M \rightarrow N$ is a smooth map between $m$-dimensional manifolds, then the set of critical values of $\Phi$ has measure zero in $N$.

Proof. About each point of $M$, we can choose a compatible chart ( $U, \varphi$ ) so that $\Phi(U)$ is contained in a coordinate neighborhood of $N$. Countably
many of these charts in $M$ cover $M$, and it is enough to consider one of them. We may then compose with the coordinate mappings to see that it is enough to treat the following situation: $\Phi$ is a smooth map defined on a neighborhood of $C=\left\{x \in \mathbb{R}^{m} \mid 0 \leq x_{i} \leq 1\right.$ for $\left.1 \leq i \leq m\right\}$ with values in $\mathbb{R}^{m}$, and we are to prove that $\Phi$ of the critical points in $C$ has Lebesgue measure 0 in $\mathbb{R}^{m}$.

For points $x=\left(x_{1}, \ldots, x_{m}\right)$ and $x^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)$ in $\mathbb{R}^{m}$, the Mean Value Theorem gives

$$
\begin{equation*}
\Phi_{i}\left(x^{\prime}\right)-\Phi_{i}(x)=\sum_{j=1}^{m} \frac{\partial \Phi_{i}}{\partial x_{j}}\left(z_{i}\right)\left(x_{j}^{\prime}-x_{j}\right) \tag{8.13}
\end{equation*}
$$

where $z_{i}$ is a point on the line segment from $x$ to $x^{\prime}$. Since the $\frac{\partial \Phi_{i}}{\partial x_{j}}$ are bounded on $C$, we see as a consequence that

$$
\begin{equation*}
\left\|\Phi\left(x^{\prime}\right)-\Phi(x)\right\| \leq a\left\|x^{\prime}-x\right\| \tag{8.14}
\end{equation*}
$$

with $a$ independent of $x$ and $x^{\prime}$. Let $L_{x}\left(x^{\prime}\right)=\left(L_{x, 1}\left(x^{\prime}\right), \ldots, L_{x, m}\left(x^{\prime}\right)\right)$ be the best first-order approximation to $\Phi$ about $x$, namely

$$
\begin{equation*}
L_{x, i}\left(x^{\prime}\right)=\Phi_{i}(x)+\sum_{j=1}^{m} \frac{\partial \Phi_{i}}{\partial x_{j}}(x)\left(x_{j}^{\prime}-x_{j}\right) \tag{8.15}
\end{equation*}
$$

Subtracting (8.15) from (8.13), we obtain

$$
\Phi_{i}\left(x^{\prime}\right)-L_{x, i}\left(x^{\prime}\right)=\sum_{j=1}^{m}\left(\frac{\partial \Phi_{i}}{\partial x_{j}}\left(z_{i}\right)-\frac{\partial \Phi_{i}}{\partial x_{j}}(x)\right)\left(x_{j}^{\prime}-x_{j}\right)
$$

Since $\frac{\partial \Phi_{i}}{\partial x_{j}}$ is smooth and $\left\|z_{i}-x\right\| \leq\left\|x^{\prime}-x\right\|$, we deduce that

$$
\begin{equation*}
\left\|\Phi\left(x^{\prime}\right)-L_{x}\left(x^{\prime}\right)\right\| \leq b\left\|x^{\prime}-x\right\|^{2} \tag{8.16}
\end{equation*}
$$

with $b$ independent of $x$ and $x^{\prime}$.
If $x$ is a critical point, let us bound the image of the set of $x^{\prime}$ with $\left\|x^{\prime}-x\right\| \leq c$. The determinant of the linear part of $L_{x}$ is 0 , and hence $L_{x}$ has image in a hyperplane. By (8.16), $\Phi\left(x^{\prime}\right)$ has distance $\leq b c^{2}$ from this hyperplane. In each of the $m-1$ perpendicular directions, (8.14) shows that $\Phi\left(x^{\prime}\right)$ and $\Phi(x)$ are at distance $\leq a c$ from each other. Thus $\Phi\left(x^{\prime}\right)$ is
contained in a rectangular solid about $\Phi(x)$ of volume $2^{m}(a c)^{m-1}\left(b c^{2}\right)=$ $2^{m} a^{m-1} b c^{m+1}$.

We subdivide $C$ into $N^{m}$ smaller cubes of side $1 / N$. If one of these smaller cubes contains a critical point $x$, then any point $x^{\prime}$ in the smaller cube has $\left\|x^{\prime}-x\right\| \leq \sqrt{m} / N$. By the result of the previous paragraph, $\Phi$ of the cube is contained in a solid of volume $2^{m} a^{m-1} b(\sqrt{m} / N)^{m+1}$. The union of these solids, taken over all small cubes containing a critical point, contains the critical values. Since there are at most $N^{m}$ cubes, the outer measure of the set of critical values is $\leq 2^{m} a^{m-1} b m^{\frac{1}{2}(m+1)} N^{-1}$. This estimate is valid for all $N$, and hence the set of critical values has Lebesgue measure 0 .

Corollary 8.17. If $\Phi: M \rightarrow N$ is a smooth map between manifolds with $\operatorname{dim} M<\operatorname{dim} N$, then the image of $\Phi$ has measure zero in $N$.

Proof. Let $\operatorname{dim} M=k<m=\operatorname{dim} N$. Without loss of generality we may assume that $M \subseteq \mathbb{R}^{k}$. Sard's Theorem (Theorem 8.12) applies to the composition of the projection $\mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ followed by $\Phi$. Every point of the domain is a critical point, and hence every point of the image is a critical value. The result follows.

We define a lower-dimensional set in $N$ to be any set contained in the countable union of smooth images of manifolds $M$ with $\operatorname{dim} M<\operatorname{dim} N$. It follows from Corollary 8.17 that any lower-dimensional set in $N$ has measure zero.

Let $M$ and $N$ be oriented $m$-dimensional manifolds, and let $\Phi: M \rightarrow N$ be a diffeomorphism. We say that $\Phi$ is orientation preserving if, for every chart $\left(U_{\alpha}, \varphi_{\alpha}\right)$ in the atlas for $M$, the chart $\left(\Phi\left(U_{\alpha}\right), \varphi_{\alpha} \circ \Phi^{-1}\right)$ is positive relative to the atlas for $N$. In this case the atlas of charts for $N$ can be taken to be $\left\{\left(\Phi\left(U_{\alpha}\right), \varphi_{\alpha} \circ \Phi^{-1}\right)\right\}$. Then the change of variables formula for multiple integrals may be expressed using pullbacks as in the following proposition.

Proposition 8.19. Let $M$ and $N$ be oriented $m$-dimensional manifolds, and let $\Phi: M \rightarrow N$ be an orientation-preserving diffeomorphism. If $\omega$ is a smooth $m$ form on $N$, then

$$
\int_{N} f \omega=\int_{M}(f \circ \Phi) \Phi^{*} \omega
$$

for every $f \in C_{\text {com }}(N)$.

Proof. Let the atlas for $M$ be $\left\{\left(U_{\alpha}, \varphi_{\alpha}\right)\right\}$, and take the atlas for $N$ to be $\left\{\left(\Phi\left(U_{\alpha}\right), \varphi_{\alpha} \circ \Phi^{-1}\right)\right\}$. It is enough to prove the result for $f$ compactly supported in a particular $\Phi\left(U_{\alpha}\right)$. For such $f$, (8.5) gives
$\int_{N} f \omega=\int_{\varphi_{\alpha} \Phi^{-1}\left(\Phi\left(U_{\alpha}\right)\right)} f \circ \Phi \circ \varphi_{\alpha}^{-1}\left(x_{1}, \ldots, x_{m}\right) F_{\alpha}\left(x_{1}, \ldots, x_{m}\right) d x_{1} \cdots d x_{m}$,
where $F_{\alpha}$ is the function with

$$
\begin{equation*}
\left(\left(\varphi_{\alpha} \circ \Phi^{-1}\right)^{-1}\right)^{*} \omega=F_{\alpha}\left(x_{1}, \ldots, x_{m}\right) d x_{1} \wedge \cdots \wedge d x_{m} \tag{8.20b}
\end{equation*}
$$

The function $f \circ \Phi$ is compactly supported in $U_{\alpha}$, and (8.5) gives also

$$
\begin{equation*}
\int_{M}(f \circ \Phi) \Phi^{*} \omega=\int_{\varphi_{\alpha}\left(U_{\alpha}\right)} f \circ \Phi \circ \varphi_{\alpha}^{-1}\left(x_{1}, \ldots, x_{m}\right) F_{\alpha}\left(x_{1}, \ldots, x_{m}\right) d x_{1} \cdots d x_{m} \tag{8.20c}
\end{equation*}
$$

since

$$
\left(\varphi_{\alpha}^{-1}\right)^{*} \Phi^{*} \omega=\left(\left(\varphi_{\alpha} \circ \Phi^{-1}\right)^{-1}\right)^{*} \omega=F_{\alpha}\left(x_{1}, \ldots, x_{m}\right) d x_{1} \wedge \cdots \wedge d x_{m}
$$

by (8.20b). The right sides of (8.20a) and (8.20c) are equal, and hence so are the left sides.

## 2. Haar Measure for Lie Groups

Let $G$ be a Lie group, and let $\mathfrak{g}$ be its Lie algebra. For $g \in G$, let $L_{g}: G \rightarrow G$ and $R_{g}: G \rightarrow G$ be the left and right translations $L_{g}(x)=g x$ and $R_{g}(x)=x g$. A smooth $k$ form $\omega$ on $G$ is left invariant if $L_{g}^{*} \omega=\omega$ for all $g \in G$, right invariant if $R_{g}^{*} \omega=\omega$ for all $g \in G$.

Regarding $\mathfrak{g}$ as the tangent space at 1 of $G$, let $X_{1}, \ldots, X_{m}$ be a basis of $\mathfrak{g}$, and let $\widetilde{X}_{1}, \ldots, \widetilde{X}_{m}$ be the corresponding left-invariant vector fields on $G$. We can define smooth 1 forms $\omega_{1}, \ldots, \omega_{m}$ on $G$ by the condition that $\left(\omega_{i}\right)_{p}\left(\left(\widetilde{X}_{j}\right)_{p}\right)=\delta_{i j}$ for all $p$. Then $\omega_{1}, \ldots, \omega_{m}$ are left invariant, and at each point of $G$ they form a basis of the dual of the tangent space at that point. The differential form $\omega=\omega_{1} \wedge \cdots \wedge \omega_{m}$ is therefore a smooth $m$ form that is nowhere vanishing on $G$. Since pullback commutes with $\wedge, \omega$ is left invariant. Using Proposition 8.9 , we can orient $G$ so that $\omega$ is positive. This proves part of the following theorem.

Theorem 8.21. If $G$ is a Lie group of dimension $m$, then $G$ admits a nowhere-vanishing left-invariant smooth $m$ form $\omega$. Then $G$ can be oriented so that $\omega$ is positive, and $\omega$ defines a nonzero Borel measure $d \mu_{l}$ on $G$ that is left invariant in the sense that $d \mu_{l}\left(L_{g} E\right)=d \mu_{l}(E)$ for all $g \in G$ and every Borel set $E$ in $G$.

Proof. We have seen that $\omega$ exists and that $G$ may be oriented so that $\omega$ is positive. Let $d \mu_{l}$ be the associated measure, so that $\int_{G} f \omega=$ $\int_{G} f(x) d \mu_{l}(x)$ for all $f \in C_{\text {com }}(G)$. From Proposition 8.19 and the equality $L_{g}^{*} \omega=\omega$, we have

$$
\begin{equation*}
\int_{G} f(g x) d \mu_{l}(x)=\int_{G} f(x) d \mu_{l}(x) \tag{8.22}
\end{equation*}
$$

for all $f \in C_{\text {com }}(G)$. If $K$ is a compact set in $G$, we can apply (8.22) to all $f$ that are $\geq$ the characteristic function of $K$. Taking the infimum shows that $d \mu_{l}\left(L_{g^{-1}} K\right)=d \mu_{l}(K)$. Since $G$ has a countable base, the measure $d \mu_{l}$ is automatically regular, and hence $d \mu_{l}\left(L_{g^{-1}} E\right)=d \mu_{l}(E)$ for all Borel sets $E$.

A nonzero Borel measure on $G$ invariant under left translation is called a left Haar measure on $G$. Theorem 8.21 thus says that a left Haar measure exists.

In the construction of the left-invariant $m$ form $\omega$ before Theorem 8.21, a different basis of $G$ would have produced a multiple of $\omega$, hence a multiple of the left Haar measure in Theorem 8.21. If the second basis is $Y_{1}, \ldots, Y_{m}$ and if $Y_{j}=\sum_{i=1}^{m} a_{i j} X_{i}$, then the multiple is $\operatorname{det}\left(a_{i j}\right)^{-1}$. When the determinant is positive, we are led to orient $G$ in the same way, otherwise oppositely. The new left Haar measure is $\left|\operatorname{det}\left(a_{i j}\right)\right|^{-1}$ times the old. The next result strengthens this assertion of uniqueness of Haar measure.

Theorem 8.23. If $G$ is a Lie group, then any two left Haar measures on $G$ are proportional.

Proof. Let $d \mu_{1}$ and $d \mu_{2}$ be left Haar measures. Then the sum $d \mu=$ $d \mu_{1}+d \mu_{2}$ is a left Haar measure, and $d \mu(E)=0$ implies $d \mu_{1}(E)=0$. By the Radon-Nikodym Theorem there exists a Borel function $h_{1} \geq 0$ such that $d \mu_{1}=h_{1} d \mu$. Fix $g$ in $G$. By the left invariance of $d \mu_{1}$ and $d \mu$, we have

$$
\begin{aligned}
\int_{G} f(x) h_{1}\left(g^{-1} x\right) d \mu(x) & =\int_{G} f(g x) h_{1}(x) d \mu(x)=\int_{G} f(g x) d \mu_{1}(x) \\
& =\int_{G} f(x) d \mu_{1}(x)=\int_{G} f(x) h_{1}(x) d \mu(x)
\end{aligned}
$$

for every Borel function $f \geq 0$. Therefore the measures $h_{1}\left(g^{-1} x\right) d \mu(x)$ and $h_{1}(x) d \mu(x)$ are equal, and $h_{1}\left(g^{-1} x\right)=h_{1}(x)$ for almost every $x \in G$ (with respect to $d \mu$ ). We can regard $h_{1}\left(g^{-1} x\right)$ and $h_{1}(x)$ as functions of $(g, x) \in G \times G$, and these are Borel functions since the group operations are continuous. For each $g$, they are equal for almost every $x$. By Fubini's Theorem they are equal for almost every pair ( $g, x$ ) (with respect to the product measure), and then for almost every $x$ they are equal for almost every $g$. Pick such an $x$, say $x_{0}$. Then it follows that $h_{1}(x)=h_{1}\left(x_{0}\right)$ for almost every $x$. Thus $d \mu_{1}=h_{1}\left(x_{0}\right) d \mu$. So $d \mu_{1}$ is a multiple of $d \mu$, and so is $d \mu_{2}$.

A right Haar measure on $G$ is a nonzero Borel measure invariant under right translations. Such a measure may be constructed similarly by starting from right-invariant 1 forms and creating a nonzero right-invariant $m$ form. As is true for left Haar measures, any two right Haar measures are proportional. To simplify the notation, we shall denote particular left and right Haar measures on $G$ by $d_{l} x$ and $d_{r} x$, respectively.

An important property of left and right Haar measures is that
any nonempty open set has nonzero Haar measure.
In fact, in the case of a left Haar measure if any compact set is given, finitely many left translates of the given open set together cover the compact set. If the open set had 0 measure, so would its left translates and so would every compact set. Then the measure would be identically 0 by regularity.

Another important property is that

$$
\begin{equation*}
\text { any lower-dimensional set in } G \text { has } 0 \text { Haar measure. } \tag{8.25}
\end{equation*}
$$

In fact, Theorems 8.21 and 8.23 show that left and right Haar measures are given by nowhere-vanishing differential forms. The sets of measure 0 relative to Haar measure are therefore the same as the sets of measure zero in the sense of Sard's Theorem, and (8.25) is a special case of (8.18).

Since left translations on $G$ commute with right translations, $d_{l}(\cdot t)$ is a left Haar measure for any $t \in G$. Left Haar measures are proportional, and we therefore define the modular function $\Delta: G \rightarrow \mathbb{R}^{+}$of $G$ by

$$
\begin{equation*}
d_{l}(\cdot t)=\Delta(t)^{-1} d_{l}(\cdot) . \tag{8.26}
\end{equation*}
$$

Proposition 8.27. If $G$ is a Lie group, then the modular function for $G$ is given by $\Delta(t)=|\operatorname{det} \operatorname{Ad}(t)|$.

Proof. If $X$ is in $\mathfrak{g}$ and $\tilde{X}$ is the corresponding left-invariant vector field, then we can use Proposition 1.86 to make the computation

$$
\begin{aligned}
\left(d R_{t^{-1}}\right)_{p}\left(\tilde{X}_{p}\right) h & =\widetilde{X}_{p}\left(h \circ R_{t^{-1}}\right)=\left.\frac{d}{d r} h\left(p(\exp r X) t^{-1}\right)\right|_{r=0} \\
& =\left.\frac{d}{d r} h\left(p t^{-1} \exp r \operatorname{Ad}(t) X\right)\right|_{r=0}=(\operatorname{Ad}(t) X)^{\sim} h\left(p t^{-1}\right)
\end{aligned}
$$

and the conclusion is that

$$
\begin{equation*}
\left(d R_{t^{-1}}\right)_{p}\left(\tilde{X}_{p}\right)=(\operatorname{Ad}(t) X)_{p t^{-1}}^{\sim} \tag{8.28}
\end{equation*}
$$

Therefore the left-invariant $m$ form $\omega$ has

$$
\begin{aligned}
\left(R_{t^{-1}}^{*} \omega\right)_{p} & \left(\left(\widetilde{X}_{1}\right)_{p}, \ldots,\left(\widetilde{X}_{m}\right)_{p}\right) \\
& =\omega_{p t^{-1}}\left(\left(d R_{t^{-1}}\right)_{p}\left(\tilde{X}_{1}\right)_{p}, \ldots,\left(d R_{t^{-1}}\right)_{p}\left(\widetilde{X}_{m}\right)_{p}\right) \\
& =\omega_{p t^{-1}}\left(\left(\operatorname{Ad}(t) X_{1}\right)_{p t^{-1}}, \ldots,\left(\operatorname{Ad}(t) X_{m}\right)_{p t^{-1}}\right) \quad \text { by }(8.28) \\
& =(\operatorname{det} \operatorname{Ad}(t)) \omega_{p t^{-1}}\left(\left(\widetilde{X}_{1}\right)_{p t^{-1}}, \ldots,\left(\widetilde{X}_{m}\right)_{p t^{-1}}\right)
\end{aligned}
$$

and we obtain

$$
\begin{equation*}
R_{t^{-1}}^{*} \omega=(\operatorname{det} \operatorname{Ad}(t)) \omega \tag{8.29}
\end{equation*}
$$

The assumption is that $\omega$ is positive, and therefore $R_{t^{-1}}^{*} \omega$ or $-R_{t^{-1}}^{*} \omega$ is positive according as the sign of $\operatorname{det} \operatorname{Ad}(t)$. When $\operatorname{det} \operatorname{Ad}(t)$ is positive, Proposition 8.19 and (8.29) give

$$
\begin{aligned}
(\operatorname{det} \operatorname{Ad}(t)) \int_{G} f(x) d_{l} x & =(\operatorname{det} \operatorname{Ad}(t)) \int_{G} f \omega=\int_{G} f R_{t^{-1}}^{*} \omega \\
& =\int_{G}\left(f \circ R_{t}\right) \omega=\int_{G} f(x t) d_{l} x \\
& =\int_{G} f(x) d_{l}\left(x t^{-1}\right)=\Delta(t) \int_{G} f(x) d_{l} x
\end{aligned}
$$

and thus $\operatorname{det} \operatorname{Ad}(t)=\Delta(t)$. When $\operatorname{det} \operatorname{Ad}(t)$ is negative, every step of this computation is valid except for the first equality of the second line. Since $-R_{t^{-1}}^{*} \omega$ is positive, Proposition 8.19 requires a minus sign in its formula in order to apply to $\Phi=R_{t^{-1}}$. Thus $-\operatorname{det} \operatorname{Ad}(t)=\Delta(t)$. For all $t$, we therefore have $\Delta(t)=|\operatorname{det} \operatorname{Ad}(t)|$.

Corollary 8.30. The modular function $\Delta$ for $G$ has the properties that
(a) $\Delta: G \rightarrow \mathbb{R}^{+}$is a smooth homomorphism,
(b) $\Delta(t)=1$ for $t$ in any compact subgroup of $G$ and in any semisimple analytic subgroup of $G$,
(c) $d_{l}\left(x^{-1}\right)$ and $\Delta(x) d_{l} x$ are right Haar measures and are equal,
(d) $d_{r}\left(x^{-1}\right)$ and $\Delta(x)^{-1} d_{r} x$ are left Haar measures and are equal,
(e) $d_{r}(t \cdot)=\Delta(t) d_{r}(\cdot)$ for any right Haar measure on $G$.

Proof. Conclusion (a) is immediate from Proposition 8.27. The image under $\Delta$ of any compact subgroup of $G$ is a compact subgroup of $\mathbb{R}^{+}$and hence is $\{1\}$. This proves the first half of (b), and the second half follows from Lemma 4.28.

In (c) put $d \mu(x)=\Delta(x) d_{l} x$. This is a Borel measure since $\Delta$ is continuous (by (a)). Since $\Delta$ is a homomorphism, (8.26) gives

$$
\begin{aligned}
\int_{G} f(x t) d \mu(x) & =\int_{G} f(x t) \Delta(x) d_{l} x=\int_{G} f(x) \Delta\left(x t^{-1}\right) d_{l}\left(x t^{-1}\right) \\
& =\int_{G} f(x) \Delta(x) \Delta\left(t^{-1}\right) \Delta(t) d_{l} x \\
& =\int_{G} f(x) \Delta(x) d_{l} x=\int_{G} f(x) d \mu(x) .
\end{aligned}
$$

Hence $d \mu(x)$ is a right Haar measure. It is clear that $d_{l}\left(x^{-1}\right)$ is a right Haar measure, and thus Theorem 8.23 for right Haar measures implies that $d_{l}\left(x^{-1}\right)=c \Delta(x) d_{l} x$ for some constant $c>0$. Changing $x$ to $x^{-1}$ in this formula, we obtain

$$
d_{l} x=c \Delta\left(x^{-1}\right) d_{l}\left(x^{-1}\right)=c^{2} \Delta\left(x^{-1}\right) \Delta(x) d_{l} x=c^{2} d_{l} x .
$$

Hence $c=1$, and (c) is proved.
For (d) and (e) there is no loss of generality in assuming that $d_{r} x=$ $d_{l}\left(x^{-1}\right)=\Delta(x) d_{l} x$, in view of (c). Conclusion (d) is immediate from this identity if we replace $x$ by $x^{-1}$. For (e) we have

$$
\begin{aligned}
\int_{G} f(x) d_{r}(t x) & =\int_{G} f\left(t^{-1} x\right) d_{r} x=\int_{G} f\left(t^{-1} x\right) \Delta(x) d_{l} x \\
& =\int_{G} f(x) \Delta(t x) d_{l} x \\
& =\Delta(t) \int_{G} f(x) \Delta(x) d_{l} x=\Delta(t) \int_{G} f(x) d_{r} x
\end{aligned}
$$

and we conclude that $d_{r}(t \cdot)=\Delta(t) d_{r}(\cdot)$.

The Lie group $G$ is said to be unimodular if every left Haar measure is a right Haar measure (and vice versa). In this case we can speak of Haar measure on $G$. In view of (8.26), $G$ is unimodular if and only if $\Delta(t)=1$ for all $t \in G$.

Corollary 8.31. The following kinds of Lie groups are always unimodular:
(a) abelian Lie groups,
(b) compact Lie groups,
(c) semisimple Lie groups,
(d) reductive Lie groups,
(e) nilpotent Lie groups.

Proof. Conclusion (a) is trivial, and (b) and (c) follow from Corollary 8.30b. For (d) let ( $G, K, \theta, B$ ) be reductive. By Proposition 7.27, $G \cong$ ${ }^{0} G \times Z_{\text {vec }}$. A left Haar measure for $G$ may be obtained as the product of the left Haar measures of the factors, and (a) shows that $Z_{v e c}$ is unimodular. Hence it is enough to consider ${ }^{0} G$, which is reductive by Proposition 7.27 c . The modular function for ${ }^{0} G$ must be 1 on $K$ by Corollary 8.30 b, and $K$ meets every component of ${ }^{0} G$. Thus it is enough to prove that ${ }^{0} G_{0}$ is unimodular. This group is generated by its center and its semisimple part. The center is compact by Proposition 7.27, and the modular function must be 1 there, by Corollary 8.30 b . Again by Corollary 8.30b, the modular function must be 1 on the semisimple part. Then (d) follows.

For (e) we appeal to Proposition 8.27. It is enough to prove that $\operatorname{det} \operatorname{Ad}(x)=1$ for all $x$ in $G$. By Theorem 1.127 the exponential map carries the Lie algebragonto $G$. If $x=\exp X$, then $\operatorname{det} \operatorname{Ad}(x)=\operatorname{det} e^{\operatorname{ad} X}=$ $e^{\operatorname{Trad} X}$. Since $\mathfrak{g}$ is nilpotent, (1.31) shows that ad $X$ is a nilpotent linear transformation. Therefore 0 is the only generalized eigenvalue of $\operatorname{ad} X$, and $\operatorname{Tr} \operatorname{ad} X=0$. This proves (e).

## 3. Decompositions of Haar Measure

In this section we let $G$ be a Lie group, and we let $d_{l} x$ and $d_{r} x$ be left and right Haar measures for it.

Theorem 8.32. Let $G$ be a Lie group, and let $S$ and $T$ be closed subgroups such that $S \cap T$ is compact, multiplication $S \times T \rightarrow G$ is an open map, and the set of products $S T$ exhausts $G$ except possibly for a
set of Haar measure 0 . Let $\Delta_{T}$ and $\Delta_{G}$ denote the modular functions of $T$ and $G$. Then the left Haar measures on $G, S$, and $T$ can be normalized so that

$$
\int_{G} f(x) d_{l} x=\int_{S \times T} f(s t) \frac{\Delta_{T}(t)}{\Delta_{G}(t)} d_{l} s d_{l} t
$$

for all Borel functions $f \geq 0$ on $G$.
Proof. Let $\Omega \subseteq G$ be the set of products $S T$, and let $K=S \cap T$. The group $S \times T$ acts continuously on $\Omega$ by $(s, t) \omega=s \omega t^{-1}$, and the isotropy subgroup at 1 is diag $K$. Thus the map $(s, t) \mapsto s t^{-1}$ descends to a map $(S \times T) / \operatorname{diag} K \rightarrow \Omega$. This map is a homeomorphism since multiplication $S \times T \rightarrow G$ is an open map.

Hence any Borel measure on $\Omega$ can be reinterpreted as a Borel measure on $(S \times T) / \operatorname{diag} K$. We apply this observation to the restriction of a left Haar measure $d_{l} x$ for $G$ from $G$ to $\Omega$, obtaining a Borel measure $d \mu$ on $(S \times T) / \operatorname{diag} K$. On $\Omega$, we have

$$
d_{l}\left(L_{s_{0}} R_{t_{0}^{-1}} x\right)=\Delta_{G}\left(t_{0}\right) d_{l} x
$$

by (8.26), and the action unwinds to

$$
\begin{equation*}
d \mu\left(L_{\left(s_{0}, t_{0}\right)} x\right)=\Delta_{G}\left(t_{0}\right) d \mu(x) \tag{8.33}
\end{equation*}
$$

on $(S \times T) / \operatorname{diag} K$. Define a measure $d \tilde{\mu}(s, t)$ on $S \times T$ by

$$
\int_{S \times T} f(s, t) d \tilde{\mu}(s, t)=\int_{(S \times T) / \operatorname{diag} K}\left[\int_{K} f(s k, t k) d k\right] d \mu((s, t) K)
$$

where $d k$ is a Haar measure on $K$ normalized to have total mass 1 . From the formula (8.33) it follows that

$$
d \tilde{\mu}\left(s_{0} s, t_{0} t\right)=\Delta_{G}\left(t_{0}\right) d \tilde{\mu}(s, t)
$$

The same proof as for Theorem 8.23 shows that any two Borel measures on $S \times T$ with this property are proportional, and $\Delta_{G}(t) d_{l} s d_{l} t$ is such a measure. Therefore

$$
d \tilde{\mu}(s, t)=\Delta_{G}(t) d_{l} s d_{l} t
$$

for a suitable normalization of $d_{l} s d_{l} t$.
The resulting formula is

$$
\int_{\Omega} f(x) d_{l} x=\int_{S \times T} f\left(s t^{-1}\right) \Delta_{G}(t) d_{l} s d_{l} t
$$

for all Borel functions $f \geq 0$ on $\Omega$. On the right side the change of variables $t \mapsto t^{-1}$ makes the right side become

$$
\int_{S \times T} f(s t) \Delta_{G}(t)^{-1} d_{l} s \Delta_{T}(t) d_{l} t
$$

according to Corollary 8.30 c , and we can replace $\Omega$ by $G$ on the left side since the complement of $\Omega$ in $G$ has measure 0 . This completes the proof.

If $H$ is a closed subgroup of $G$, then we can ask whether $G / H$ has a nonzero $G$ invariant Borel measure. Theorem 8.36 below will give a necessary and sufficient condition for this existence, but we need some preparation. Fix a left Haar measure $d_{l} h$ for $H$. If $f$ is in $C_{\text {com }}(G)$, define

$$
\begin{equation*}
f^{\#}(g)=\int_{H} f(g h) d_{l} h . \tag{8.34a}
\end{equation*}
$$

This function is invariant under right translation by $H$, and we can define

$$
\begin{equation*}
f^{\# \#}(g H)=f^{\#}(g) . \tag{8.34b}
\end{equation*}
$$

The function $f^{\# \#}$ has compact support on $G / H$.
Lemma 8.35. The map $f \mapsto f^{\# \# 1}$ carries $C_{\text {com }}(G)$ onto $C_{\text {com }}(G / H)$, and a nonnegative member of $C_{\mathrm{com}}(G / H)$ has a nonnegative preimage in $C_{\text {com }}(G)$.

Proof. Let $\pi: G \rightarrow G / H$ be the quotient map. Let $F \in C_{\text {com }}(G / H)$ be given, and let $K$ be a compact set in $G / H$ with $F=0$ off $K$. We first produce a compact set $\widetilde{K}$ in $G$ with $\pi(\widetilde{K})=K$. For each coset in $K$, select an inverse image $x$ and let $N_{x}$ be a compact neighborhood of $x$ in $G$. Since $\pi$ is open, $\pi$ of the interior of $N_{x}$ is open. These open sets cover $K$, and a finite number of them suffices. Then we can take $\widetilde{K}$ to be the intersection of $\pi^{-1}(K)$ with the union of the finitely many $N_{x}$ 's.

Next let $K_{H}$ be a compact neighborhood of 1 in $H$. By (8.24) the left Haar measure on $H$ is positive on $K_{H}$. Let $\widetilde{K}^{\prime}$ be the compact set $\widetilde{K}^{\prime}=\widetilde{K} K_{H}$, so that $\pi\left(\widetilde{K}^{\prime}\right)=\pi(\widetilde{K})=K$. Choose $f_{1} \in C_{\text {com }}(G)$ with $f_{1} \geq 0$ everywhere and with $f_{1}=1$ on $\widetilde{K}^{\prime}$. If $g$ is in $\widetilde{K}^{\prime}$, then $\int_{H} f_{1}(g h) d_{l} h$ is $\geq$ the $H$ measure of $K_{H}$, and hence $f_{1}^{\# \#}$ is $>0$ on $K$. Define

$$
f(g)= \begin{cases}f_{1}(g) \frac{F(\pi(g))}{f_{1}^{\# \#}(\pi(g))} & \text { if } \pi(g) \in K \\ 0 & \text { otherwise }\end{cases}
$$

Then $f^{\# \#}$ is $F$ on $K$ and is 0 off $K$, so that $f^{\# \#}=F$ everywhere.
Certainly $f$ has compact support. To see that $f$ is continuous, it suffices to check that the two formulas for $f(g)$ fit together continuously at points $g$ of $\pi^{-1}(K)$. It is enough to check points where $f(g) \neq 0$. Say $g_{n} \rightarrow g$. We must have $F(\pi(g)) \neq 0$. Since $F$ is continuous, $F\left(\pi\left(g_{n}\right)\right) \neq 0$ eventually. Thus for all $n$ sufficiently large, $f\left(g_{n}\right)$ is given by the first of the two formulas. Thus $f$ is continuous.

Theorem 8.36. Let $G$ be a Lie group, let $H$ be a closed subgroup, and let $\Delta_{G}$ and $\Delta_{H}$ be the respective modular functions. Then a necessary and sufficient condition for $G / H$ to have a nonzero $G$ invariant Borel measure is that the restriction to $H$ of $\Delta_{G}$ equal $\Delta_{H}$. In this case such a measure $d \mu(g H)$ is unique up to a scalar, and it can be normalized so that

$$
\begin{equation*}
\int_{G} f(g) d_{l} g=\int_{G / H}\left[\int_{H} f(g h) d_{l} h\right] d \mu(g H) \tag{8.37}
\end{equation*}
$$

for all $f \in C_{\text {com }}(G)$.
Proof. Let $d \mu(g H)$ be such a measure. In the notation of (8.34), we can define a measure $d \widetilde{\mu}(g)$ on $G$ by

$$
\int_{G} f(g) d \widetilde{\mu}(g)=\int_{G / H} f^{\# \#}(g H) d \mu(g H) .
$$

Since $f \mapsto f^{\# \#}$ commutes with left translation by $G, d \tilde{\mu}$ is a left Haar measure on $G$. By Theorem $8.23, d \tilde{\mu}$ is unique up to a scalar; hence $d \mu(g H)$ is unique up to a scalar.

Under the assumption that $G / H$ has a nonzero invariant Borel measure, we have just seen in essence that we can normalize the measure so that (8.37) holds. If we replace $f$ in (8.37) by $f\left(\cdot h_{0}\right)$, then the left side is multiplied by $\Delta_{G}\left(h_{0}\right)$, and the right side is multiplied by $\Delta_{H}\left(h_{0}\right)$. Hence $\left.\Delta_{G}\right|_{H}=\Delta_{H}$ is necessary for existence.

Let us prove that this condition is sufficient for existence. Given $h$ in $C_{\text {com }}(G / H)$, we can choose $f$ in $C_{\mathrm{com}}(G)$ by Lemma 8.35 so that $f^{\# \#}=h$. Then we define $L(h)=\int_{G} f(g) d_{l} g$. If $L$ is well defined, then it is linear, Lemma 8.35 shows that it is positive, and $L$ certainly is the same on a function as on its $G$ translates. Therefore $L$ defines a $G$ invariant Borel measure $d \mu(g H)$ on $G / H$ such that (8.37) holds.

Thus all we need to do is see that $L$ is well defined if $\left.\Delta_{G}\right|_{H}=\Delta_{H}$. We are thus to prove that if $f \in C_{\mathrm{com}}(G)$ has $f^{\#}=0$, then $\int_{G} f(g) d_{l} g=0$.

Let $\psi$ be in $C_{\text {com }}(G)$. Then we have

$$
\begin{array}{rlrl}
0 & =\int_{G} \psi(g) f^{\#}(g) d_{l} g \\
& =\int_{G}\left[\int_{H} \psi(g) f(g h) d_{l} h\right] d_{l} g & \\
& =\int_{H}\left[\int_{G} \psi(g) f(g h) d_{l} g\right] d_{l} h & & \\
& =\int_{H}\left[\int_{G} \psi\left(g h^{-1}\right) f(g) d_{l} g\right] \Delta_{G}(h) d_{l} h & & \\
& =\int_{G} f(g)\left[\int_{H} \psi\left(g h^{-1}\right) \Delta_{G}(h) d_{l} h\right] d_{l} g & & \text { since }\left.\Delta_{G}\right|_{H}=\Delta_{H}
\end{array}
$$

By Lemma 8.35 we can choose $\psi \in C_{\text {com }}(G)$ so that $\psi^{\# \#}=1$ on the projection to $G / H$ of the support of $f$. Then the right side is $\int_{G} f(g) d_{l} g$, and the conclusion is that this is 0 . Thus $L$ is well defined, and existence is proved.

## 4. Application to Reductive Lie Groups

Let $(G, K, \theta, B)$ be a reductive Lie group. We shall use the notation of Chapter VII, but we drop the subscripts 0 from real Lie algebras since we shall have relatively few occurrences of their complexifications. Thus, for example, the Cartan decomposition of the Lie algebra of $G$ will be written $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$.

In this section we use Theorem 8.32 and Proposition 8.27 to give decompositions of Haar measures that mirror group decompositions in Chapter VII. The group $G$ itself is unimodular by Corollary 8.31d, and we write $d x$ for a two-sided Haar measure. We shall be interested in parabolic subgroups MAN, and we need to compute the corresponding modular function that is given by Proposition 8.27 as

$$
\Delta_{M A N}(\text { man })=\mid \operatorname{det} \mathrm{Ad}_{\mathfrak{m}+\mathfrak{a}+\mathfrak{n}}(\text { man }) \mid .
$$

For the element $m,\left|\operatorname{det} \operatorname{Ad}_{\mathfrak{m}+\mathfrak{a}+\mathfrak{n}}(m)\right|=1$ by Corollary 8.30 b. The element $a$ acts as 1 on $\mathfrak{m}$ and $\mathfrak{a}$, and hence $\operatorname{det} \operatorname{Ad}_{\mathfrak{m}+\mathfrak{a}+\mathfrak{n}}(a)=\operatorname{det} \operatorname{Ad}_{\mathfrak{n}}(a)$. On an $\mathfrak{a}$ root space $\mathfrak{g}_{\lambda}, a$ acts by $e^{\lambda \log a}$, and thus $\operatorname{det} \operatorname{Ad}_{\mathfrak{n}}(a)=e^{2 \rho_{A} \log a}$, where $2 \rho_{A}$ is the sum of all the positive $\mathfrak{a}$ roots with multiplicities counted. Finally $\operatorname{det} \operatorname{Ad}_{\mathfrak{m}+\mathfrak{a}+\mathfrak{n}}(n)=1$ for the same reasons as in the proof of Corollary 8.31e. Therefore

$$
\begin{equation*}
\Delta_{M A N}(\text { man })=\mid \operatorname{det} \operatorname{Ad}_{\mathfrak{m}+\boldsymbol{a}+\mathfrak{n}}(\text { man }) \mid=e^{2 \rho_{A} \log a} . \tag{8.38}
\end{equation*}
$$

We can then apply Theorem 8.32 and Corollary 8.31 to obtain

$$
\begin{equation*}
d_{l}(\text { man })=\frac{\Delta_{N}(n)}{\Delta_{M A N}(n)} d_{l}(m a) d_{l} n=d m d a d n . \tag{8.39a}
\end{equation*}
$$

By (8.38) and Corollary 8.30c,

$$
\begin{equation*}
d_{r}(\text { man })=e^{2 \rho_{A} \log a} d m d a d n . \tag{8.39b}
\end{equation*}
$$

Similarly for the subgroup $A N$ of $M A N$, we have

$$
\begin{equation*}
\Delta_{A N}(a n)=e^{2 \rho_{A} \log a} \tag{8.40}
\end{equation*}
$$

and

$$
\begin{align*}
d_{l}(a n) & =d a d n \\
d_{r}(a n) & =e^{2 \rho_{A} \log a} d a d n . \tag{8.41}
\end{align*}
$$

Now we shall apply Theorem 8.32 to $G$ itself. Combining Corollary 8.30 c with the fact that $G$ is unimodular, we can write

$$
\begin{equation*}
d x=d_{l} s d_{r} t \tag{8.42}
\end{equation*}
$$

whenever the hypotheses in the theorem for $S$ and $T$ are satisfied.
Proposition 8.43. If $G=K A_{\mathfrak{p}} N_{\mathfrak{p}}$ is an Iwasawa decomposition of the reductive Lie group $G$, then the Haar measures of $G, A_{\mathfrak{p}} N_{\mathfrak{p}}, A_{\mathfrak{p}}$, and $N_{\mathfrak{p}}$ can be normalized so that

$$
d x=d k d_{r}(a n)=e^{2 \rho_{A_{p}} \log a} d k d a d n
$$

If the Iwasawa decomposition is written instead as $G=A_{\mathfrak{p}} N_{\mathfrak{p}} K$, then the decomposition of measures is

$$
d x=d_{l}(a n) d k=d a d n d k
$$

Proof. If $G$ is written as $G=K A_{\mathfrak{p}} N_{\mathfrak{p}}$, then we use $S=K$ and $T=A_{\mathfrak{p}} N_{\mathfrak{p}}$ in Theorem 8.32. The hypotheses are satisfied since Proposition 7.31 shows that $S \times T \rightarrow G$ is a diffeomorphism. The second equality follows from (8.41). The argument when $G=A_{\mathfrak{p}} N_{\mathfrak{p}} K$ is similar.

Proposition 8.44. If $G$ is a reductive Lie group and $M A N$ is a parabolic subgroup, so that $G=K M A N$, then the Haar measures of $G, M A N, M$, $A$, and $N$ can be normalized so that

$$
d x=d k d_{r}(m a n)=e^{2 \rho_{A} \log a} d k d m d a d n
$$

Proof. We use $S=K$ and $T=M A N$ in Theorem 8.32. Here $S \cap T=K \cap M$ is compact, and we know that $G=K M A N$. Since $A_{\mathfrak{p}} N_{\mathfrak{p}} \subseteq M A N$ and $K \times A_{\mathfrak{p}} N_{\mathfrak{p}} \rightarrow G$ is open, $K \times M A N \rightarrow G$ is open. Then Theorem 8.32 gives the first equality, and the second equality follows from (8.39b).

Proposition 8.45. If $M A N$ is a parabolic subgroup of the reductive Lie group $G$, then $N^{-} M A N$ is open in $G$ and its complement is a lowerdimensional set, hence a set of measure 0 . The Haar measures of $G, M A N$, $N^{-}, M, A$, and $N$ can be normalized so that

$$
d x=d \bar{n} d_{r}(\text { man })=e^{2 \rho_{A} \log a} d \bar{n} d m d a d n \quad\left(\bar{n} \in N^{-}\right) .
$$

Proof. We use $S=N^{-}$and $T=M A N$ in Theorem 8.32. Here $S \cap T=\{1\}$ by Lemma 7.64, and $S \times T \rightarrow G$ is everywhere regular (hence open) by Lemma 6.44. We need to see that the complement of $N^{-}$MAN is lower dimensional and has measure 0 . Let $M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}} \subseteq$ MAN be a minimal parabolic subgroup. In the Bruhat decomposition of $G$ as in Theorem 7.40, a double coset of $M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$ is of the form

$$
M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}} w M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}=N_{\mathfrak{p}} w M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}=w\left(w^{-1} N_{\mathfrak{p}} w\right) M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}},
$$

where $w$ is a representative in $N_{K}\left(\mathfrak{a}_{\mathfrak{p}}\right)$ of a member of $N_{K}\left(\mathfrak{a}_{\mathfrak{p}}\right) / M_{\mathfrak{p}}$. The double coset is thus a translate of $\left(w^{-1} N_{\mathfrak{p}} w\right) M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$. To compute the dimension of this set, we observe that

$$
\operatorname{dim} \operatorname{Ad}(w)^{-1} \mathfrak{n}_{\mathfrak{p}}+\operatorname{dim}\left(\mathfrak{m}_{\mathfrak{p}} \oplus \mathfrak{a}_{\mathfrak{p}} \oplus \mathfrak{n}_{\mathfrak{p}}\right)=\operatorname{dim} \mathfrak{g} .
$$

Now $\operatorname{Ad}(w)^{-1} \mathfrak{n}_{\mathfrak{p}}$ has 0 intersection with $\mathfrak{m}_{\mathfrak{p}} \oplus \mathfrak{a}_{\mathfrak{p}} \oplus \mathfrak{n}_{\mathfrak{p}}$ if and only if $\operatorname{Ad}(w)^{-1} \mathfrak{n}_{\mathfrak{p}}=\theta \mathfrak{n}_{\mathfrak{p}}$, which happens for exactly one coset $w M_{\mathfrak{p}}$ by Proposition 7.32 and Theorem 2.63. This case corresponds to the open set $N_{\mathfrak{p}}^{-} M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$. In the other cases, there is a closed positive-dimensional subgroup $R_{w}$ of $w^{-1} N_{\mathfrak{p}} w$ such that the smooth map

$$
w^{-1} N_{\mathfrak{p}} w \times M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}} \rightarrow\left(w^{-1} N_{\mathfrak{p}} w\right) M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}
$$

given by $(x, y) \mapsto x y^{-1}$ factors to a smooth map

$$
\left(w^{-1} N_{\mathfrak{p}} w \times M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}\right) / \operatorname{diag} R_{w} \rightarrow\left(w^{-1} N_{\mathfrak{p}} w\right) M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}} .
$$

Hence in these cases ( $\left.w^{-1} N_{\mathfrak{p}} w\right) M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$ is the smooth image of a manifold of dimension $<\operatorname{dim} G$ and is lower dimensional in $G$.

This proves for $M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$ that $N_{\mathfrak{p}}^{-} M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$ is open with complement of lower dimension. By (8.25) the complement is of Haar measure 0 . Now let us consider $N^{-} M A N$. Since $M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}} \subseteq$ MAN, we have

$$
\begin{aligned}
N_{\mathfrak{p}}^{-} M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}} & =\left(M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}^{-}\right) M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}} \\
& \subseteq\left(M A N^{-}\right) M A N=N^{-} M A N .
\end{aligned}
$$

Thus the open set $N^{-}$MAN has complement of lower dimension and hence of Haar measure 0 .

Theorem 8.32 is therefore applicable, and we obtain $d x=d \bar{n} d_{r}($ man $)$. The equality $d \bar{n} d_{r}($ man $)=e^{2 \rho_{A} \log a} d \bar{n} d m d a d n$ follows from (8.39b).

Proposition 8.46. Let $M A N$ be a parabolic subgroup of the reductive Lie group $G$, and let $\rho_{A}$ be as in (8.38). For $g$ in $G$, decompose $g$ according to $G=K M A N$ as

$$
g=\kappa(g) \mu(g) \exp H(g) n
$$

Then Haar measures, when suitably normalized, satisfy

$$
\int_{K} f(k) d k=\int_{N^{-}} f(\kappa(\bar{n})) e^{-2 \rho_{A} H(\bar{n})} d \bar{n}
$$

for all continuous functions on $K$ that are right invariant under $K \cap M$.
REmARK. The expressions $\kappa(g)$ and $\mu(g)$ are not uniquely defined, but $H(g)$ is uniquely defined, as a consequence of the Iwasawa decomposition, and $f(\kappa(\bar{n}))$ will be seen to be well defined because of the assumed right invariance under $K \cap M$.

Proof. Given $f$ continuous on $K$ and right invariant under $K \cap M$, extend $f$ to a function $F$ on $G$ by

$$
\begin{equation*}
F(k m a n)=e^{-2 \rho_{A} \log a} f(k) . \tag{8.47}
\end{equation*}
$$

The right invariance of $f$ under $K \cap M$ makes $F$ well defined since $K \cap M A N=K \cap M$. Fix $\varphi \geq 0$ in $C_{\text {com }}(M A N)$ with

$$
\int_{M A N} \varphi(\text { man }) d_{l}(\text { man })=1 ;
$$

by averaging over $K \cap M$, we may assume that $\varphi$ is left invariant under $K \cap M$. Extend $\varphi$ to $G$ by the definition $\varphi($ kman $)=\varphi($ man $)$; the left invariance of $\varphi$ under $K \cap M$ makes $\varphi$ well defined. Then

$$
\int_{M A N} \varphi(x \operatorname{man}) d_{l}(\text { man })=1 \quad \text { for all } x \in G .
$$

The left side of the formula in the conclusion is

$$
\begin{array}{rlr}
\int_{K} & f(k) d k \\
& =\int_{K} f(k)\left[\int_{M A N} \varphi(k m a n) d_{l}(\text { man })\right] d k & \\
& =\int_{K \times M A N} f(k) \varphi(k m a n) e^{-2 \rho_{A} \log a} d k d_{r}(\text { man }) & \text { by (8.39) } \\
& =\int_{K \times M A N} F(\text { kman }) \varphi(\text { kman }) d k d_{r}(\text { man }) & \\
& \text { by (8.47) } \\
& =\int_{G} F(x) \varphi(x) d x & \text { by Proposition } 8.44,
\end{array}
$$

while the right side of the formula is

$$
\begin{array}{rlr}
\int_{N^{-}} & f(\kappa(\bar{n})) e^{-2 \rho_{A} H(\bar{n})} d \bar{n} \\
& =\int_{N^{-}} F(\bar{n})\left[\int_{M A N} \varphi(\bar{n} m a n) d_{l}(\text { man })\right] d \bar{n} & \text { by }(8.47) \\
& =\int_{N^{-} \times M A N} F(\bar{n}) e^{-2 \rho_{A} \log a} \varphi(\bar{n} m a n) d \bar{n} d_{r}(\text { man }) & \text { by }(8.39) \\
& =\int_{N^{-} \times M A N} F(\bar{n} m a n) \varphi(\bar{n} m a n) d \bar{n} d_{r}(\text { man }) & \text { by }(8.47) \\
& =\int_{G} F(x) \varphi(x) d x \quad \text { by Proposition } 8.45 .
\end{array}
$$

The proposition follows.
For an illustration of the use of Proposition 8.46, we shall prove a theorem of Helgason that has important applications in the harmonic analysis of $G / K$. We suppose that the reductive group $G$ is semisimple and has a complexification $G^{\mathbb{C}}$. We fix an Iwasawa decomposition $G=K A_{\mathfrak{p}} N_{\mathfrak{p}}$.

Let $\mathfrak{t}_{\mathfrak{p}}$ be a maximal abelian subspace of $\mathfrak{m}_{\mathfrak{p}}$, so that $\mathfrak{t}_{\mathfrak{p}} \oplus \mathfrak{a}_{\mathfrak{p}}$ is a maximally noncompact $\theta$ stable Cartan subalgebra of $\mathfrak{g}$. Representations of $G$ yield representations of $\mathfrak{g}$, hence complex-linear representations of $\mathfrak{g}^{\mathbb{C}}$. Then the theory of Chapter V is applicable, and we use the complexification of $\mathfrak{t}_{\mathfrak{p}} \oplus \mathfrak{a}_{\mathfrak{p}}$ as Cartan subalgebra for that purpose. Let $\Delta$ and $\Sigma$ be the sets of roots and restricted roots, respectively, and let $\Sigma^{+}$be the set of positive restricted roots relative to $\mathfrak{n}_{p}$.

Roots and weights are real on $i \mathfrak{t}_{\mathfrak{p}} \oplus \mathfrak{a}_{\mathfrak{p}}$, and we introduce an ordering such that the nonzero restriction to $\mathfrak{a}_{\mathfrak{p}}$ of a member of $\Delta^{+}$is a member of $\Sigma^{+}$. By a restricted weight of a finite-dimensional representation, we mean the restriction to $\mathfrak{a}_{\mathfrak{p}}$ of a weight. We introduce in an obvious fashion the notions of restricted-weight spaces and restricted-weight vectors. Because of our choice of ordering, the restriction to $\mathfrak{a}_{\mathfrak{p}}$ of the highest weight of a finite-dimensional representation is the highest restricted weight.

Lemma 8.48. Let the reductive Lie group $G$ be semisimple. If $\pi$ is an irreducible complex-linear representation of $\mathfrak{g}^{\mathbb{C}}$, then $\mathfrak{m}_{\mathfrak{p}}$ acts in each restricted weight space of $\pi$, and the action by $\mathfrak{m}_{\mathfrak{p}}$ is irreducible in the highest restricted-weight space.

Proof. The first conclusion follows at once since $\mathfrak{m}_{\mathfrak{p}}$ commutes with $\mathfrak{a}_{\mathfrak{p}}$. Let $v \neq 0$ be a highest restricted-weight vector, say with weight $v$. Let $V$ be the space for $\pi$, and let $V_{v}$ be the restricted-weight space corresponding to $\nu$. We write $\mathfrak{g}=\theta \mathfrak{n}_{\mathfrak{p}} \oplus \mathfrak{m}_{\mathfrak{p}} \oplus \mathfrak{a}_{\mathfrak{p}} \oplus \mathfrak{n}_{\mathfrak{p}}$, express members of $U\left(\mathfrak{g}^{\mathbb{C}}\right)$ in the corresponding basis given by the Poincaré-Birkhoff-Witt Theorem, and apply an element to $v$. Since $\mathfrak{n}_{\mathfrak{p}}$ pushes restricted weights up and $\mathfrak{a}_{\mathfrak{p}}$ acts by scalars in $V_{v}$ and $\theta \mathfrak{n}_{\mathfrak{p}}$ pushes weights down, we see from the irreducibility of $\pi$ on $V$ that $U\left(\mathfrak{m}_{\mathfrak{p}}^{\mathbb{C}}\right) v=V_{v}$. Since $v$ is an arbitrary nonzero member of $V_{v}, \mathfrak{m}_{\mathfrak{p}}$ acts irreducibly on $V_{v}$.

Theorem 8.49 (Helgason). Let the reductive Lie group $G$ be semisimple and have a complexification $G^{\mathbb{C}}$. For an irreducible finite-dimensional representation $\pi$ of $G$, the following statements are equivalent:
(a) $\pi$ has a nonzero $K$ fixed vector,
(b) $M_{\mathfrak{p}}$ acts by the 1-dimensional trivial representation in the highest restricted-weight space of $\pi$,
(c) the highest weight $\widetilde{v}$ of $\pi$ vanishes on $\mathfrak{t}_{\mathfrak{p}}$, and the restriction $\nu$ of $\widetilde{v}$ to $\mathfrak{a}_{\mathfrak{p}}$ is such that $\langle\nu, \beta\rangle /|\beta|^{2}$ is an integer for every restricted root $\beta$.
Conversely any dominant $v \in \mathfrak{a}_{\mathfrak{p}}^{*}$ such that $\langle\nu, \beta\rangle /|\beta|^{2}$ is an integer for every restricted root $\beta$ is the highest restricted weight of some irreducible finite-dimensional $\pi$ with a nonzero $K$ fixed vector.

Proof. For the proofs that (a) through (c) are equivalent, there is no loss in generality in assuming that $G^{\mathbb{C}}$ is simply connected, as we may otherwise take a simply connected cover of $G^{\mathbb{C}}$ and replace $G$ by the analytic subgroup of this cover with Lie algebra $\mathfrak{g}$. With $G^{\mathbb{C}}$ simply connected, the representation $\pi$ of $G$ yields a representation of $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$, then of $\mathfrak{g}^{\mathbb{C}}$, and then of the compact form $\mathfrak{u}=\mathfrak{k} \oplus i \mathfrak{p}$. Since $G^{\mathbb{C}}$ is simply connected, so is the analytic subgroup $U$ with Lie algebra $\mathfrak{u}$ (Theorem 6.31). The representation $\pi$ therefore lifts from $\mathfrak{u}$ to $U$. By Proposition 4.6 we can introduce a Hermitian inner product on the representation space so that $U$ acts by unitary operators. Then it follows that $K$ acts by unitary operators and $i \mathfrak{t}_{\mathfrak{p}} \oplus \mathfrak{a}_{\mathfrak{p}}$ acts by Hermitian operators. In particular, distinct weight spaces are orthogonal, and so are distinct restricted-weight spaces.
(a) $\Rightarrow$ (b). Let $\phi_{v}$ be a nonzero highest restricted-weight vector, and let $\phi_{K}$ be a nonzero $K$ fixed vector. Since $\mathfrak{n}_{\mathfrak{p}}$ pushes restricted weights up and since the exponential map carries $\mathfrak{n}_{\mathfrak{p}}$ onto $N_{\mathfrak{p}}$ (Theorem 1.127), $\pi(n) \phi_{v}=\phi_{v}$ for $n \in N_{\mathfrak{p}}$. Therefore

$$
\left(\pi(k a n) \phi_{\nu}, \phi_{K}\right)=\left(\pi(a) \phi_{v}, \pi(k)^{-1} \phi_{K}\right)=e^{\nu \log a}\left(\phi_{\nu}, \phi_{K}\right)
$$

By the irreducibility of $\pi$ and the fact that $G=K A_{\mathfrak{p}} N_{\mathfrak{p}}$, the left side cannot be identically 0 , and hence ( $\phi_{\nu}, \phi_{K}$ ) on the right side is nonzero. The inner product with $\phi_{K}$ is then an everywhere-nonzero linear functional on the highest restricted-weight space, and the highest restricted-weight space must be 1 -dimensional. If $\phi_{v}$ is a nonzero vector of norm 1 in this space, then $\left(\phi_{K}, \phi_{v}\right) \phi_{v}$ is the orthogonal projection of $\phi_{K}$ into this space. Since $M_{\mathfrak{p}}$ commutes with $\mathfrak{a}_{\mathfrak{p}}$, the action by $M_{\mathfrak{p}}$ commutes with this projection. But $M_{\mathfrak{p}}$ acts trivially on $\phi_{K}$ since $M_{\mathfrak{p}} \subseteq K$, and therefore $M_{\mathfrak{p}}$ acts trivially on $\phi_{v}$.
(b) $\Rightarrow$ (a). Let $v \neq 0$ be in the highest restricted-weight space, with restricted weight $v$. Then $\int_{K} \pi(k) v d k$ is obviously fixed by $K$, and the problem is to see that it is not 0 . Since $v$ is assumed to be fixed by $M_{\mathfrak{p}}$, $k \mapsto \pi(k) v$ is a function on $K$ right invariant under $M_{\mathrm{p}}$. By Proposition 8.46,

$$
\int_{K} \pi(k) v d k=\int_{N_{\bar{p}}} \pi(\kappa(\bar{n})) v e^{-2 \rho_{A_{\mathrm{p}}} H(\bar{n})} d \bar{n}=\int_{N_{\bar{p}}} \pi(\bar{n}) v e^{\left(-v-2 \rho_{A_{\mathrm{p}}}\right) H(\bar{n})} d \bar{n} .
$$

Here $e^{\left(-\nu-2 \rho_{A_{\mathrm{p}}}\right) H(\bar{n})}$ is everywhere positive since $v$ is real, and $(\pi(\bar{n}) v, v)=$ $|v|^{2}$ since the exponential map carries $\theta \mathfrak{n}_{\mathfrak{p}}$ onto $N_{\mathfrak{p}}^{-}, \theta \mathfrak{n}_{\mathfrak{p}}$ lowers restricted weights, and the different restricted-weight spaces are orthogonal. Therefore $\left(\int_{K} \pi(k) v d k, v\right)$ is positive, and $\int_{K} \pi(k) v d k$ is not 0 .
(b) $\Rightarrow$ (c). Since $\left(M_{\mathfrak{p}}\right)_{0}$ acts trivially, it follows immediately that $\widetilde{v}$ vanishes on $\mathfrak{t}_{\mathfrak{p}}$. For each restricted root $\beta$, define $\gamma_{\beta}=\exp 2 \pi i|\beta|^{-2} H_{\beta}$ as in (7.57). This element is in $M_{\mathfrak{p}}$ by (7.58). Since $G^{\mathbb{C}}$ is simply connected, $\pi$ extends to a holomorphic representation of $G^{\mathrm{C}}$. Then we can compute $\pi\left(\gamma_{\beta}\right)$ on a vector $v$ of restricted weight $v$ as

$$
\begin{equation*}
\pi\left(\gamma_{\beta}\right) v=\pi\left(\exp \left(2 \pi i|\beta|^{-2} H_{\beta}\right)\right) v=e^{2 \pi i\langle\nu, \beta\rangle /|\beta|^{2}} v . \tag{8.50}
\end{equation*}
$$

Since the left side equals $v$ by (b), $\langle\nu, \beta\rangle /|\beta|^{2}$ must be an integer.
(c) $\Rightarrow(\mathrm{b})$. The action of $\left(M_{\mathfrak{p}}\right)_{0}$ on the highest restricted-weight space is irreducible by Lemma 8.48. Since $\widetilde{v}$ vanishes on $\mathfrak{t}_{\mathfrak{p}}$, the highest weight of this representation of $\left(M_{\mathfrak{p}}\right)_{0}$ is 0 . Thus $\left(M_{\mathfrak{p}}\right)_{0}$ acts trivially, and the space is 1-dimensional. The calculation (8.50), in the presence of (c), shows that each $\gamma_{\beta}$ acts trivially. Since the $\gamma_{\beta}$ that come from real roots generate $F$ (by Theorem 7.55) and since $M_{\mathfrak{p}}=(F)\left(M_{\mathfrak{p}}\right)_{0}$ (by Corollary 7.52), $M_{\mathfrak{p}}$ acts trivially.

We are left with the converse statement. Suppose $v \in \mathfrak{a}_{\mathfrak{p}}^{*}$ is such that $\langle\nu, \beta\rangle /|\beta|^{2}$ is an integer $\geq 0$ for all $\beta \in \Sigma^{+}$. Define $\tilde{v}$ to be $v$ on $\mathfrak{a}_{\mathfrak{p}}$ and 0 on $\mathfrak{t}_{\boldsymbol{p}}$. We are to prove that $\widetilde{v}$ is the highest weight of an irreducible finite-dimensional representation of $G$ with a $K$ fixed vector. The form $\widetilde{v}$ is dominant. If it is algebraically integral, then Theorem 5.5 gives us a complex-linear representation $\pi$ of $\mathfrak{g}^{\mathbb{C}}$ with highest weight $\widetilde{v}$. Some finite covering group $\widetilde{G}$ of $G$ will have a simply connected complexification, and then $\pi$ lifts to $\widetilde{G}$. By the implication (c) $\Rightarrow$ (a), $\pi$ has a nonzero $\widetilde{K}$ fixed vector. Since the kernel of $\widetilde{G} \rightarrow G$ is in $\widetilde{K}$ and since such elements must then act trivially, $\pi$ descends to a representation of $G$ with a nonzero $K$ fixed vector. In other words, it is enough to prove that $\widetilde{v}$ is algebraically integral.

Let $\alpha$ be a root, and let $\beta$ be its restriction to $\mathfrak{a}_{\mathfrak{p}}$. Since $\langle\widetilde{v}, \alpha\rangle=\langle\nu, \beta\rangle$, we may assume that $\beta \neq 0$. Let $|\alpha|^{2}=C|\beta|^{2}$. Then

$$
\frac{2\langle\tilde{v}, \alpha\rangle}{|\alpha|^{2}}=\frac{2\langle\nu, \beta\rangle}{C|\beta|^{2}},
$$

and it is enough to show that either

$$
\begin{equation*}
2 / C \text { is an integer } \tag{8.51a}
\end{equation*}
$$

or

$$
\begin{equation*}
|2 / C|=\frac{1}{2} \text { and }\langle v, \beta\rangle /|\beta|^{2} \text { is even. } \tag{8.51b}
\end{equation*}
$$

Write $\alpha=\beta+\varepsilon$ with $\varepsilon \in i t_{\mathrm{p}}^{*}$. Then $\theta \alpha$ is the $\operatorname{root} \theta \alpha=-\beta+\varepsilon$. Thus $-\theta \alpha=\beta-\varepsilon$ is a root with the same length as $\alpha$.

If $\alpha$ and $-\theta \alpha$ are multiples of one another, then $\varepsilon=0$ and $C=1$, so that $2 / C$ is an integer. If $\alpha$ and $-\theta \alpha$ are not multiples of one another, then the Schwarz inequality gives

$$
\begin{align*}
(-1 \text { or } 0 \text { or }+1) & =\frac{2\langle\alpha,-\theta \alpha\rangle}{|\alpha|^{2}}=\frac{2\langle\beta+\varepsilon, \beta-\varepsilon\rangle}{|\alpha|^{2}}  \tag{8.52}\\
& =\frac{2\left(|\beta|^{2}-|\varepsilon|^{2}\right)}{|\alpha|^{2}}=\frac{2\left(2|\beta|^{2}-|\alpha|^{2}\right)}{|\alpha|^{2}}=\frac{4}{C}-2 .
\end{align*}
$$

If the left side of (8.52) is -1 , then $2 / C=\frac{1}{2}$. Since the left side of (8.52) is $-1, \alpha-\theta \alpha=2 \beta$ is a root, hence also a restricted root. By assumption, $\langle\nu, 2 \beta\rangle /|2 \beta|^{2}$ is an integer; hence $\langle\nu, \beta\rangle /|\beta|^{2}$ is even. Thus (8.51b) holds. If the left side of (8.52) is 0 , then $2 / C=1$ and (8.51a) holds.

To complete the proof, we show that the left side of (8.52) cannot be +1 . If it is +1 , then $\alpha-(-\theta \alpha)=2 \varepsilon$ is a root vanishing on $\mathfrak{a}_{\mathfrak{p}}$, and hence any root vector for it is in $\mathfrak{m}_{\mathfrak{p}}^{\mathbb{C}} \subseteq \mathfrak{k}^{\mathbb{C}}$. However this root is also equal to $\alpha+\theta \alpha$, and $\left[X_{\alpha}, \theta X_{\alpha}\right]$ must be a root vector. Since $\theta\left[X_{\alpha}, \theta X_{\alpha}\right]=-\left[X_{\alpha}, \theta X_{\alpha}\right]$, $\left[X_{\alpha}, \theta X_{\alpha}\right]$ is in $\mathfrak{p}^{\mathbb{C}}$. Thus the root vector is in $\mathfrak{k}^{\mathbb{C}} \cap \mathfrak{p}^{\mathbb{C}}=0$, and we have a contradiction.

## 5. Weyl Integration Formula

The original Weyl Integration Formula tells how to integrate over a compact connected Lie group by first integrating over each conjugacy class and then integrating over the set of conjugacy classes. Let $G$ be a compact connected Lie group, let $T$ be a maximal torus, and let $\mathfrak{g}_{0}$ and $\mathfrak{t}_{0}$ be the respective Lie algebras. Let $m=\operatorname{dim} G$ and $l=\operatorname{dim} T$. As in $\S$ VII.8, an element $g$ of $G$ is regular if the eigenspace of $\operatorname{Ad}(g)$ for eigenvalue 1 has dimension $l$. Let $G^{\prime}$ and $T^{\prime}$ be the sets of regular elements in $G$ and $T$; these are open subsets of $G$ and $T$, respectively.

Theorem 4.36 implies that the smooth map $G \times T \rightarrow G$ given by $\psi(g, t)=g t g^{-1}$ is onto $G$. Fix $g \in G$ and $t \in T$. If we identify tangent spaces at $g, t$, and $g t g^{-1}$ with $\mathfrak{g}_{0}, \mathfrak{t}_{0}$, and $\mathfrak{g}_{0}$ by left translation, then (4.45) computes the differential of $\psi$ at $(g, t)$ as

$$
d \psi(X, H)=\operatorname{Ad}(g)\left(\left(\operatorname{Ad}\left(t^{-1}\right)-1\right) X+H\right) \quad \text { for } X \in \mathfrak{g}_{0}, H \in \mathfrak{t}_{0} .
$$

The map $\psi$ descends to $G / T \times T \rightarrow G$, and we call the descended map $\psi$ also. We may identify the tangent space of $G / T$ with an orthogonal complement $\mathfrak{t}_{0}^{\perp}$ to $\mathfrak{t}_{0}$ in $\mathfrak{g}_{0}$ (relative to an invariant inner product). The space $\mathfrak{t}_{0}^{\perp}$ is invariant under $\operatorname{Ad}\left(t^{-1}\right)-1$, and we can write

$$
d \psi(X, H)=\operatorname{Ad}(g)\left(\left(\operatorname{Ad}\left(t^{-1}\right)-1\right) X+H\right) \quad \text { for } X \in \mathfrak{t}_{0}^{\perp}, H \in \mathfrak{t}_{0} .
$$

Now $d \psi$ at $(g, t)$ is essentially a map of $\mathfrak{g}_{0}$ to itself, with matrix

$$
(d \psi)_{(g, t)}=\operatorname{Ad}(g)\left(\begin{array}{cc}
\mathfrak{t}_{0} & \mathfrak{t}_{0}^{\perp} \\
1 & 0 \\
0 & \operatorname{Ad}\left(t^{-1}\right)-1
\end{array}\right) .
$$

Since $\operatorname{det} \operatorname{Ad}(g)=1$ by compactness and connectedness of $G$,

$$
\begin{equation*}
\operatorname{det}(d \psi)_{(g, t)}=\operatorname{det}\left(\left.\left(\operatorname{Ad}\left(t^{-1}\right)-1\right)\right|_{t_{0}^{\mathrm{t}}}\right) . \tag{8.53}
\end{equation*}
$$

We can think of building a left-invariant $(m-l)$ form on $G / T$ from the duals of the $X$ 's in $\mathfrak{t}_{0}^{\perp}$ and a left-invariant $l$ form on $T$ from the duals of the $H$ 's in $\mathfrak{t}_{0}$. We may think of a left-invariant $m$ form on $G$ as the wedge of these forms. Referring to Proposition 8.19 and (8.7b) and taking (8.53) into account, we at first expect an integral formula

$$
\begin{equation*}
\int_{G} f(x) d x \stackrel{?}{=} \int_{T}\left[\int_{G / T} f\left(g \operatorname{tg}^{-1}\right) d(g T)\right]\left|\operatorname{det}\left(\operatorname{Ad}\left(t^{-1}\right)-1\right)\right|_{\mathfrak{t}_{0}} \mid d t \tag{8.54a}
\end{equation*}
$$

if the measures are normalized so that

$$
\begin{equation*}
\int_{G} f(x) d x=\int_{G / T}\left[\int_{T} f(x t) d t\right] d(x T) . \tag{8.54b}
\end{equation*}
$$

But Proposition 8.19 fails to be applicable in two ways. One is that the onto map $\psi: G / T \times T \rightarrow G$ has differential of determinant 0 at some points, and the other is that $\psi$ is not one-one even if we exclude points of the domain where the differential has determinant 0 .

From (8.53) we can exclude the points where the differential has determinant 0 if we restrict $\psi$ to a map $\psi: G / T \times T^{\prime} \rightarrow G^{\prime}$. To understand $T^{\prime}$, consider $\operatorname{Ad}\left(t^{-1}\right)-1$ as a linear map of the complexification $\mathfrak{g}$ to itself. If $\Delta=\Delta(\mathfrak{g}, \mathfrak{t})$ is the set of roots, then $\operatorname{Ad}\left(t^{-1}\right)-1$ is diagonable with eigenvalues 0 with multiplicity $l$ and also $\xi_{\alpha}\left(t^{-1}\right)-1$ with multiplicity 1
each. Hence $\left|\operatorname{det}\left(\operatorname{Ad}\left(t^{-1}\right)-1\right)\right|_{\mathrm{t}_{0}}\left|=\left|\prod_{\alpha \in \Delta}\left(\xi_{\alpha}\left(t^{-1}\right)-1\right)\right|\right.$. If we fix a positive system $\Delta^{+}$and recognize that $\xi_{\alpha}\left(t^{-1}\right)=\overline{\xi_{-\alpha}\left(t^{-1}\right)}$, then we see that

$$
\begin{equation*}
\left|\operatorname{det}\left(\operatorname{Ad}\left(t^{-1}\right)-1\right)\right|_{t_{0}^{+}}\left|=\prod_{\alpha \in \Delta^{+}}\right| \xi_{\alpha}\left(t^{-1}\right)-\left.1\right|^{2} . \tag{8.55}
\end{equation*}
$$

Putting $t=\exp i H$ with $i H \in \mathfrak{t}_{0}$, we have $\xi_{\alpha}\left(t^{-1}\right)=e^{-i \alpha(H)}$. Thus the set in the torus where (8.55) is 0 is a countable union of lower-dimensional sets and is a lower-dimensional set. By (8.25) the singular set in $T$ has $d t$ measure 0 . The singular set in $G$ is the smooth image of the product of $G / T$ and the singular set in $T$, hence is lower dimensional and is of measure 0 for $d \mu(g T)$. Therefore we may disregard the singular set and consider $\psi$ as a map $G / T \times T^{\prime} \rightarrow G^{\prime}$.

The map $\psi: G / T \times T^{\prime} \rightarrow G^{\prime}$ is not, however, one-one. If $w$ is in $N_{G}(T)$, then

$$
\begin{equation*}
\psi\left(g w T, w^{-1} t w\right)=\psi(g T, t) . \tag{8.56}
\end{equation*}
$$

Since $g w T \neq g T$ when $w$ is not in $Z_{G}(T)=T$, each member of $G^{\prime}$ has at least $|W(G, T)|$ preimages.

Lemma 8.57. Each member of $G^{\prime}$ has exactly $|W(G, T)|$ preimages under the map $\psi: G / T \times T^{\prime} \rightarrow G^{\prime}$.

Proof. Let us call two members of $G / T \times T^{\prime}$ equivalent, written $\sim$, if they are related by a member $w$ of $N_{G}(T)$ as in (8.56), namely

$$
\left(g w T, w^{-1} t w\right) \sim(g T, t)
$$

Each equivalence class has exactly $|W(G, T)|$ members.
Now suppose that $\psi(g T, s)=\psi(h T, t)$ with $s$ and $t$ regular. We shall show that

$$
\begin{equation*}
(g T, s) \sim(h T, t), \tag{8.58}
\end{equation*}
$$

and then the lemma will follow. The given equality $\psi(g T, s)=\psi(h T, t)$ means that $g s g^{-1}=h t h^{-1}$. Proposition 4.53 shows that $s$ and $t$ are conjugate via $N_{G}(T)$. Say $s=w^{-1} t w$. Then $h t h^{-1}=g w^{-1} t w g^{-1}$, and $w g^{-1} h$ centralizes the element $t$. Since $t$ is regular and $G$ has a complexification,

Corollary 7.106 shows that $w g^{-1} h$ is in $N_{G}(T)$, say $w g^{-1} h=w^{\prime}$. Then $h=g w^{-1} w^{\prime}$, and we have

$$
\begin{aligned}
(h T, t) & =\left(g w^{-1} w^{\prime} T, t\right) \\
& =\left(g w^{-1} w^{\prime} T, w^{\prime-1} t w^{\prime}\right) \\
& \sim\left(g w^{-1} T, t\right) \\
& \sim\left(g T, w^{-1} t w\right) \\
& =(g T, s) .
\end{aligned}
$$

This proves (8.58) and the lemma.
Now we look at Proposition 8.19 again. Instead of assuming that $\Phi: M \rightarrow N$ is an orientation-preserving diffeomorphism, we assume for some $n$ that $\Phi$ is an everywhere regular $n$-to-1 map of $M$ onto $N$ with $\operatorname{dim} M=\operatorname{dim} N$. Then the proof of Proposition 8.19 applies with easy modifications to give

$$
\begin{equation*}
n \int_{N} f \omega=\int_{M}(f \circ \Phi) \Phi^{*} \omega . \tag{8.59}
\end{equation*}
$$

Therefore we have the following result in place of (8.54).
Theorem 8.60 (Weyl Integration Formula). Let $T$ be a maximal torus of the compact connected Lie group $G$, and let invariant measures on $G$, $T$, and $G / T$ be normalized so that

$$
\int_{G} f(x) d x=\int_{G / T}\left[\int_{T} f(x t) d t\right] d(x T)
$$

for all continuous $f$ on $G$. Then every Borel function $F \geq 0$ on $G$ satisfies

$$
\int_{G} F(x) d x=\frac{1}{|W(G, T)|} \int_{T}\left[\int_{G / T} F\left(g t g^{-1}\right) d(g T)\right]|D(t)|^{2} d t,
$$

where

$$
|D(t)|^{2}=\prod_{\alpha \in \Delta^{+}}\left|1-\xi_{\alpha}\left(t^{-1}\right)\right|^{2} .
$$

The integration formula in Theorem 8.60 is a starting point for an analytic treatment of parts of representation theory for compact connected Lie groups. For a given such group for which $\delta$ is analytically integral,
let us sketch how the theorem leads simultaneously to a construction of an irreducible representation with given dominant analytically integral highest weight and to a proof of the Weyl Character Formula.

Define

$$
\begin{equation*}
D(t)=\xi_{\delta}(t) \prod_{\alpha \in \Delta^{+}}\left(1-\xi_{-\alpha}(t)\right), \tag{8.61}
\end{equation*}
$$

so that Theorem 8.60 for any Borel function $f$ constant on conjugacy classes and either nonnegative or integrable reduces to

$$
\begin{equation*}
\int_{G} f(x) d x=\frac{1}{|W(G, T)|} \int_{T} f(t)|D(t)|^{2} d t \tag{8.62}
\end{equation*}
$$

if we take $d x, d t$, and $d(g T)$ to have total mass one. For $\lambda \in \mathfrak{t}^{*}$ dominant and analytically integral, define

$$
\chi_{\lambda}(t)=\frac{\sum_{s \in W(G, T)} \varepsilon(s) \xi_{s(\lambda+\delta)}(t)}{D(t)}
$$

Then $\chi_{\lambda}$ is invariant under $W(G, T)$, and Proposition 4.53 shows that $\chi_{\lambda}(t)$ extends to a function $\chi_{\lambda}$ on $G$ constant on conjugacy classes. Applying (8.62) with $f=\left|\chi_{\lambda}\right|^{2}$, we see that

$$
\begin{equation*}
\int_{G}\left|\chi_{\lambda}\right|^{2} d x=1 \tag{8.63a}
\end{equation*}
$$

Applying (8.62) with $f=\chi_{\lambda} \overline{\chi_{\lambda^{\prime}}}$, we see that

$$
\begin{equation*}
\int_{G} \chi_{\lambda}(x) \overline{\chi_{\lambda^{\prime}}(x)} d x=0 \quad \text { if } \lambda \neq \lambda^{\prime} \tag{8.63b}
\end{equation*}
$$

Let $\chi$ be the character of an irreducible finite-dimensional representation of $G$. On $T, \chi(t)$ must be of the form $\sum_{\mu} \xi_{\mu}(t)$, where the $\mu$ 's are the weights repeated according to their multiplicities. Also $\chi(t)$ is even under $W(G, T)$. Then $D(t) \chi(t)$ is odd under $W(G, T)$ and is of the form $\sum_{v} n_{\nu} \xi_{v}(t)$ with each $n_{\nu}$ in $\mathbb{Z}$. Focusing on the dominant $v$ 's and seeing that the $v$ 's orthogonal to a root must drop out, we find that $\chi(t)=\sum_{\lambda} a_{\lambda} \chi_{\lambda}(t)$ with $a_{\lambda} \in \mathbb{Z}$. By (8.63),

$$
\int_{G}|\chi(x)|^{2} d x=\sum_{\lambda}\left|a_{\lambda}\right|^{2}
$$

For an irreducible character Corollary 4.16 shows that the left side is 1 . So one $a_{\lambda}$ is $\pm 1$ and the others are 0 . Since $\chi(t)$ is of the form $\sum_{\mu} \xi_{\mu}(t)$, we readily find that $a_{\lambda}=+1$ for some $\lambda$. Hence every irreducible character is of the form $\chi=\chi_{\lambda}$ for some $\lambda$. This proves the Weyl Character Formula. Using the Peter-Weyl Theorem (Theorem 4.20), we readily see that no $L^{2}$ function on $G$ that is constant on conjugacy classes can be orthogonal to all irreducible characters. Then it follows from (8.63b) that every $\chi_{\lambda}$ is an irreducible character. This proves the existence of an irreducible representation corresponding to a given dominant analytically integral form as highest weight.

For reductive Lie groups that are not necessarily compact, there is a formula analogous to Theorem 8.60. This formula is a starting point for the analytic treatment of representation theory on such groups. We state the result as Theorem 8.64 but omit the proof. The proof makes use of Theorem 7.108 and of other variants of results that we applied in the compact case.

Theorem 8.64 (Harish-Chandra). Let $G$ be a reductive Lie group, let $\left(\mathfrak{h}_{1}\right)_{0}, \ldots,\left(\mathfrak{h}_{r}\right)_{0}$ be a maximal set of nonconjugate $\theta$ stable Cartan subalgebras of $\mathfrak{g}_{0}$, and let $H_{1}, \ldots, H_{r}$ be the corresponding Cartan subgroups. Let the invariant measures on each $H_{j}$ and $G / H_{j}$ be normalized so that

$$
\int_{G} f(x) d x=\int_{G / H_{j}}\left[\int_{H_{j}} f(g h) d h\right] d\left(g H_{j}\right) \quad \text { for all } f \in C_{\mathrm{com}}(G) .
$$

Then every Borel function $F \geq 0$ on $G$ satisfies
$\int_{G} F(x) d x=\sum_{j=1}^{r} \frac{1}{\left|W\left(G, H_{j}\right)\right|} \int_{H_{j}}\left[\int_{G / H_{j}} F\left(g h g^{-1}\right) d\left(g H_{j}\right)\right]\left|D_{H_{j}}(h)\right|^{2} d h$,
where

$$
\left|D_{H_{j}}(h)\right|^{2}=\prod_{\alpha \in \Delta\left(\mathbf{g}, \mathfrak{l}_{j}\right)}\left|1-\xi_{\alpha}\left(h^{-1}\right)\right| .
$$

## 6. Problems

1. Prove that if $M$ is an oriented $m$-dimensional manifold, then $M$ admits a nowhere-vanishing smooth $m$ form.
2. Prove that the zero locus of a nonzero real analytic function on a cube in $\mathbb{R}^{n}$ has Lebesgue measure 0 .
3. Let $G$ be the group of all real matrices $\left(\begin{array}{ll}a & b \\ 0 & 1\end{array}\right)$ with $a>0$. Show that $a^{-2} d a d b$ is a left Haar measure and that $a^{-1} d a d b$ is a right Haar measure.
4. Let $G$ be a noncompact semisimple Lie group with finite center, and let $M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$ be a minimal parabolic subgroup. Prove that $G / M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$ has no nonzero $G$ invariant Borel measure.
5. Prove that the complement of the set of regular points in a reductive Lie group $G$ is a closed set of Haar measure 0 .

Problems 6-8 concern Haar measure on $G L(n, \mathbb{R})$.
6. Why is Haar measure on $G L(n, \mathbb{R})$ two-sided invariant?
7. Regard $\mathfrak{g l}(n, \mathbb{R})$ as an $n^{2}$-dimensional vector space over $\mathbb{R}$. For each $x$ in $G L(n, \mathbb{R})$, let $L_{x}$ denote left multiplication by $x$. Prove that $\operatorname{det} L_{x}=(\operatorname{det} x)^{n}$.
8. Let $E_{i j}$ be the matrix that is 1 in the $(i, j)^{\text {th }}$ place and is 0 elsewhere. Regard $\left\{E_{i j}\right\}$ as the standard basis of $\mathfrak{g l}(n, \mathbb{R})$, and introduce Lebesgue measure accordingly.
(a) Why does $\{x \in \mathfrak{g l}(n, \mathbb{R}) \mid \operatorname{det} x=0\}$ have Lebesgue measure 0 ?
(b) Deduce from Problem 7 that $|\operatorname{det} y|^{-n} d y$ is a Haar measure for $G L(n, \mathbb{R})$.

Problems 9-12 concern the function $e^{\nu H_{\mathfrak{p}}(x)}$ for a semisimple Lie group $G$ with a complexification $G^{\mathbb{C}}$. Here it is assumed that $G=K A_{\mathfrak{p}} N_{\mathfrak{p}}$ is an Iwasawa decomposition of $G$ and that elements decompose as $x=\kappa(g) \exp H_{\mathfrak{p}}(x) n$. Let $\mathfrak{a}_{\mathfrak{p}}$ be the Lie algebra of $A_{\mathfrak{p}}$, and let $\nu$ be in $\mathfrak{a}_{\mathfrak{p}}^{*}$.
9. Let $\pi$ be an irreducible finite-dimensional representation of $G$ on $V$, and introduce a Hermitian inner product in $V$ as in the proof of Theorem 8.49. If $\pi$ has highest restricted weight $\nu$ and if $v$ is in the restricted-weight space for $\nu$, prove that $\|\pi(x) v\|^{2}=e^{2 v H_{\mathfrak{p}}(x)}\|v\|^{2}$.
10. In $G=S L(3, \mathbb{R})$, let $K=S O(3)$ and let $M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$ be upper-triangular. Introduce parameters for $N_{\mathfrak{p}}^{-}$by writing $N_{\mathfrak{p}}^{-}=\left\{\bar{n}=\left(\begin{array}{ccc}1 & 0 & 0 \\ x & 1 & 0 \\ z & y & 1\end{array}\right)\right\}$. Let $f_{1}-f_{2}, f_{2}-f_{3}$, and $f_{1}-f_{3}$ be the positive restricted roots as usual, and let $\rho_{\mathfrak{p}}$ denote half their sum (namely $f_{1}-f_{3}$ ).
(a) Show that $e^{2 f_{1} H_{\mathfrak{p}}(\bar{n})}=1+x^{2}+z^{2}$ and $e^{2\left(f_{1}+f_{2}\right) H_{\mathfrak{p}}(\bar{n})}=1+y^{2}+(z-x y)^{2}$ for $\bar{n} \in N_{\mathfrak{p}}^{-}$.
(b) Deduce that $e^{2 \rho_{\mathfrak{p}} H_{\mathfrak{p}}(\bar{n})}=\left(1+x^{2}+z^{2}\right)\left(1+y^{2}+(z-x y)^{2}\right)$ for $\bar{n} \in N_{\mathfrak{p}}^{-}$.
11. In $G=S O(n, 1)_{0}$, let $K=S O(n) \times\{1\}$ and $\mathfrak{a}_{\mathfrak{p}}=\mathbb{R}\left(E_{1, n+1}+E_{n+1,1}\right)$, with $E_{i j}$ as in Problem 8. If $\lambda\left(E_{1, n+1}+E_{n+1,1}\right)>0$, say that $\lambda \in \mathfrak{a}_{\mathfrak{p}}^{*}$ is positive, and obtain $G=K A_{\mathfrak{p}} N_{\mathfrak{p}}$ accordingly.
(a) Using the standard representation of $S O(n, 1)_{0}$, compute $e^{2 \lambda H_{\mathfrak{p}}(x)}$ for a suitable $\lambda$ and all $x \in G$.
(b) Deduce a formula for $e^{2 \rho_{\mathfrak{p}} H_{\mathfrak{p}}(x)}$ from the result of (a). Here $\rho_{\mathfrak{p}}$ is half the sum of the positive restricted roots repeated according to their multiplicities.
12. In $G=S U(n, 1)$, let $K=S(U(n) \times U(1))$, and let $\mathfrak{a}_{\mathfrak{p}}$ and positivity be as in Problem 11. Repeat the two parts of Problem 11 for this group.

## CHAPTER IX

## Induced Representations and Branching Theorems


#### Abstract

The definition of unitary representation of a compact group extends to the case that the vector space is replaced by an infinite-dimensional Hilbert space, provided care is taken to incorporate a suitable notion of continuity. The theorem is that each unitary representation of a compact group $G$ splits as the orthogonal sum of finite-dimensional irreducible invariant subspaces. These invariant subspaces may be grouped according to the equivalence class of the irreducible representation, and there is an explicit formula for the orthogonal projection on the closure of the sum of all the spaces of a given type. As a result of this formula, one can speak of the multiplicity of each irreducible representation in the given representation.

The left-regular and right-regular representations of $G$ on $L^{2}(G)$ are examples of unitary representations. So is the left-regular representation of $G$ on $L^{2}(G / H)$ for any closed subgroup $H$. More generally, if $H$ is a closed subgroup and $\sigma$ is a unitary representation of $H$, the induced representation of $\sigma$ from $H$ to $G$ is an example. If $\sigma$ is irreducible, Frobenius reciprocity says that the multiplicity of any irreducible representation $\tau$ of $G$ in the induced representation equals the multiplicity of $\sigma$ in the restriction of $\tau$ to $H$.

Branching theorems give multiplicities of irreducible representations of $H$ in the restriction of irreducible representations of $G$. Three classical branching theorems deal with passing from $U(n)$ to $U(n-1)$, from $S O(n)$ to $S O(n-1)$, and from $S p(n)$ to $S p(n-1)$. These may all be derived from Kostant's Branching Theorem, which gives a formula for multiplicities when passing from a compact connected Lie group to a closed connected subgroup. Under a favorable hypothesis the Kostant formula expresses each multiplicity as an alternating sum of values of a certain partition function.

Some further branching theorems of interest are those for which $G / H$ is a compact symmetric space in the sense that $H$ is the identity component of the group of fixed elements under an involution of $G$. Helgason's Theorem translates into a theorem in this setting for the case of the trivial representation of $H$ by means of Riemannian duality. An important example of a compact symmetric space is $(G \times G) / \operatorname{diag} G$; a branching theorem for this situation tells how the tensor product of two irreducible representations of $G$ decomposes.

A cancellation-free combinatorial algorithm for decomposing tensor products for the unitary group $U(n)$ is of great utility. It leads to branching theorems for the compact symmetric spaces $U(n) / S O(n)$ and $U(2 n) / S p(n)$. In turn the first of these branching theorems helps in understanding branching for the compact symmetric space $S O(n+m) /(S O(n) \times S O(m))$.

Iteration of branching theorems for compact symmetric spaces permits analysis of some complicated induced representations. Of special note is $L^{2}\left(K /\left(K \cap M_{0}\right)\right)$ when $G$ is a reductive Lie group, $K$ is the fixed group under the global Cartan involution, and $M A N$ is the Langlands decomposition of any maximal parabolic subgroup.


## 1. Infinite-dimensional Representations of Compact Groups

In the discussion of the representation theory of compact groups in Chapter IV, all the representations were finite dimensional. A number of applications of compact groups, however, involve naturally arising infinitedimensional representations, and a theory of such representations is needed. We address this problem in the first two sections of this chapter.

Throughout this chapter, $G$ will denote a compact group, and $d x$ will denote a two-sided Haar measure on $G$ of total mass 1. To avoid having to discuss some small measure-theoretic complications, we shall state results for general compact groups but assume in proofs that $G$ is separable as a topological group. This matter will not be an issue after §2, when $G$ will always be a Lie group. For commentary about the measure-theoretic complications, see the Historical Notes.

If $V$ is a complex Hilbert space with inner product $(\cdot, \cdot)$ and norm $\|\cdot\|$, then a unitary operator $U$ on $V$ is a linear transformation from $V$ onto itself that preserves the norm in the sense that $\|U(v)\|=\|v\|$ for all $v$ in $V$. Equivalently $V$ is to be a linear operator of $V$ onto itself that preserves the inner product in the sense that $\left(U(v), U\left(v^{\prime}\right)\right)=\left(v, v^{\prime}\right)$ for all $v$ and $v^{\prime}$ in $V$. The unitary operators on $V$ form a group. They are characterized by having $U^{-1}=U^{*}$, where $U^{*}$ is the adjoint of $U$.

A unitary representation of $G$ on the complex Hilbert space $V$ is a homomorphism of $G$ into the group of unitary operators on $V$ such that a certain continuity property holds. Continuity is a more subtle matter in the present context than it was in §IV. 2 because not all possible definitions of continuity are equivalent here. The continuity property we choose is that the group action $G \times V \rightarrow V$, given by $g \times v \mapsto \Phi(g) v$, is continuous. When $\Phi$ is unitary, this property is equivalent with strong continuity, that $g \mapsto \Phi(g) v$ is continuous for every $v$ in $V$.

Let us see this equivalence. Strong continuity results from fixing the $V$ variable in the definition of continuity of the group action, and therefore continuity of the group action implies strong continuity. In the reverse direction the triangle inequality and the equality $\|\Phi(g)\|=1$ give

$$
\begin{aligned}
\left\|\Phi(g) v-\Phi\left(g_{0}\right) v_{0}\right\| & \leq\left\|\Phi(g)\left(v-v_{0}\right)\right\|+\left\|\Phi(g) v_{0}-\Phi\left(g_{0}\right) v_{0}\right\| \\
& =\left\|v-v_{0}\right\|+\left\|\Phi(g) v_{0}-\Phi\left(g_{0}\right) v_{0}\right\|
\end{aligned}
$$

and it follows that strong continuity implies continuity of the group action.
With this definition of continuity in place, an example of a unitary representation is the left-regular representation of $G$ on the complex

Hilbert space $L^{2}(G)$, given by $(l(g) f)(x)=f\left(g^{-1} x\right)$. Strong continuity is satisfied according to Lemma 4.17. The right-regular representation of $G$ on $L^{2}(G)$, given by $(r(g) f)(x)=f(x g)$ also satisfies this continuity property.

In working with a unitary representation $\Phi$ of $G$ on $V$, it is helpful to define $\Phi(f)$ for $f$ in $L^{1}(G)$ as a smeared-out version of the various $\Phi(x)$ for $x$ in $G$. Formally $\Phi(f)$ is to be $\int_{G} f(x) \Phi(x) d x$. But to avoid integrating functions whose values are in an infinite-dimensional space, we define $\Phi(f)$ as follows: The function $\int_{G} f(x)\left(\Phi(x) v, v^{\prime}\right) d x$ of $v$ and $v^{\prime}$ is linear in $v$, conjugate linear in $v^{\prime}$, and bounded in the sense that $\left|\int_{G} f(x)\left(\Phi(x) v, v^{\prime}\right) d x\right| \leq\|f\|_{1}\|v\|\left\|v^{\prime}\right\|$. It follows from the elementary theory of Hilbert spaces that there exists a unique linear operator $\Phi(f)$ such that

$$
\begin{equation*}
\left(\Phi(f) v, v^{\prime}\right)=\int_{G} f(x)\left(\Phi(x) v, v^{\prime}\right) d x \tag{9.1a}
\end{equation*}
$$

for all $v$ and $v^{\prime}$ in $V$. This operator satisfies

$$
\begin{equation*}
\|\Phi(f)\| \leq\|f\|_{1} \tag{9.1b}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi(f)^{*}=\Phi\left(f^{*}\right), \tag{9.1c}
\end{equation*}
$$

where $f^{*}(x)=\overline{f\left(x^{-1}\right)}$. From the existence and uniqueness of $\Phi(f)$, it follows that $\Phi(f)$ depends linearly on $f$.

Another property of the application of $\Phi$ to functions is that convolution goes into product. The convolution $f * h$ of two $L^{1}$ functions $f$ and $h$ is given by $(f * h)(x)=\int_{G} f\left(x y^{-1}\right) h(y) d y=\int_{G} f(y) h\left(y^{-1} x\right) d y$. The result is an $L^{1}$ function by Fubini's Theorem. Then we have

$$
\begin{equation*}
\Phi(f * h)=\Phi(f) \Phi(h) . \tag{9.1d}
\end{equation*}
$$

The formal computation to prove (9.1d) is

$$
\begin{aligned}
\Phi(f * h) & =\int_{G} \int_{G} f\left(x y^{-1}\right) h(y) \Phi(x) d y d x \\
& =\int_{G} \int_{G} f\left(x y^{-1}\right) h(y) \Phi(x) d x d y \\
& =\int_{G} \int_{G} f(x) h(y) \Phi(x y) d x d y
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{G} \int_{G} f(x) h(y) \Phi(x) \Phi(y) d x d y \\
& =\Phi(f) \Phi(h) .
\end{aligned}
$$

To make this computation rigorous, we put the appropriate inner products in place and use Fubini's Theorem to justify the interchange of order of integration:

$$
\begin{aligned}
\left(\Phi(f * h) v, v^{\prime}\right) & =\int_{G} \int_{G} f\left(x y^{-1}\right) h(y)\left(\Phi(x) v, v^{\prime}\right) d y d x \\
& =\int_{G} \int_{G} f\left(x y^{-1}\right) h(y)\left(\Phi(x) v, v^{\prime}\right) d x d y \\
& =\int_{G} \int_{G} f(x) h(y)\left(\Phi(x y) v, v^{\prime}\right) d x d y \\
& =\int_{G} \int_{G} f(x) h(y)\left(\Phi(x) \Phi(y) v, v^{\prime}\right) d x d y \\
& =\int_{G} \int_{G} f(x) h(y)\left(\Phi(y) v, \Phi(x)^{*} v^{\prime}\right) d x d y \\
& =\int_{G} \int_{G} f(x) h(y)\left(\Phi(y) v, \Phi(x)^{*} v^{\prime}\right) d y d x \\
& =\int_{G} f(x)\left(\Phi(h) v, \Phi(x)^{*} v^{\prime}\right) d x \\
& =\int_{G} f(x)\left(\Phi(x) \Phi(h) v, v^{\prime}\right) d x \\
& =\left(\Phi(f) \Phi(h) v, v^{\prime}\right) .
\end{aligned}
$$

This kind of computation translating a formal argument about $\Phi(f)$ into a rigorous argument is one that we shall normally omit from now on.

An important instance of the convolution $f * h$ is the case that $f$ and $h$ are characters of irreducible finite-dimensional representations. The formula in this case is
(9.2) $\quad \chi_{\tau} * \chi_{\tau^{\prime}}= \begin{cases}d_{\tau}^{-1} \chi_{\tau} & \text { if } \tau \cong \tau^{\prime} \text { and } d_{\tau} \text { is the degree of } \tau \\ 0 & \text { if } \tau \text { and } \tau^{\prime} \text { are inequivalent. }\end{cases}$

To prove (9.2), one expands the characters in terms of matrix coefficients and computes the integrals using Schur orthogonality (Corollary 4.10).

If $f \geq 0$ vanishes outside an open neighborhood $N$ of 1 in $G$ and has $\int_{G} f(x) d x=1$, then $\left(\Phi(f) v-v, v^{\prime}\right)=\int_{G} f(x)\left(\Phi(x) v-v, v^{\prime}\right) d x$. When $\left\|v^{\prime}\right\| \leq 1$, the Schwarz inequality therefore gives

$$
\left|\left(\Phi(f) v-v, v^{\prime}\right)\right| \leq \int_{N} f(x)\|\Phi(x) v-v\|\left\|v^{\prime}\right\| d x \leq \sup _{x \in N}\|\Phi(x) v-v\| .
$$

Taking the supremum over $v^{\prime}$ with $\left\|v^{\prime}\right\| \leq 1$ allows us to conclude that

$$
\begin{equation*}
\|\Phi(f) v-v\| \leq \sup _{x \in N}\|\Phi(x) v-v\| . \tag{9.3}
\end{equation*}
$$

We shall make use of this inequality shortly.
An invariant subspace for a unitary representation $\Phi$ on $V$ is a vector subspace $U$ such that $\Phi(g) U \subseteq U$ for all $g \in G$. This notion is useful mainly when $U$ is a closed subspace. In any event if $U$ is invariant, so is the closed orthogonal complement $U^{\perp}$ since $u^{\perp} \in U^{\perp}$ and $u \in U$ imply that

$$
\left(\Phi(g) u^{\perp}, u\right)=\left(u^{\perp}, \Phi(g)^{*} u\right)=\left(u^{\perp}, \Phi(g)^{-1} u\right)=\left(u^{\perp}, \Phi\left(g^{-1}\right) u\right)
$$

is in $\left(u^{\perp}, U\right)=0$. If $V \neq 0$, the representation is irreducible if its only closed invariant subspaces are 0 and $V$.

Two unitary representations of $G, \Phi$ on $V$ and $\Phi^{\prime}$ on $V^{\prime}$, are said to be unitarily equivalent if there is a norm-preserving linear $E: V \rightarrow V^{\prime}$ with a norm-preserving inverse such that $\Phi^{\prime}(g) E=E \Phi(g)$ for all $g \in G$.

Theorem 9.4. If $\Phi$ is a unitary representation of the compact group $G$ on a complex Hilbert space $V$, then $V$ is the orthogonal sum of finitedimensional irreducible invariant subspaces.

Proof. By Zorn's Lemma, choose a maximal orthogonal set of finitedimensional irreducible invariant subspaces. Let $U$ be the closure of the sum. Arguing by contradiction, suppose that $U$ is not all of $V$. Then $U^{\perp}$ is a nonzero closed invariant subspace. Fix $v \neq 0$ in $U^{\perp}$. For each open neighborhood $N$ of 1 in $G$, let $f_{N}$ be the characteristic function of $N$ divided by the measure of $N$. Then $f_{N}$ is an integrable function $\geq 0$ with integral 1. It is immediate from (9.1a) that $\Phi\left(f_{N}\right) v$ is in $U^{\perp}$ for every $N$. Inequality (9.3) and strong continuity show that $\Phi\left(f_{N}\right) v$ tends to $v$ as $N$ shrinks to $\{1\}$. Hence some $\Phi\left(f_{N}\right) v$ is not 0 . Fix such an $N$.

Choose by the Peter-Weyl Theorem (Theorem 4.20) a function $h$ in the linear span of all matrix coefficients for all finite-dimensional irreducible unitary representations so that $\left\|f_{N}-h\right\|_{2} \leq \frac{1}{2}\left\|\Phi\left(f_{N}\right) v\right\| /\|v\|$. Then

$$
\begin{aligned}
\left\|\Phi\left(f_{N}\right) v-\Phi(h) v\right\| & =\left\|\Phi\left(f_{N}-h\right) v\right\| \leq\left\|f_{N}-h\right\|_{1}\|v\| \\
& \leq\left\|f_{N}-h\right\|_{2}\|v\| \leq \frac{1}{2}\left\|\Phi\left(f_{N}\right) v\right\|
\end{aligned}
$$

by (9.1b) and the inequality $\|F\|_{1} \leq\|F\|_{2}$. Hence

$$
\|\Phi(h) v\| \geq\left\|\Phi\left(f_{N}\right) v\right\|-\left\|\Phi\left(f_{N}\right) v-\Phi(h) v\right\| \geq \frac{1}{2}\left\|\Phi\left(f_{N}\right) v\right\|>0,
$$

and $\Phi(h) v$ is not 0 .

The function $h$ lies in some finite-dimensional subspace $S$ of $L^{2}(G)$ that is invariant under left translation. Let $h_{1}, \ldots, h_{n}$ be a basis of $S$, and write $h_{j}\left(g^{-1} x\right)=\sum_{i} c_{i j}(g) h_{i}(x)$. The formal computation

$$
\begin{aligned}
\Phi(g) \Phi\left(h_{j}\right) v & =\Phi(g) \int_{G} h_{j}(x) \Phi(x) v d x=\int_{G} h_{j}(x) \Phi(g x) v d x \\
& =\int_{G} h_{j}\left(g^{-1} x\right) \Phi(x) v d x=\sum_{i=1}^{n} c_{i j}(g) \int_{G} h_{i}(x) \Phi(x) v d x \\
& =\sum_{i=1}^{n} c_{i j}(g) \Phi\left(h_{i}\right) v
\end{aligned}
$$

suggests that the subspace $\sum_{j} \mathbb{C} \Phi\left(h_{j}\right) v$, which is finite dimensional and lies in $U^{\perp}$, is an invariant subspace for $\Phi$ containing the nonzero vector $\Phi(h) v$. To justify the formal computation, we argue as in the proof of $(9.1 \mathrm{~d})$, redoing the calculation with an inner product with $v^{\prime}$ in place throughout. The existence of this subspace of $U^{\perp}$ contradicts the maximality of $U$ and proves the theorem.

Corollary 9.5. Every irreducible unitary representation of a compact group is finite dimensional.

Proof. This is immediate from Theorem 9.4.
Corollary 9.6. Let $\Phi$ be a unitary representation of the compact group $G$ on a complex Hilbert space $V$. For each irreducible unitary representation $\tau$ of $G$, let $E_{\tau}$ be the orthogonal projection on the sum of all irreducible invariant subspaces of $V$ that are equivalent with $\tau$. Then $E_{\tau}$ is given by $d_{\tau} \Phi\left(\overline{\chi_{\tau}}\right)$, where $d_{\tau}$ is the degree of $\tau$ and $\chi_{\tau}$ is the character of $\tau$, and the image of $E_{\tau}$ is the orthogonal sum of irreducible invariant subspaces that are equivalent with $\tau$. Moreover, if $\tau$ and $\tau^{\prime}$ are inequivalent, then $E_{\tau} E_{\tau^{\prime}}=E_{\tau^{\prime}} E_{\tau}=0$. Finally every $v$ in $V$ satisfies

$$
v=\sum_{\tau} E_{\tau} v,
$$

with the sum taken over a set of representatives $\tau$ of all equivalence classes of irreducible unitary representations of $G$.

Proof. Let $\tau$ be irreducible with degree $d_{\tau}$, and put $E_{\tau}^{\prime}=d_{\tau} \Phi\left(\overline{\chi_{\tau}}\right)$.

Formulas (9.1c), (4.14), (9.1d), and (9.2) give

$$
\begin{gathered}
E_{\tau}^{\prime *}=d_{\tau} \Phi\left({\overline{\chi_{\tau}}}^{*}\right)=d_{\tau} \Phi\left(\chi_{\tau^{c}}\right)=d_{\tau} \Phi\left(\overline{\chi_{\tau}}\right)=E_{\tau}^{\prime}, \\
E_{\tau}^{\prime} E_{\tau^{\prime}}^{\prime}=d_{\tau} d_{\tau^{\prime}} \Phi\left(\overline{\chi_{\tau}}\right) \Phi\left(\overline{\chi_{\tau^{\prime}}}\right)=d_{\tau} d_{\tau^{\prime}} \Phi\left(\overline{\chi_{\tau}} * \overline{\chi_{\tau^{\prime}}}\right)=0 \quad \text { if } \tau \not \approx \tau^{\prime}, \\
E_{\tau}^{\prime 2}=d_{\tau}^{2} \Phi\left(\overline{\chi_{\tau}} * \overline{\chi_{\tau}}\right)=d_{\tau} \Phi\left(\overline{\chi_{\tau}}\right)=E_{\tau}^{\prime} .
\end{gathered}
$$

The first and third of these formulas say that $E_{\tau}^{\prime}$ is an orthogonal projection, and the second formula says that $E_{\tau}^{\prime} E_{\tau^{\prime}}^{\prime}=E_{\tau^{\prime}}^{\prime} E_{\tau}^{\prime}=0$ if $\tau$ and $\tau^{\prime}$ are inequivalent.

Let $U$ be an irreducible finite-dimensional subspace of $V$ on which $\left.\Phi\right|_{U}$ is equivalent with $\tau$, and let $u_{1}, \ldots, u_{n}$ be an orthonormal basis of $U$. If we write $\Phi(x) u_{j}=\sum_{i=1}^{n} \Phi_{i j}(x) u_{i}$, then $\Phi_{i j}(x)=\left(\Phi(x) u_{j}, u_{i}\right)$ and $\chi_{\tau}(x)=$ $\sum_{i=1}^{n} \Phi_{i i}(x)$. Thus a formal computation with Schur orthogonality gives

$$
E_{\tau}^{\prime} u_{j}=d_{\tau} \int_{G} \overline{\chi_{\tau}(x)} \Phi(x) u_{j} d x=d_{\tau} \int_{G} \sum_{i, k} \overline{\Phi_{k k}(x)} \Phi_{i j}(x) u_{i} d x=u_{j}
$$

and we can justify this computation by using inner products with $v^{\prime}$ throughout. As a result, we see that $E_{\tau}^{\prime}$ is the identity on every irreducible subspace of type $\tau$.

Now let us apply $E_{\tau}^{\prime}$ to a Hilbert space orthogonal sum $V=\sum V_{\alpha}$ of the kind in Theorem 9.4. We have just seen that $E_{\tau}^{\prime}$ is the identity on $V_{\alpha}$ if $V_{\alpha}$ is of type $\tau$. If $V_{\alpha}$ is of type $\tau^{\prime}$ with $\tau^{\prime}$ inequivalent with $\tau$, then $E_{\tau^{\prime}}^{\prime}$ is the identity on $V_{\alpha}$, and we have $E_{\tau}^{\prime} u=E_{\tau}^{\prime} E_{\tau^{\prime}}^{\prime} u=0$ for all $u \in V_{\alpha}$. Consequently $E_{\tau}^{\prime}$ is 0 on $V_{\alpha}$, and we conclude that $E_{\tau}^{\prime}=E_{\tau}$. This completes the proof.

It follows from Corollary 9.6 that the number of occurrences of irreducible subspaces of type $\tau$ in a decomposition of the kind in Theorem 9.4 is independent of the decomposition. As a result of the corollary, this number may be obtained as the quotient (dimimage $E_{\tau}$ ) $/ d_{\tau}$. We write $[\Phi: \tau]$ for this quantity and call it the multiplicity of $\tau$ in $\Phi$. Each multiplicity is a cardinal number, but it may be treated simply as a member of the set $\{0,1,2, \ldots, \infty\}$ when the underlying Hilbert space is separable. When $\Phi$ is finite dimensional, §IV. 2 provides us with a way of computing multiplicities in terms of characters, and the present notion may be regarded as a generalization to the infinite-dimensional case.

For an example, consider the right-regular representation $r$ of $G$ on $L^{2}(G)$. Let $\tau$ be an irreducible unitary representation, let $u_{1}, \ldots, u_{n}$ be an
orthonormal basis of the space on which $\tau$ acts, and form matrices relative to this basis that realize each $\tau(x)$. The formula is $\tau_{i j}(x)=\left(\tau(x) u_{j}, u_{i}\right)$. The matrix coefficients corresponding to a fixed row, those with $i$ fixed and $j$ varying, form an irreducible invariant subspace for $r$ of type $\tau$, and these spaces are orthogonal to one another by Schur orthogonality. Thus $[r: \tau]$ is at least $d_{\tau}$. On the other hand, Corollary 4.21 says that such matrix coefficients, as $\tau$ varies through representatives of all equivalence classes of irreducible representations, form a complete orthogonal system in $L^{2}(G)$. The coefficients corresponding to any $\tau^{\prime}$ inequivalent with $\tau$ are in the image of $E_{\tau^{\prime}}$ and are not of type $\tau$. It follows that $[r: \tau]$ equals $d_{\tau}$ and that the spaces of type $\tau$ can be taken to be the span of each row of matrix coefficients for $\tau$.

For the left-regular representation $l$ of $G$ on $L^{2}(G)$, one can reason similarly. The results are that $[l: \tau]$ equals $d_{\tau}$ and that the spaces of type $\tau$ can be taken to be the span of the columns of matrix coefficients for the contragredient $\tau^{c}$.

Let $\widehat{G}$ be the set of equivalence classes of irreducible representations of $G$. The multiplicities of each member of $\widehat{G}$ within a unitary representation of $G$ determine the representation up to unitary equivalence. In fact, the various multiplicities are certainly not changed under a unitary equivalence, and if a set of multiplicities is given, any unitary representation of $G$ with those multiplicities is unitarily equivalent to the orthogonal sum of irreducible representations with each irreducible taken as many times as the multiplicity indicates. We shall be interested in techniques for computing these multiplicities.

Proposition 9.7. Let $\Phi$ and $\tau$ be unitary representations of the compact group $G$ on spaces $V^{\Phi}$ and $V^{\tau}$, respectively, and suppose $\tau$ is irreducible. Then

$$
[\Phi: \tau]=\operatorname{dim}_{\mathbb{C}} \operatorname{Hom}_{G}\left(V^{\Phi}, V^{\tau}\right)=\operatorname{dim}_{\mathbb{C}} \operatorname{Hom}_{G}\left(V^{\tau}, V^{\Phi}\right),
$$

where the subscripts $G$ refer to linear maps respecting the indicated actions by $G$.

Proof. By Schur's Lemma (Proposition 4.8) and Corollary 9.6, any member of $\operatorname{Hom}_{G}\left(V^{\Phi}, V^{\tau}\right)$ annihilates $\left(E_{\tau} V^{\Phi}\right)^{\perp}$. Write, by a second application of Corollary $9.6, E_{\tau} V^{\Phi}$ as the orthogonal sum of irreducible subspaces $V_{\alpha}$ with each $V_{\alpha}$ equivalent to $V^{\tau}$. For each $V_{\alpha}$, the space of linear maps from $V_{\alpha}$ to $V^{\tau}$ respecting the action by $G$ is at least 1-dimensional. It
is at most 1-dimensional by Schur's Lemma in the form of Corollary 4.9. Then it follows that

$$
[\Phi: \tau]=\operatorname{dim}_{\mathbb{C}} \operatorname{Hom}_{G}\left(V^{\Phi}, V^{\tau}\right)
$$

Taking adjoints, we obtain

$$
\operatorname{dim}_{\mathbb{C}} \operatorname{Hom}_{G}\left(V^{\Phi}, V^{\tau}\right)=\operatorname{dim}_{\mathbb{C}} \operatorname{Hom}_{G}\left(V^{\tau}, V^{\Phi}\right)
$$

## 2. Induced Representations and Frobenius Reciprocity

In this section we continue to assume that $G$ is a compact group, and we continue to write out proofs only under the additional assumption that $G$ is separable.

A wider class of examples of infinite-dimensional unitary representations than the regular representations on $L^{2}(G)$ is obtained as follows: Let $H$ be a closed subgroup of $G$, and let $l$ be the left-regular representation of $G$ on $L^{2}(G / H)$, given by $(l(g) f)(x H)=f\left(g^{-1} x H\right)$.

This is a unitary representation, and it can be realized also as taking place in a certain closed subspace of $L^{2}(G)$. Namely the identification $f \mapsto F$ given by $F(x)=f(x H)$ carries $L^{2}(G / H)$ onto the subspace of members of $L^{2}(G)$ that are right-invariant under $H$, a closed subspace that we shall denote by $L^{2}\left(G, \mathbb{C}, 1_{H}\right)$. The result is a unitary equivalence of representations of $G$.

The realization of $L^{2}(G / H)$ as $L^{2}\left(G, \mathbb{C}, 1_{H}\right)$ suggests a generalization in which $\mathbb{C}$ and $1_{H}$ are replaced by a Hilbert space $V$ and a unitary representation $\sigma$ of $H$ on $V$. The case of most interest is that $\sigma$ is finite dimensional, but the theory is no more complicated if $V$ is allowed to be infinite dimensional but separable. We shall not have occasion to apply the theory to nonseparable Hilbert spaces, and we defer to the Historical Notes any discussion of the complications in that case.

Let the inner product and norm for $V$ be denoted $(\cdot, \cdot)_{V}$ and $|\cdot|_{V}$. A function $F$ from $G$ to $V$ is (weakly) measurable if $x \mapsto(F(x), v)_{V}$ is Borel measurable for all $v \in V$. In this case let $\left\{v_{n}\right\}$ be an orthonormal basis of $V$. Then the function $|F(x)|_{V}^{2}=\sum_{n}\left|\left(F(x), v_{n}\right)_{V}\right|^{2}$ is measurable and is independent of the choice of orthonormal basis. We say that $F$ is in $L^{2}(G, V)$ if it is measurable and if $\|F\|_{2}=\left(\int_{G}|F(x)|_{V}^{2} d x\right)^{1 / 2}$ is finite. Technically the space $L^{2}(G, V)$ is the Hilbert space of such functions with two such functions identified if they differ on a set of measure 0 , but
one usually speaks of functions, rather than their equivalence classes, as members of $L^{2}$.

We define the left-regular representation $l$ of $G$ on $L^{2}(G, V)$ by $(l(g) F)(x)=F\left(g^{-1} x\right)$. To verify the strong continuity, we use the same argument as for Lemma 4.17 once we know that the continuous functions from $G$ to $V$ are dense in $L^{2}(G, V)$. This density is a consequence of the density in the scalar case, which was proved in §IV.3: if $\left\{v_{n}\right\}$ is an orthonormal basis of $V$, then the finite linear combinations of functions $f v_{n}$ with $f$ scalar-valued and continuous are continuous into $V$ and form a dense subset of $L^{2}(G, V)$.

Let us interject some remarks about Fubini's Theorem. Fubini's Theorem is usually regarded as a statement about the interchange of integrals of nonnegative measurable functions on a product measure space that is totally finite or totally $\sigma$-finite, but it says more. For one thing, it says that the result of performing the inner integration is a measurable function of the other variable. For another thing, through its statement in the case of a characteristic function, it gives insight into sets of measure 0 ; if a measurable set in the product space has the property that almost every slice in one direction has measure 0 , then almost every slice in the other direction has measure 0 .

Let $H$ be a closed subgroup of $G$, and let $\sigma$ be a unitary representation of $H$ on $V$. Define

$$
\begin{align*}
L^{2}(G, V, \sigma) & =\left\{\begin{array}{l|l}
F \in L^{2}(G, V) & \begin{array}{l}
F(x h)=\sigma(h)^{-1} F(x) \\
\text { for almost every pair } \\
(x, h) \in G \times H
\end{array}
\end{array}\right\}  \tag{9.8}\\
& =\left\{\begin{array}{ll}
F \in L^{2}(G, V) & \begin{array}{l}
\text { For every } h \in H, \\
F(x h)=\sigma(h)^{-1} F(x) \\
\text { for a.e. } x \in G
\end{array}
\end{array}\right\} .
\end{align*}
$$

The equality of the two expressions in braces requires some comment. The equality is meant to convey that an equivalence class of functions in $L^{2}$ containing a function having one of the defining properties in (9.8) contains a member that has the other of the defining properties, and vice versa. With this interpretation the second expression is contained in the first by Fubini's Theorem. If $F$ is in the first space, we can adjust $F$ on a subset of $G$ of measure 0 to make it be in the second space. This adjustment is done by integration as follows. Formally we consider $F_{1}(x)=\int_{H} \sigma(h) F(x h) d h$. By Fubini's Theorem, for almost all $x \in G$, we have $F(x h)=\sigma(h)^{-1} F(x)$ for almost all $h \in H$, and these $x$ 's have $F_{1}(x)=F(x)$. For the remaining
$x$ 's, we set $F_{1}(x)=0$. Then $F_{1}$ is in the second space, and $F_{1}$ and $F$ yield the same member of $L^{2}(G, V)$. This argument is formal in that it used integrals of vector-valued functions. To make it precise, we work throughout with inner products with an arbitrary $v \in V$; we omit these details.

In practice it is a little easier to use the second expression in (9.8), and we shall tend to ignore the first expression. Some authors work instead with the subspace of continuous members of $L^{2}(G, V, \sigma)$, for which there are no exceptional $x$ 's and $h$ 's; this approach succeeds because it can be shown that the subspace of continuous members is dense in $L^{2}(G, V, \sigma)$.

For $F$ in $L^{2}(G, V, \sigma)$ and $g$ in $G$, define $(\Phi(g) F)(x)=F\left(g^{-1} x\right)$. The system of operators $\Phi(g)$ is nothing more than the restriction to an invariant subspace of the left-regular representation of $G$ on $L^{2}(G, V)$. Thus $\Phi$ is a unitary representation of $G$ on $L^{2}(G, V, \sigma)$. It is the induced representation of $\sigma$ from $H$ to $G$ and is denoted $\operatorname{ind}_{H}^{G} \sigma$.

From the definitions it follows immediately that if $\sigma$ is the finite or countably infinite orthogonal sum of unitary representations $\sigma_{n}$ on separable Hilbert spaces, then $\operatorname{ind}_{H}^{G} \sigma$ is unitarily equivalent with the orthogonal sum of the $\operatorname{ind}_{H}^{G} \sigma_{n}$.

Theorem 9.9 (Frobenius reciprocity). Let $H$ be a closed subgroup of the compact group $G$, let $\sigma$ be an irreducible unitary representation of $H$ on $V^{\sigma}$, let $\tau$ be an irreducible unitary representation of $G$ on $V^{\tau}$, and let $\Phi=\operatorname{ind}_{H}^{G} \sigma$ act on $V^{\Phi}$. Then there is a canonical vector-space isomorphism

$$
\operatorname{Hom}_{G}\left(V^{\tau}, V^{\Phi}\right) \cong \operatorname{Hom}_{H}\left(V^{\tau}, V^{\sigma}\right)
$$

and consequently

$$
\left[\operatorname{ind}_{H}^{G} \sigma: \tau\right]=\left[\left.\tau\right|_{H}: \sigma\right] .
$$

REMARKS. Restriction to a subgroup is a way of passing from representations of $G$ to representations of $H$, and induction is a way of passing in the opposite direction. Frobenius reciprocity gives a sense in which these constructions are adjoint to each other.

Proof. We shall prove the isomorphism. The equality of multiplicities is then immediate from Proposition 9.7.

The space $V^{\Phi}$ is contained in $L^{2}\left(G, V^{\sigma}\right)$, and $L^{2}\left(G, V^{\sigma}\right)$ is simply the direct sum of $d_{\sigma}$ copies of $L^{2}(G), d_{\sigma}$ being the degree. Therefore $\tau$ occurs exactly $d_{\sigma} d_{\tau}$ times in $L^{2}\left(G, V^{\sigma}\right)$ and at most that many times in $V^{\Phi}$. By Schur's Lemma we then know that the image of any member
of $\operatorname{Hom}_{G}\left(V^{\tau}, V^{\Phi}\right)$ lies in the subspace of continuous members of $V^{\Phi}$. If $e$ denotes evaluation at 1 in $G$, it therefore makes sense to form the composition $e A$ whenever $A$ is in $\operatorname{Hom}_{G}\left(V^{\tau}, V^{\Phi}\right)$. For $v$ in $V^{\tau}$, we have

$$
\begin{aligned}
\sigma(h)(e A v) & =\sigma(h)[(A v)(1)]=(A v)\left(h^{-1}\right) \\
& =(\Phi(h)(A v))(1)=(A \tau(h) v)(1)=e A \tau(h) v .
\end{aligned}
$$

Thus $e A$ is in $\operatorname{Hom}_{H}\left(V^{\tau}, V^{\sigma}\right)$, and the linear map $e$ carries $\operatorname{Hom}_{G}\left(V^{\tau}, V^{\Phi}\right)$ into $\operatorname{Hom}_{H}\left(V^{\tau}, V^{\sigma}\right)$. To complete the proof, we show that $e$ is an isomorphism.

To see that $e$ is one-one, suppose that $e A v=0$ for all $v$ in $V^{\tau}$. Then $(A v)(1)=0$ for all $v$. Applying this conclusion to $v=\tau(g)^{-1} v^{\prime}$ gives

$$
0=(A v)(1)=\left(A \tau(g)^{-1} v^{\prime}\right)(1)=\left(\Phi(g)^{-1} A v^{\prime}\right)(1)=\left(A v^{\prime}\right)(g)
$$

and so $A v^{\prime}=0$. Since $v^{\prime}$ is arbitrary, $A=0$. Thus $e$ is one-one.
To see that $e$ is onto, let $a$ be in $\operatorname{Hom}_{H}\left(V^{\tau}, V^{\sigma}\right)$. Define $\operatorname{Av}(g)=$ $a\left(\tau(g)^{-1} v\right)$ for $v \in V^{\tau}$ and $g \in G$. Then

$$
A v(g h)=a\left(\tau(h)^{-1} \tau(g)^{-1} v\right)=\sigma(h)^{-1}\left(a\left(\tau(g)^{-1} v\right)\right)=\sigma(h)^{-1}(A v(g))
$$

shows that $A v$ is in $V^{\Phi}$. In fact, $A$ is in $\operatorname{Hom}_{G}\left(V^{\tau}, V^{\Phi}\right)$ because the equality

$$
\left(\Phi\left(g_{0}\right) A v\right)(g)=A v\left(g_{0}^{-1} g\right)=a\left(\tau(g)^{-1}\left(\tau\left(g_{0}\right) v\right)\right)=A\left(\tau\left(g_{0}\right) v\right)(g)
$$

implies $\Phi\left(g_{0}\right) A=A \tau\left(g_{0}\right)$. Finally $e$ carries $A$ to $a$ because the equality

$$
e A v=A v(1)=a(\tau(1) v)=a v
$$

implies $e A=a$. Thus $e$ is onto, and the proof is complete.
The final topic of this section is "induction in stages," which refers to the legitimacy of forming an induced representation by first inducing to an intermediate group and then inducing from there to the whole group. Induction in stages may be regarded as adjoint to the obvious notion of restriction in stages-that if $H$ and $H_{1}$ are closed subgroups of $G$ and $H \subseteq H_{1} \subseteq G$, then the effect of restricting from $G$ to $H_{1}$ and afterward restricting to $H$ is the same as the effect of restricting from $G$ to $H$ directly. We can quantify this relationship by means of multiplicities as follows. Let $\tau$ and $\sigma$ be irreducible unitary representations of $G$ and $H$. Decomposing $\tau$ under $H_{1}$ and the result under $H$, we see that

$$
\begin{equation*}
[\tau: \sigma]=\sum_{\sigma_{1} \in \widehat{H}_{1}}\left[\tau: \sigma_{1}\right]\left[\sigma_{1}: \sigma\right] . \tag{9.10}
\end{equation*}
$$

Induction in stages is more subtle than restriction in stages and requires some justification. When inducing representations in stages, even if we start with an irreducible representation, the intermediate representation is likely to occur in a subspace of some $L^{2}(G, V)$ with $V$ infinite dimensional. Before stating the result about induction in stages, let us therefore check in the case of interest that all the Hilbert spaces that arise are separable.

Proposition 9.11. Let $G$ be a separable compact group. Then $L^{2}(G)$ is a separable Hilbert space. In fact, $L^{2}(G, V)$ is a separable Hilbert space whenever $V$ is a separable Hilbert space.

Proof. Fix a countable base for the topology of $G$. For each pair $U$ and $V$ in the countable base such that $\bar{U} \subseteq V$, choose, by Urysohn's Lemma, a continuous real-valued function that is 1 on $U$ and 0 off $V$. The resulting subset of the space $C(G)$ of continuous complex-valued functions on $G$ is countable and separates points on $G$. The associative algebra over $\mathbb{Q}+i \mathbb{Q}$ generated by these functions and the constant 1 is countable, is closed under conjugation, and is uniformly dense in the associative algebra over $\mathbb{C}$ generated by these functions and 1 . The latter algebra is uniformly dense in $C(G)$ by the Stone-Weierstrass Theorem. Since $C(G)$ is known from §IV. 3 to be dense in $L^{2}(G)$, we conclude that $L^{2}(G)$ is separable. This proves the first statement.

If $V$ is a separable Hilbert space, let $\left\{v_{n}\right\}$ be a countable orthonormal basis. Choose a countable dense set $\left\{f_{k}\right\}$ in $L^{2}(G)$. Then the set of finite rational linear combinations of functions $f_{k} v_{n}$ is a countable dense set in $L^{2}(G, V)$.

Proposition 9.12 (induction in stages). Let $G$ be a separable compact group, and let $H$ and $H_{1}$ be closed subgroups with $H \subseteq H_{1} \subseteq G$. If $\sigma$ is an irreducible unitary representation of $H$, then

$$
\operatorname{ind}_{H}^{G} \sigma \text { is unitarily equivalent with } \operatorname{ind}_{H_{1}}^{G} \operatorname{ind}_{H}^{H_{1}} \sigma .
$$

Remarks. In fact, the unitary equivalence is canonical, but we shall not need this sharper statement. The functions in the Hilbert space of the doubly induced representation are functions on $G$ whose values are functions on $H_{1}$, thus are functions of pairs $\left(g, h_{1}\right)$. Their values are in the space $V^{\sigma}$ on which $\sigma$ acts. The functions in the space of $\operatorname{ind}_{H}^{G} \sigma$ are functions from $G$ to $V^{\sigma}$. The unitary equivalence is given in effect by evaluating the functions of pairs $\left(g, h_{1}\right)$ at $h_{1}=1$. Since the functions in question are unaffected by changes on sets of measure 0 , some work is needed to make sense of this argument.

Proof. Let $\tau$ and $\sigma$ be irreducible unitary representations of $G$ and $H$. Decomposing $\tau$ under $H_{1}$ and the result under $H$ leads to the multiplicity formula (9.10). Frobenius reciprocity (Theorem 9.9) then gives

$$
\begin{equation*}
\left[\operatorname{ind}_{H}^{G} \sigma: \tau\right]=\sum_{\sigma_{1} \in \widehat{H}_{1}}\left[\operatorname{ind}_{H_{1}}^{G} \sigma_{1}: \tau\right]\left[\operatorname{ind}_{H}^{H_{1}} \sigma: \sigma_{1}\right] . \tag{9.13}
\end{equation*}
$$

The representation $\operatorname{ind}_{H}^{H_{1}} \sigma$ is the orthogonal sum over all $\sigma_{1}$ of $\left[\operatorname{ind}_{H}^{H_{1}} \sigma: \sigma_{1}\right]$ copies of $\sigma_{1}$, and hence the induced representation $\operatorname{ind}_{H_{1}}^{G} \operatorname{ind}_{H}^{H_{1}} \sigma$ is unitarily equivalent with the orthogonal sum over all $\sigma_{1}$ of $\left[\operatorname{ind}_{H}^{H_{1}} \sigma: \sigma_{1}\right]$ copies of $\operatorname{ind}_{H_{1}}^{G} \sigma_{1}$. Thus the right side of (9.13) is

$$
=\left[\operatorname{ind}_{H_{1}}^{G} \operatorname{ind}_{H}^{H_{1}} \sigma: \tau\right] .
$$

Therefore the two representations in question have the same respective multiplicities, and they must be unitarily equivalent.

## 3. Classical Branching Theorems

Let $H$ be a closed subgroup of the compact group $G$. Frobenius reciprocity deals with the multiplicities of irreducible representations of $G$ in induced representations from $H$ to $G$, reducing their computation to finding multiplicities of irreducible representations of $G$ when restricted to $H$. In particular, this approach applies to finding the multiplicities for $L^{2}(G / H)$. A theorem about computing multiplicities for an irreducible representation upon restriction to a closed subgroup is called a branching theorem or branching rule. The rest of this chapter will be concerned with results of this type.

We shall concentrate on the case that $G$ is a connected Lie group and that the closed subgroup $H$ is connected. In the next section we shall see that there is a direct formula that handles all examples. However, this formula involves an alternating sum of a great many terms, and it gives a useful answer only in a limited number of situations. It is natural therefore to try to form an arsenal of situations that can be handled recursively, preferably in a small number of steps.

For this purpose a natural first step is to look at the various series of classical compact connected groups and to isolate the effect of restricting an irreducible representation to the next smaller group in the same series.

In this section we list three theorems of this kind, postponing their proofs to §5.

Our groups are as follows. We work with the unitary groups $U(n)$, the rotation groups $S O(N)$ with $N=2 n+1$ or $N=2 n$, and the quaternion unitary groups $S p(n)$. The rotation groups are not simply connected, but we omit discussion of their simply connected covers. In each case we use the standard embedding of the subgroup $H$ of next smaller size in the upper left block of the given group $G$, with the members of $H$ filled out with 1's on the diagonal. A different choice for an embedding of $H$ will yield the same branching if the two subgroups are conjugate via $G$, as is the case if $H$ is embedded in the lower right block of $G$, for example.

We parametrize irreducible representations of $G$ and $H$ as usual by highest weights. The maximal tori $T$ are as in §IV. 5 for the most part. In the case of $U(n)$, the maximal torus is the diagonal subgroup. For $S O(2 n+1)$ it consists of block diagonal matrices with $n$ blocks consisting of 2-by-2 rotation matrices and with 1 block consisting of the entry 1 , and for $S O(2 n)$ it consists of block diagonal matrices with $n$ blocks consisting of 2-by-2 rotation matrices. To have highest-weight theory apply conveniently to $S p(n)$, we realize $S p(n)$ as $S p(n, \mathbb{C}) \cap U(2 n)$; then the maximal torus consists of diagonal matrices whose $(n+j)^{\text {th }}$ entry is the reciprocal of the $j^{\text {th }}$ entry for $1 \leq j \leq n$.

In each case the notation for members of the complexified dual of the Lie algebra of $T$ is to be as in the corresponding example of §II.1. We write $t$ for the Lie algebra of $T$. The positive roots are as in (2.50). The analytically integral members of $\left(\mathfrak{t}^{\mathbb{C}}\right)^{*}$ in each case are of the form $a_{1} e_{1}+\cdots+a_{n} e_{n}$ with all $a_{j}$ equal to integers.

We begin with the branching theorem for $U(n)$. For $U(n)$, the condition of dominance is that $a_{1} \geq \cdots \geq a_{n}$.

Theorem 9.14 (Weyl). For $U(n)$, the irreducible representation with highest weight $a_{1} e_{1}+\cdots+a_{n} e_{n}$ decomposes with multiplicity 1 under $U(n-1)$, and the representations of $U(n-1)$ that appear are exactly those with highest weights $c_{1} e_{1}+\cdots+c_{n-1} e_{n-1}$ such that

$$
\begin{equation*}
a_{1} \geq c_{1} \geq a_{2} \geq \cdots \geq a_{n-1} \geq c_{n-1} \geq a_{n} . \tag{9.15}
\end{equation*}
$$

Example. $L^{2}(U(n) / U(n-1))$. The space $U(n) / U(n-1)$ may be regarded as the unit sphere in $\mathbb{C}^{n}$. Frobenius reciprocity says that the multiplicity of an irreducible representation $\tau$ of $U(n)$ in $L^{2}(U(n) / U(n-1))$ equals the multiplicity of the trivial representation of $U(n-1)$ in $\left.\tau\right|_{U(n-1)}$.

Let $\tau$ have highest weight $a_{1} e_{1}+\cdots+a_{n} e_{n}$. A brief calculation using Theorem 9.14 shows that

$$
\left[\left.\tau\right|_{U(n-1)}: 1\right]= \begin{cases}1 & \text { if }\left(a_{1}, \ldots, a_{n}\right)=(q, 0, \ldots, 0,-p) \\ 0 & \text { otherwise }\end{cases}
$$

The representation with highest weight $q e_{1}-p e_{n}$ can be seen to be realized concretely in the subspace $H_{p, q}$ of homogeneous harmonic polynomials in $\left(z_{1}, \ldots, z_{n}, \bar{z}_{1}, \ldots, \bar{z}_{n}\right)$ in which $p$ factors of $z$ 's and $q$ factors of $\bar{z}$ 's are involved; here "harmonic" means that the polynomial is annihilated by the usual Laplacian $\sum_{j=1}^{n}\left(\frac{\partial^{2}}{\partial x_{j}^{2}}+\frac{\partial^{2}}{\partial y_{j}^{2}}\right)$. Thus $L^{2}(U(n) / U(n-1))$ is unitarily equivalent with the sum of all the spaces $H_{p, q}$, each occurring with multiplicity 1 . This conclusion, obtained from Theorem 9.14 with just a brief calculation, begs for an analytic interpretation. Here is such an interpretation: Any homogeneous polynomial involving $p$ of the $z$ 's and $q$ of the $\bar{z}$ 's is uniquely a sum $h_{p, q}+|z|^{2} h_{p-1, q-1}+|z|^{4} h_{p-2, q-2}+\cdots$ with each of the $h$ 's in the indicated space of homogeneous harmonic polynomials. On the unit sphere each of the powers of $|z|$ restricts to the constant 1 , and hence every polynomial on the sphere is the sum of harmonic polynomials of the required kind. Compare with Problems 9-17 in Chapter IV.

Now we state the branching theorem for the rotation groups. The condition of dominance for the integral form $a_{1} e_{1}+\cdots+a_{n} e_{n}$ for $S O(2 n+1)$ and $S O(2 n)$ is that

$$
\begin{array}{ll}
a_{1} \geq \cdots \geq a_{n} \geq 0 & \text { for the case of } N=2 n+1, \\
a_{1} \geq \cdots \geq a_{n-1} \geq\left|a_{n}\right| & \text { for the case of } N=2 n .
\end{array}
$$

Theorem 9.16 (Murnaghan).
(a) For $S O(2 n+1)$, the irreducible representation with highest weight $a_{1} e_{1}+\cdots+a_{n} e_{n}$ decomposes with multiplicity 1 under $S O(2 n)$, and the representations of $S O(2 n)$ that appear are exactly those with highest weights $\left(c_{1}, \ldots, c_{n}\right)$ such that

$$
\begin{equation*}
a_{1} \geq c_{1} \geq a_{2} \geq c_{2} \geq \cdots \geq a_{n-1} \geq c_{n-1} \geq a_{n} \geq\left|c_{n}\right| . \tag{9.17a}
\end{equation*}
$$

(b) For $S O(2 n)$, the irreducible representation with highest weight $a_{1} e_{1}+\cdots+a_{n} e_{n}$ decomposes with multiplicity 1 under $S O(2 n-1)$, and the representations of $S O(2 n-1)$ that appear are exactly those with highest weights $\left(c_{1}, \ldots, c_{n-1}\right)$ such that

$$
\begin{equation*}
a_{1} \geq c_{1} \geq a_{2} \geq c_{2} \geq \cdots \geq a_{n-1} \geq c_{n-1} \geq\left|a_{n}\right| . \tag{9.17b}
\end{equation*}
$$

Finally we state the branching theorem for $\operatorname{Sp}(n)$. The condition of dominance for the integral form $a_{1} e_{1}+\cdots+a_{n} e_{n}$ for $\operatorname{Sp}(n)$ is that $a_{1} \geq \cdots \geq a_{n} \geq 0$.

Theorem 9.18 (Zhelobenko). For $S p(n)$, the irreducible representation with highest weight $a_{1} e_{1}+\cdots+a_{n} e_{n}$ decomposes under $S p(n-1)$ as follows: the number of times the representation of $S p(n-1)$ with highest weight $\left(c_{1}, \ldots, c_{n-1}\right)$ occurs in the given representation of $\operatorname{Sp}(n)$ equals the number of integer $n$-tuples $\left(b_{1}, \ldots, b_{n}\right)$ such that

$$
\begin{gather*}
a_{1} \geq b_{1} \geq a_{2} \geq \cdots \geq a_{n-1} \geq b_{n-1} \geq a_{n} \geq b_{n} \geq 0, \\
b_{1} \geq c_{1} \geq b_{2} \geq \cdots \geq b_{n-1} \geq c_{n-1} \geq b_{n} . \tag{9.19}
\end{gather*}
$$

If there are no such $n$-tuples $\left(b_{1}, \ldots, b_{n}\right)$, then it is understood that the multiplicity is 0 .

Any of the above three theorems can be iterated. For example, the irreducible representation of $U(n)$ with highest weight $a_{1} e_{1}+\cdots+a_{n} e_{n}$ decomposes under $U(n-2)$ as follows: the number of times the irreducible representation of $U(n-2)$ with highest weight $c_{1} e_{1}+\cdots+c_{n-2} e_{n-2}$ occurs in the given representation of $U(n)$ equals the number of $(n-1)$-tuples $\left(b_{1}, \ldots, b_{n-1}\right)$ such that

$$
a_{1} \geq b_{1} \geq a_{2} \geq \cdots \geq a_{n-1} \geq b_{n-1} \geq a_{n}
$$

and

$$
b_{1} \geq c_{1} \geq b_{2} \geq \cdots \geq b_{n-2} \geq c_{n-2} \geq b_{n-1} .
$$

An iterated answer of this kind, however, may be unsatisfactory for some purposes. As the number of iterations increases, this kind of answer becomes more like an algorithm than a theorem. If the result of the algorithm is to be applied by substituting it into some other formula, the answer from the formula may be completely opaque.

## 4. Overview of Branching

The previous section mentioned that there is a general formula that handles all examples of branching for compact connected Lie groups. This is due to Kostant. The full branching formula of Kostant's involves the same kind of passage to the limit that is involved in $\S \mathrm{V} .6$ in deriving the

Weyl Dimension Formula from the Weyl Character Formula. But in this book we shall restrict the treatment of Kostant's formula to the situation where no passage to the limit is needed.

Although the formula can always be used to calculate particular examples, it finds rather few theoretical applications. We shall use it in the next section to derive results implying the classical branching theorems of the previous section, and those will be our only applications of it.

Despite the paucity of theoretical applications, the special hypothesis in the theorem that eliminates any passage to the limit has philosophical implications for us. It will enable us to focus attention on an approach to getting concrete branching formulas in a great many practical situations. We return to this point after stating and proving the theorem.

Let $G$ be a connected compact Lie group, and let $H$ be a connected closed subgroup. The special assumption is that the centralizer in $G$ of a maximal torus $S$ of $H$ is abelian and is therefore a maximal torus $T$ of $G$. Equivalently the assumption is that some regular element of $H$ is regular in $G$. We examine the assumption more closely later in this section.

Let us establish some notation for the theorem. Let $\Delta_{G}$ be the set of roots of $\left(\mathfrak{g}^{\mathbb{C}}, \mathfrak{t}^{\mathbb{C}}\right)$, let $\Delta_{H}$ be the set of roots of $\left(\mathfrak{h}^{\mathbb{C}}, \mathfrak{s}^{\mathbb{C}}\right)$, and let $W_{G}$ be the Weyl group of $\Delta_{G}$. Introduce compatible positive systems $\Delta_{G}^{+}$and $\Delta_{H}^{+}$by defining positivity relative to an $H$ regular element of $i \mathfrak{s}$, let bar denote restriction from the dual $\left(\mathfrak{t}^{\mathbb{C}}\right)^{*}$ to the dual $\left(\mathfrak{s}^{\mathbb{C}}\right)^{*}$, and let $\delta_{G}$ be half the sum of the members of $\Delta_{G}^{+}$. The restrictions to $\mathfrak{s}^{\mathbb{C}}$ of the members of $\Delta_{G}^{+}$, repeated according to their multiplicities, are the nonzero positive weights of $\mathfrak{s}^{\mathbb{C}}$ in $\mathfrak{g}^{\mathbb{C}}$. Deleting from this set the members of $\Delta_{H}^{+}$, each with multiplicity 1 , we obtain the set $\Sigma$ of positive weights of $\mathfrak{s}^{\mathbb{C}}$ in $\mathfrak{g}^{\mathbb{C}} / \mathfrak{h}^{\mathbb{C}}$, repeated according to multiplicities. The associated Kostant partition function is defined as follows: $\mathcal{P}(v)$ is the number of ways that a member of $\left(\mathfrak{s}^{\mathbb{C}}\right)^{*}$ can be written as a sum of members of $\Sigma$, with the multiple versions of a member of $\Sigma$ being regarded as distinct.

Theorem 9.20 (Kostant's Branching Theorem). Let $G$ be a compact connected Lie group, let $H$ be a closed connected subgroup, suppose that the centralizer in $G$ of a maximal torus $S$ of $H$ is abelian and is therefore a maximal torus $T$ of $G$, and let other notation be as above. Let $\lambda \in\left(t^{\mathbb{C}}\right)^{*}$ be the highest weight of an irreducible representation $\tau$ of $G$, and let $\mu \in\left(\mathfrak{s}^{C}\right)^{*}$ be the highest weight of an irreducible representation $\sigma$ of $H$. Then the multiplicity of $\sigma$ in the restriction of $\tau$ to $H$ is given by

$$
m_{\lambda}(\mu)=\sum_{w \in W_{G}} \varepsilon(w) \mathcal{P}\left(\overline{w\left(\lambda+\delta_{G}\right)-\delta_{G}}-\mu\right) .
$$

Proof. The theorem generalizes the Kostant Multiplicity Formula for the weights of a representation (Corollary 5.83), and the proof is a variant of the proof of that special case. As in the special case, one needs to make rigorous an argument involving multiplication of formal series; here we define $Q^{+}$to be the set of all nonnegative integer combinations of members of $\Sigma$, and matters here are justified by working in a ring $\mathbb{Z}\left\langle\left(\mathfrak{s}^{\mathbb{C}}\right)^{*}\right\rangle$ defined relative to this $Q^{+}$. Namely $\mathbb{Z}\left\langle\left(\mathfrak{s}^{\mathbb{C}}\right)^{*}\right\rangle$ is the set of all $f \in \mathbb{Z}^{\left(5^{\mathrm{C}}\right)^{*}}$ whose support is contained in the union of a finite number of sets $\nu_{i}-Q^{+}$ with each $v_{i}$ in $\left(\mathfrak{s}^{\mathbb{C}}\right)^{*}$.

The special assumption about regularity in $\mathfrak{s}^{\mathbb{C}}$ enters as follows. Positivity for both $H$ and $G$ is defined relative to some $H$ regular element $X \in i \mathfrak{s}$; specifically a member $\alpha$ of $\Delta_{G}$ is positive if $\alpha(X)>0$. Hence the restrictions to $i \mathfrak{s}$ of all members of $\Sigma$ lie in an open half space of $i \mathfrak{s}^{*}$, and it follows that $\mathcal{P}(v)$ is finite for all $v \in\left(\mathfrak{s}^{\mathbb{C}}\right)^{*}$. With this finiteness in hand, it follows that

$$
\begin{equation*}
\left(\sum_{\beta \in \Sigma}\left(1-e^{-\beta}\right)^{m_{\beta}}\right)\left(\sum_{\nu \in Q^{+}} \mathcal{P}(v) e^{-v}\right)=1, \tag{9.21}
\end{equation*}
$$

where $m_{\beta}$ is the multiplicity of $\beta$ in $\mathfrak{g}^{\mathbb{C}} / \mathfrak{h}^{\mathbb{C}}$. This formula generalizes Lemma 5.72.

Let $\chi_{\lambda}$ and $\chi_{\mu}$ be characters for $G$ and $H$, respectively. Using bar to indicate restriction, not complex conjugation, we have

$$
\begin{equation*}
\overline{\chi_{\lambda}}=\sum_{\mu \in F} m_{\lambda}(\mu) \chi_{\mu} \tag{9.22}
\end{equation*}
$$

as an identity in $\mathbb{Z}\left[\left(\mathfrak{s}^{\mathrm{C}}\right)^{*}\right]$; here $F$ is a finite set of $H$ dominant weights. The construction of $\Sigma$ makes

$$
\begin{equation*}
\prod_{\alpha \in \Delta_{G}^{+}}\left(1-e^{-\bar{\alpha}}\right)=\left(\sum_{\beta \in \Sigma}\left(1-e^{-\beta}\right)^{m_{\beta}}\right)\left(\prod_{\gamma \in \Delta_{H}^{+}}\left(1-e^{-\gamma}\right)\right) . \tag{9.23}
\end{equation*}
$$

In (9.22) we substitute for $\chi_{\mu}$ from the Weyl character for $H$ and obtain

$$
\begin{equation*}
\overline{\chi_{\lambda}} \prod_{\gamma \in \Delta_{H}^{+}}\left(1-e^{-\gamma}\right)=\sum_{\substack{p \in W_{H} \\ \mu \in F}} m_{\lambda}(\mu) \varepsilon(p) e^{p\left(\mu+\delta_{H}\right)-\delta_{H}}, \tag{9.24}
\end{equation*}
$$

where $W_{H}$ is the Weyl group of $H$ and $\delta_{H}$ is half the sum of the members of $\Delta_{H}^{+}$. Substitution from (9.21) and (9.23) into the left side of (9.24) yields

$$
\overline{\chi_{\lambda}}\left(\prod_{\alpha \in \Delta_{G}^{+}}\left(1-e^{-\bar{\alpha}}\right)\right)\left(\sum_{\nu \in Q^{+}} \mathcal{P}(\nu) e^{-v}\right)=\sum_{\substack{p \in W_{H} \\ \mu \in F}} m_{\lambda}(\mu) \varepsilon(p) e^{p\left(\mu+\delta_{H}\right)-\delta_{H}} .
$$

The Weyl character formula for $G$ implies that

$$
\overline{\chi_{\lambda}} \prod_{\alpha \in \Delta_{G}^{+}}\left(1-e^{-\bar{\alpha}}\right)=\sum_{w \in W_{G}} \varepsilon(w) e^{\overline{w\left(\lambda+\delta_{G}\right)-\delta_{G}}}
$$

in $\mathbb{Z}\left[\left(s^{\mathbb{C}}\right)^{*}\right]$, and we can substitute and obtain

$$
\begin{equation*}
\sum_{\substack{w \in W_{G}, v \in Q^{+}}} \varepsilon(w) \mathcal{P}(\nu) e^{\overline{w\left(\lambda+\delta_{G}\right)-\delta_{G}-v}}=\sum_{\substack{p \in W_{H}, \mu \in F}} m_{\lambda}(\mu) \varepsilon(p) e^{p\left(\mu+\delta_{H}\right)-\delta_{H}} . \tag{9.25}
\end{equation*}
$$

The theorem will follow by equating the coefficients of $e^{\mu}$ on the two sides of (9.25). On the right side the equation $p\left(\mu+\delta_{H}\right)-\delta_{H}=\mu$ forces $p=1$ by Chevalley's Lemma in the form of Corollary 2.73 because $\mu$ is $H$ dominant. Thus the coefficient of $e^{\mu}$ on the right side of (9.25) is $m_{\lambda}(\mu)$. On the left side the coefficient of $e^{\mu}$ is the sum of $\varepsilon(w) \mathcal{P}(\nu)$ over all $w \in W_{G}$ and $v \in Q^{+}$such that $\overline{w\left(\lambda+\delta_{G}\right)-\delta_{G}}-v=\mu$. This sum is just $\sum_{w \in W_{G}} \varepsilon(w) \mathcal{P}\left(\overline{w\left(\lambda+\delta_{G}\right)-\delta_{G}}-\mu\right)$, and the proof is complete.

Let us study in more detail the special assumption in the theorem-that the centralizer of $\mathfrak{s}$ in $\mathfrak{g}$ is abelian. There are two standard situations where this assumption is satisfied. The obvious one of these is when $\mathfrak{s}$ is already maximal abelian in $\mathfrak{g}$. We refer to this as the situation of equal rank. This is the case, for example, when $H=T$ and the theorem reduces to the formula for the multiplicity of a weight. The less obvious one is when the subgroup $H$ is the identity component of the set of fixed points of an involution of $G$. We refer to this situation as that of a compact symmetric space.

Let us accept for the moment that the special assumption in Theorem 9.20 is satisfied in the situation of a compact symmetric space, and let us examine the circumstances in the classical branching theorems in the previous section. In the case of branching from $G=S O(n)$ to $H=$ $S O(n-1)$, the subgroup $H$ is the identity component of the set of fixed points of the involution of $G$ given by conjugation by the diagonal matrix $\operatorname{diag}(1, \ldots, 1,-1)$. Thus this is the situation of a compact symmetric space. The case with $G=U(n)$ and $H=U(n-1)$ is not that of a compact symmetric space, nor is it an equal-rank case. Yet this situation does satisfy the special assumption in the theorem, essentially because every root for $U(n)$ is determined by its restriction to $U(n-1)$.

The case with $G=S p(n)$ and $H=S p(n-1)$ is more decisive. It does not satisfy the special assumption, and we are led to look for a remedy.

If we think of $G=S p(n)$ as the unitary group over the quaternions, then the case of $S O(n)$ suggests considering conjugation by $\operatorname{diag}(1, \ldots, 1,-1)$. The identity component of the set of fixed points is $H_{1}=S p(n-1) \times S p(1)$, and thus we have a relevant compact symmetric space. Theorem 9.20 will be applicable with $H_{1}$ as subgroup. We can thus handle the branching in two stages, passing from $G$ to $H_{1}$ and then from $H_{1}$ to $H$.

For uniformity we can use the same technique with $G=U(n)$, passing from $G$ to $H_{1}=U(n-1) \times U(1)$ and then from $H_{1}$ to $H=U(n-1)$. In this way all of the classical branching reduces to instances of branching associated with compact symmetric spaces.

What is the scope of compact symmetric spaces? Let $U$ be a compact semisimple Lie group, let $\Theta$ be an involution of $U$, let $\mathfrak{u}_{0}$ be the Lie algebra of $U$, and let $\theta$ be the corresponding involution of $\mathfrak{u}_{0}$. Let $B$ be the Killing form for $\mathfrak{u}_{0}$; this is negative definite by Corollary 4.26 and Cartan's Criterion for Semisimplicity (Theorem 1.45). If $K$ is the identity component of the fixed set of $\Theta$ and $\mathfrak{k}_{0}$ is its Lie algebra, then we can write $\mathfrak{u}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{q}_{0}$, where $\mathfrak{q}_{0}$ is the -1 eigenspace of $\theta$. Corollary 4.22 allows us to regard $U$ as a closed linear group, and then Proposition 7.12 says that $U$ has a complexification $U^{\mathbb{C}}$. We use the Lie algebra of $U^{\mathbb{C}}$ as the complexification $\mathfrak{u}$ of $\mathfrak{u}_{0}$. Put $\mathfrak{p}_{0}=i \mathfrak{q}_{0}$ and $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$. From the definition of $\mathfrak{k}_{0}$ and $\mathfrak{q}_{0}$ as eigenspaces for $\theta$, it follows that $\left[\mathfrak{k}_{0}, \mathfrak{k}_{0}\right] \subseteq \mathfrak{k}_{0},\left[\mathfrak{k}_{0}, \mathfrak{p}_{0}\right] \subseteq \mathfrak{p}_{0}$, and $\left[\mathfrak{p}_{0}, \mathfrak{p}_{0}\right] \subseteq \mathfrak{k}_{0}$. In particular, $\mathfrak{g}_{0}$ is a real form of $\mathfrak{u}$ and is semisimple. Also the complex extension of $B$ is negative definite on $\mathfrak{k}_{0}$ and positive definite on $\mathfrak{p}_{0}$. By the definition in $\S$ VI.2, $\mathfrak{g}_{0}=\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}$ is a Cartan decomposition of $\mathfrak{g}_{0}$. If $G$ is the analytic subgroup of $U^{\mathbb{C}}$ with Lie algebra $\mathfrak{g}_{0}, G / K$ is called the noncompact Riemannian dual of the compact symmetric space $U / K$.

The proof that the special assumption in Theorem 9.20 is satisfied for the passage from $U$ to $K$ is easy. Proposition 6.60 shows that the centralizer of a maximal abelian subspace $\mathfrak{s}_{0}$ of $\mathfrak{k}_{0}$ in $\mathfrak{g}_{0}$ is abelian, equaling the sum of $\mathfrak{s}_{0}$ and an abelian subspace $\mathfrak{a}_{0}$ of $\mathfrak{p}_{0}$. Then the centralizer of $\mathfrak{s}_{0}$ in $\mathfrak{u}_{0}$ is the sum of $\mathfrak{s}_{0}$ and $i \mathfrak{a}_{0}$ and is abelian. Thus the special assumption is satisfied.

| $G$ | $K$ | $U / K$ |
| :---: | :---: | :---: |
| $U(n, m)$ | $U(n) \times U(m)$ | $U(n+m) /(U(n) \times U(m))$ |
| $S O(n, m)_{0}$ | $S O(n) \times S O(m)$ | $S O(n+m) /(S O(n) \times S O(m))$ |
| $S p(n, m)$ | $S p(n) \times S p(m)$ | $S p(n+m) /(S p(n) \times S p(m))$ |
| $G L(n, \mathbb{R})_{0}$ | $S O(n)$ | $U(n) / S O(n)$ |
| $G L(n, \mathbb{H})$ | $S p(n)$ | $U(2 n) / S p(n)$ |
| $S O^{*}(2 n)$ | $U(n)$ | $S O(2 n) / U(n)$ |
| $S p(n, \mathbb{R})$ | $U(n)$ | $S p(n) / U(n)$ |

In Chapter VI we took advantage of Cartan decompositions to classify real semisimple Lie algebras. We can refer to that classification now to find, up to isomorphisms and coverings, all the compact semisimple groups and involutions. The ones associated to the classical noncomplex Lie groups are as in the accompanying table, except that special unitary groups have been replaced by unitary groups throughout.

The first three, with $m=1$, are what govern the classical branching theorems. Later in this chapter we shall observe some things about branching in the context of the other compact symmetric spaces.

One more kind of $G$ of interest along with those in the above table is a group whose Lie algebra $\mathfrak{g}_{0}$ is complex simple. In this case, $\mathfrak{k}_{0}$ is a compact form of $\mathfrak{g}_{0}$. Using Theorem 6.94 to unwind matters, we are led to the compact symmetric space $(K \times K) / \operatorname{diag} K$. The involution in question interchanges the two coordinates.

We can easily make sense of branching from $K \times K$ to $\operatorname{diag} K$. If $\tau_{1}$ and $\tau_{2}$ are irreducible representations of $K$, then the outer tensor product $\tau_{1} \widehat{\otimes} \tau_{2}$ given by $\left(k_{1}, k_{2}\right) \mapsto \tau_{1}\left(k_{1}\right) \otimes \tau_{2}\left(k_{2}\right)$ is an irreducible representation of $K \times K$. Application of Corollary 4.21 shows that all irreducible representations of $K \times K$ are of this form. Restricting such a representation to diag $K$ yields the representation $k \mapsto \tau_{1}(k) \otimes \tau_{2}(k)$, which is the ordinary tensor product $\tau_{1} \otimes \tau_{2}$ for $K$. In other words, branching from $K \times K$ to diag $K$ is understood as soon as one understands how to decompose representations of $K$ under tensor product.

In practice the list of branching theorems produced from an understanding of branching for compact symmetric spaces is much longer than the above table might suggest. The reason is that many pairs $(G, H)$ arising in practice can be analyzed as a succession of compact symmetric spaces. We give just one example, together with an indication how it can be generalized. The group $S p(n, 1)$ has real rank one, and it is of interest to know what irreducible representations occur in $L^{2}(K / M), M$ having been defined in $\S$ VI.5. For this example, $K=S p(n) \times S p(1)$, and $M$ is isomorphic to $S p(n-1) \times S p(1)$. However, the embedding of $M$ in $K$ is subtle. Let $K_{1}=(S p(n-1) \times S p(1)) \times S p(1)$ be embedded in $K$ in the expected way. If we regroup $K_{1}$ as $S p(n-1) \times(S p(1) \times S p(1))$, then $M$ embeds in $K_{1}$ as $S p(n-1) \times \operatorname{diag} S p(1)$. Thus $K / M$ is built from two compact symmetric spaces, one that amounts to $S p(n) /(S p(n-1) \times S p(1))$ and another that amounts to $(S p(1) \times S p(1)) / \operatorname{diag} S p(1)$.

What is happening in this example is a fairly general phenomenon. Let the restricted-root space decomposition of the Lie algebra be written

$$
\mathfrak{g}=\mathfrak{g}_{-2 \alpha} \oplus \mathfrak{g}_{-\alpha} \oplus \mathfrak{a} \oplus \mathfrak{m} \oplus \mathfrak{g}_{\alpha} \oplus \mathfrak{g}_{2 \alpha}
$$

with $\mathfrak{a} \oplus \mathfrak{m}$ forming the 0 restricted-root space. The linear transformation $\varphi$ from $\mathfrak{g}^{\mathbb{C}}$ to itself given as the scalar $i^{k}$ on $\mathfrak{g}_{k \alpha}$ is an automorphism of $\mathfrak{g}^{\mathbb{C}}$ of order 4. Since $S p(n, 1)^{\mathbb{C}}$ is simply connected, $\varphi$ lifts to an automorphism $\Phi$ of $S p(n, 1)^{\mathbb{C}}$ with $\Phi^{4}=1$. Since $\varphi^{2}$ has real eigenvalues, $\Phi^{2}$ carries $G$ to itself. Also $\varphi^{2}$ commutes with the Cartan involution, and thus $\Phi^{2}$ carries $K$ to itself. The map $\Phi^{2}$ is an involution of $K$, and $K_{1}$ is the identity component of the fixed group under $\Phi^{2}$. In turn, $\Phi$ is an involution of $K_{1}$, and $M$ is the identity component of the fixed group under $\Phi$.

## 5. Proofs of Classical Branching Theorems

In this section we prove Theorems 9.14, 9.16, and 9.18 using Kostant's Branching Theorem (Theorem 9.20). The different cases have a certain similarity to them. Consequently we shall give the proof in full for $U(n)$, but we shall omit parts of the later proofs that consist of easy calculations or repetitive arguments.

1) Branching from $U(n)$ to $U(n-1)$. We use (9.13) with $G=U(n)$, $H_{1}=U(n-1) \times U(1)$, and $H=U(n-1)$. The given highest weights are $\lambda=\sum_{j=1}^{n} a_{j} e_{j}$ with $a_{1} \geq \cdots \geq a_{n}$ and $\mu=\sum_{j=1}^{n-1} c_{j} e_{j}$ with $c_{1} \geq \cdots \geq$ $c_{n-1}$. The only terms $\sigma_{1}$ that can make a contribution to (9.13) are those with highest weight of the form $\mu_{1}=\sum_{j=1}^{n} c_{j} e_{j}$ for some $c_{n}$. However, $\tau$ is scalar on scalar matrices, and it follows for every weight $v$ of $\tau$ that $\lambda$ and $v$ have the same inner product with $e_{1}+\cdots+e_{n}$. Since $v=\sum_{j=1}^{n} c_{j} e_{j}$ is such a weight, we must have $\sum_{j=1}^{n} a_{j}=\sum_{j=1}^{n} c_{j}$. In other words, $c_{n}$ is completely determined.

We may as well therefore assume from the outset that the branching is from $U(n)$ to $U(n-1) \times U(1)$ and that $\mu=\sum_{j=1}^{n} c_{j} e_{j}$ with $c_{1} \geq \cdots \geq c_{n-1}$. For the passage from $U(n)$ to $U(n-1) \times U(1)$, we use Theorem 9.20. The multiplicity being computed is

$$
\begin{equation*}
m_{\lambda}(\mu)=\sum_{w \in W_{G}} \varepsilon(w) \mathcal{P}(w(\lambda+\delta)-(\mu+\delta)) . \tag{9.26}
\end{equation*}
$$

Here $W_{G}$ is the symmetric group on $\{1, \ldots, n\}$, the roots in $\Sigma$ are the $e_{i}-e_{n}$ with $1 \leq i \leq n-1$, and $\mathcal{P}$ and $\delta$ are given by

$$
\begin{aligned}
\mathcal{P}(\nu) & = \begin{cases}1 & \text { if }\left\langle v, e_{j}\right\rangle \geq 0 \text { for all } j<n \text { and }\left\langle v, e_{1}+\cdots+e_{n}\right\rangle=0 \\
0 & \text { otherwise }\end{cases} \\
\delta & =\frac{1}{2}(n-1) e_{1}+\frac{1}{2}(n-3) e_{2}+\cdots-\frac{1}{2}(n-1) e_{n} .
\end{aligned}
$$

We are to prove that $m_{\lambda}(\mu)$ is 1 if (9.15) holds and is 0 otherwise.
We begin with two lemmas. The first one gives a necessary condition for $m_{\lambda}(\mu)$ to be nonzero, and the second one concentrates on the value of the $w^{\text {th }}$ term of (9.26). After the two lemmas, we prove two propositions that together prove Theorem 9.14.

Lemma 9.27. Every term of (9.26) is 0 unless $\sum_{j=1}^{n} a_{j}=\sum_{j=1}^{n} c_{j}$.
Proof. The formula for $\mathcal{P}$ shows that the $w^{\text {th }}$ term of (9.26) is 0 unless

$$
\begin{aligned}
0 & =\left\langle w(\lambda+\delta)-(\mu+\delta), e_{1}+\cdots+e_{n}\right\rangle \\
& =\left\langle\lambda+\delta, w^{-1}\left(e_{1}+\cdots+e_{n}\right)\right\rangle-\left\langle\mu+\delta, e_{1}+\cdots+e_{n}\right\rangle \\
& =\left\langle\lambda-\mu, e_{1}+\cdots+e_{n}\right\rangle \\
& =\sum_{j=1}^{n} a_{j}-\sum_{j=1}^{n} c_{j} .
\end{aligned}
$$

Lemma 9.28. Fix $i$ with $i<n$, and suppose that $c_{j} \geq a_{j+1}$ for $j \leq i$. Then $\mathcal{P}(w(\lambda+\delta)-(\mu+\delta))=0$ unless $w e_{j}=e_{j}$ for $j \leq i$.

Proof. Fix $l$ with $l \leq i$. Choose $r=r(l)$ with $w e_{r}=e_{l}$. Then
$\left\langle w(\lambda+\delta)-(\mu+\delta), e_{l}\right\rangle=\left\langle\lambda+\delta, e_{r}\right\rangle-\left\langle\mu+\delta, e_{l}\right\rangle=\left(a_{r}-c_{l}\right)-(r-l)$.
For the $w^{\text {th }}$ term to be nonzero, this has to be $\geq 0$, and thus we must have $a_{r} \geq c_{l}+(r-l) \geq a_{l+1}+(r-l)$. The case $l=1$ has $a_{r} \geq a_{2}+(r-1)$. If $r \geq 2$, then $a_{2} \geq a_{r} \geq a_{2}+(r-1)$, contradiction. So $l=1$ implies $r=1$, and $w e_{1}=e_{1}$. Inductively suppose that $w e_{j}=e_{j}$ for $j<l$. We have $w e_{r(l)}=e_{l}$. From above,

$$
a_{r(l)} \geq a_{l+1}+(r(l)-l)
$$

We know that $r(l) \geq l$. If $r(l)>l$, then

$$
a_{l+1} \geq a_{r(l)} \geq a_{l+1}+(r(l)-l)>a_{l+1},
$$

contradiction. Thus $r(l)=l$, and the induction is complete.
Proposition 9.29. If $c_{1} \geq a_{2}, c_{2} \geq a_{3}, \ldots, c_{n-1} \geq a_{n}$ hold, then
$m_{\lambda}(\mu)= \begin{cases}1 & \text { if } a_{i} \geq c_{i} \text { for } 1 \leq i \leq n-1 \text { and } c_{n}=\sum_{i=1}^{n} a_{i}-\sum_{i=1}^{n-1} c_{i} \\ 0 & \text { otherwise } .\end{cases}$

Proof. Lemma 9.28 shows that the $w^{\text {th }}$ term can contribute to $m_{\lambda}(\mu)$ only if $w e_{j}=e_{j}$ for $j \leq n-1$. Thus we need consider only $w=1$. We have

$$
\mathcal{P}(1(\lambda+\delta)-(\mu+\delta))=\mathcal{P}(\lambda-\mu)=\mathcal{P}\left(\sum_{j=1}^{n}\left(a_{j}-c_{j}\right)\right)
$$

The formula for $\mathcal{P}$ shows that $\mathcal{P}$ is 1 if

$$
a_{j}-c_{j} \geq 0 \text { for } j<n \quad \text { and } \quad a_{n}-c_{n}=-\sum_{i<n}\left(a_{i}-c_{i}\right),
$$

and it is 0 otherwise. The proposition follows.
Proposition 9.30. If one or more of the inequalities $c_{1} \geq a_{2}, c_{2} \geq a_{3}$, $\ldots, c_{n-1} \geq a_{n}$ fails, then $m_{\lambda}(\mu)=0$.

Proof. In view of Lemma 9.27, we may assume that $\sum_{i=1}^{n} c_{i}=\sum_{i=1}^{n} a_{i}$. Choose $i$ as small as possible so that $c_{i}<a_{i+1}$. Here $1 \leq i \leq n-1$. Lemma 9.28 shows that the $w^{\text {th }}$ term of ( 9.26 ) gives 0 unless $w e_{j}=e_{j}$ for $j<i$. So we may limit consideration to terms in which $w$ has this property. We shall show that the $w$ term cancels with the $w p$ term, where $p$ is the reflection in the root $e_{i}-e_{i+1}$. Define $k$ and $l$ by $w e_{i}=e_{k}$ and $w e_{i+1}=e_{l}$. Here $k \geq i$ and $l \geq i$ since $w e_{j}=e_{j}$ for $j<i$. We have
$w p(\lambda+\delta)-(\mu+\delta)=w(\lambda+\delta)-(\mu+\delta)-\left(a_{i}-a_{i+1}+1\right) w\left(e_{i}-e_{i+1}\right)$,
and the arguments of $\mathcal{P}$ for $w$ and $w p$ have the same $j^{\text {th }}$ component except possibly for $j=k$ and $j=l$. For the $k^{\text {th }}$ component,

$$
\begin{align*}
\left\langle w p(\lambda+\delta)-(\mu+\delta), e_{k}\right\rangle & =\left\langle w p(\lambda+\delta), w e_{i}\right\rangle-\left\langle\mu+\delta, e_{k}\right\rangle \\
& =\left\langle\lambda+\delta, e_{i+1}\right\rangle-\left\langle\mu+\delta, e_{k}\right\rangle  \tag{9.31}\\
& =\left(a_{i+1}-c_{k}\right)+(k-i-1)
\end{align*}
$$

and

$$
\begin{align*}
\left\langle w(\lambda+\delta)-(\mu+\delta), e_{k}\right\rangle & =\left\langle\lambda+\delta, e_{i}\right\rangle-\left\langle\mu+\delta, e_{k}\right\rangle  \tag{9.32}\\
& =\left(a_{i}-c_{k}\right)+(k-i) .
\end{align*}
$$

Assume $k<n$ for the moment. We have

$$
c_{k}-k \leq c_{i}-i<a_{i+1}-i
$$

and hence

$$
c_{k}-k \leq a_{i+1}-(i+1)
$$

So (9.31) is $\geq 0$. Since (9.31) is $<(9.32)$, we see that (9.32) is $>0$.
Similarly for the $l^{\text {th }}$ component,

$$
\begin{align*}
\left\langle w p(\lambda+\delta)-(\mu+\delta), e_{l}\right\rangle & =\left\langle\lambda+\delta, e_{i}\right\rangle-\left\langle\mu+\delta, e_{l}\right\rangle \\
& =\left(a_{i}-c_{l}\right)+(l-i) \tag{9.33}
\end{align*}
$$

and

$$
\begin{equation*}
\left\langle w(\lambda+\delta)-(\mu+\delta), e_{l}\right\rangle=\left(a_{i+1}-c_{l}\right)+(l-i-1) . \tag{9.34}
\end{equation*}
$$

Under the assumption $l<n$, (9.34) is $\geq 0$ and (9.33) is $>0$.
Now we want to see that $\mathcal{P}$ has the same value on $w(\lambda+\delta)-(\mu+\delta)$ and $w p(\lambda+\delta)-(\mu+\delta)$. Since we are assuming $\sum_{i=1}^{n} c_{i}=\sum_{i=1}^{n} a_{i}$, the formula for $\mathcal{P}$ gives

$$
\begin{align*}
& \mathcal{P}(w(\lambda+\delta)-(\mu+\delta))=1 \quad \text { if and only if }  \tag{9.35a}\\
& \qquad\left\langle w(\lambda+\delta)-(\mu+\delta), e_{j}\right\rangle \geq 0 \text { for } 1 \leq j \leq n-1 \tag{9.35b}
\end{align*}
$$

$\mathcal{P}(w p(\lambda+\delta)-(\mu+\delta))=1 \quad$ if and only if

$$
\left\langle w p(\lambda+\delta)-(\mu+\delta), e_{j}\right\rangle \geq 0 \text { for } 1 \leq j \leq n-1 .
$$

First suppose that $k<n$ and $l<n$. We have seen that $w(\lambda+\delta)-(\mu+\delta)$ and $w p(\lambda+\delta)-(\mu+\delta)$ match in all components but the $k^{\text {th }}$ and $l^{\text {th }}$ and that the $k^{\text {th }}$ and $l^{\text {th }}$ components are $\geq 0$ for each. Hence (9.35) gives

$$
\begin{equation*}
\mathcal{P}(w(\lambda+\delta)-(\mu+\delta))=\mathcal{P}(w p(\lambda+\delta)-(\mu+\delta)) \tag{9.36}
\end{equation*}
$$

when $k<n$ and $l<n$.
Next suppose that $k=n$. We have seen that $w(\lambda+\delta)-(\mu+\delta)$ and $w p(\lambda+\delta)-(\mu+\delta)$ match in all components but the $n^{\text {th }}$ and $l^{\text {th }}$, hence in all of the first $n-1$ components but the $l^{\text {th }}$. In the $l^{\text {th }}$ component, they are $\geq 0$. Hence (9.35) gives (9.36) when $k=n$.

Finally if $l=n$, then we argue similarly, and (9.35) gives (9.36) when $l=n$.

2a) Branching from $S O(2 n+1)$ to $S O(2 n)$. The given highest weights are $\lambda=\sum_{j=1}^{n} a_{j} e_{j}$ with $a_{1} \geq \cdots \geq a_{n} \geq 0$ and $\mu=\sum_{j=1}^{n} c_{j} e_{j}$ with $c_{1} \geq \cdots \geq c_{n-1} \geq\left|c_{n}\right|$.

The multiplicity being computed is again as in (9.26). The members $w$ of the Weyl group $W_{G}$ are of the form $w=s p$ with $s$ a sign change and $p$ a permutation, the roots in $\Sigma$ are the $e_{i}$ with $1 \leq i \leq n$, and the expressions for $\mathcal{P}$ and $\delta$ are

$$
\begin{aligned}
\mathcal{P}(v) & = \begin{cases}1 & \text { if }\left\langle v, e_{j}\right\rangle \geq 0 \text { for all } j \leq n \\
0 & \text { otherwise }\end{cases} \\
\delta & =\left(n+\frac{1}{2}\right) e_{1}+\left(n-\frac{1}{2}\right) e_{2}+\cdots+\frac{1}{2} e_{n} .
\end{aligned}
$$

We are to prove that $m_{\lambda}(\mu)$ is 1 if (9.17a) holds and is 0 otherwise.
The argument proceeds in the same style as for the unitary groups. There are two lemmas and two propositions.

Lemma 9.37. Write $w=s p$ with $s$ a sign change and $p$ a permutation. Then the $w^{\text {th }}$ term can contribute to (9.26) only if $s$ equals 1 or $s$ equals the root reflection $s_{e_{n}}$.

Proof. Consider the expression $\left\langle w(\lambda+\delta)-(\mu+\delta), e_{j}\right\rangle$ for $j<n$. Since $\left\langle\mu+\delta, e_{j}\right\rangle>0$, we must have $\left\langle w(\lambda+\delta), e_{j}\right\rangle>0$ for the $w^{\text {th }}$ term of (9.26) to be nonzero. Therefore $w^{-1} e_{j}>0$ for $j<n$, and hence $p^{-1} s^{-1} e_{j}>0$ for $j<n$. This means that $s^{-1} e_{j}>0$ for $j<n$, and hence $s=1$ or $s=s_{e_{n}}$.

Lemma 9.38. Fix $i$ with $i<n$, and suppose that $c_{j} \geq a_{j+1}$ for $j \leq i$. Then $\mathcal{P}(w(\lambda+\delta)-(\mu+\delta))=0$ unless $w e_{j}=e_{j}$ for $j \leq i$.

Proof. The proof is the same as for Lemma 9.28. Lemma 9.37 shows that we need not consider $w e_{r}=-e_{l}$ since $w^{-1} e_{j}>0$ for $j<n$.

Proposition 9.39. If $c_{1} \geq a_{2}, c_{2} \geq a_{3}, \ldots, c_{n-1} \geq a_{n}$ hold, then

$$
m_{\lambda}(\mu)= \begin{cases}1 & \text { if } a_{i} \geq c_{i} \text { for } 1 \leq i \leq n-1 \text { and } a_{n} \geq\left|c_{n}\right| \\ 0 & \text { otherwise }\end{cases}
$$

Proof. The proof is similar to that for Proposition 9.29. The $w^{\text {th }}$ term can contribute to $m_{\lambda}(\mu)$ only if $w e_{j}=e_{j}$ for $j \leq n-1$. Thus the only possible contributions to $m_{\lambda}(\mu)$ are from $w=1$ and $w=s_{e_{n}}$.

Proposition 9.40. If one or more of the inequalities $c_{1} \geq a_{2}, c_{2} \geq a_{3}$, $\ldots, c_{n-1} \geq a_{n}$ fails, then $m_{\lambda}(\mu)=0$.

Proof. The proof is along the same lines as the one for Proposition 9.30 , and we retain that notation. Again the $w p$ term will cancel with the $w$ term. This time $w e_{i}= \pm e_{k}$ and $w e_{i+1}= \pm e_{l}$ with $k \geq i$ and $l \geq i$, and the minus signs must be carried along as possibilities if $k=n$ or $l=n$. For the $k^{\text {th }}$ component, we readily check that

$$
\begin{equation*}
\left\langle w p(\lambda+\delta)-(\mu+\delta), e_{k}\right\rangle \quad \text { and } \quad\left\langle w(\lambda+\delta)-(\mu+\delta), e_{k}\right\rangle \tag{9.41}
\end{equation*}
$$

are both $\geq 0$ if $w e_{i}=+e_{k}$. For $k=n$, if $w e_{i}=-e_{n}$, then the members of (9.41) are both $<0$. Thus the arguments of $\mathcal{P}$ in the $w p$ and $w$ terms have the same sign in the $k^{\text {th }}$ component. For the $l^{\text {th }}$ component,

$$
\begin{equation*}
\left\langle w p(\lambda+\delta)-(\mu+\delta), e_{l}\right\rangle \quad \text { and } \quad\left\langle w(\lambda+\delta)-(\mu+\delta), e_{l}\right\rangle \tag{9.42}
\end{equation*}
$$

are both $\geq 0$ if $w e_{i+1}=+e_{l}$. For $l=n$, if $w e_{i+1}=-e_{l}$, then the members of (9.42) are both $<0$. Thus the arguments of $\mathcal{P}$ in the $w p$ and $w$ terms have the same sign in the $l^{\text {th }}$ component. The proposition follows.

2b) Branching from $S O(2 n)$ to $S O(2 n-1)$. The given highest weights are $\lambda=\sum_{j=1}^{n} a_{j} e_{j}$ with $a_{1} \geq \cdots \geq a_{n-1} \geq\left|a_{n}\right|$ and $\mu=\sum_{j=1}^{n-1} c_{j} e_{j}$ with $c_{1} \geq \cdots \geq c_{n-1} \geq 0$.

The multiplicity being computed is

$$
\begin{equation*}
m_{\lambda}(\mu)=\sum_{w \in W_{G}} \varepsilon(w) \mathcal{P}(\overline{w(\lambda+\delta)-\delta}-\mu), \tag{9.43}
\end{equation*}
$$

where the bar indicates restriction to the first $n-1$ components. The members $w$ of the Weyl group $W_{G}$ are of the form $w=s p$ with $s$ an even sign change and $p$ a permutation, and $\delta$ is given by

$$
\delta=(n-1) e_{1}+(n-2) e_{2}+\cdots+e_{n-1} .
$$

Let us compute the set of weights $\Sigma$. The restrictions of the positive roots of $S O(2 n)$ are the $e_{i} \pm e_{j}$ with $i<j<n$ and the $e_{1}, \ldots, e_{n-1}$. The $e_{i} \pm e_{j}$ have multiplicity 1 as weights in $S O(2 n)$ and correspond to roots in $S O(2 n-1)$; thus they do not contribute to $\Sigma$. The weights $e_{1}, \ldots, e_{n-1}$ have multiplicity 2 in $S O(2 n)$ from restriction of $e_{j} \pm e_{n}$; one instance of each corresponds to a root of $S O(2 n-1)$, and the other instance contributes to
$\Sigma$. The $\mathcal{P}$ function is therefore defined relative to the weights $e_{1}, \ldots, e_{n-1}$, each with multiplicity 1 . Thus

$$
\mathcal{P}(\nu)= \begin{cases}1 & \text { if }\left\langle v, e_{j}\right\rangle \geq 0 \text { for all } j \leq n-1 \\ 0 & \text { otherwise } .\end{cases}
$$

We are to prove that $m_{\lambda}(\mu)$ is 1 if ( 9.17 b ) holds and is 0 otherwise.
This time we begin with three lemmas, the second and third of which are similar to the lemmas for branching from $S O(2 n+1)$ to $S O(2 n)$. After the three lemmas, we prove two propositions that together prove Theorem 9.16 b .

Lemma 9.44. It is enough to prove the branching formula under the assumption $a_{n} \geq 0$.

Proof. The matrix $\operatorname{diag}(1, \ldots, 1,-1)$ normalizes $S O(2 n)$, and conjugation of $S O(2 n)$ by it leaves $S O(2 n-1)$ fixed, negates the last variable in the Lie algebra of the maximal torus of $S O(2 n)$, and leaves stable the set of positive roots of $S O(2 n)$. Thus it carries an irreducible representation of $S O(2 n)$ with highest weight $a_{1} e_{1}+\cdots+a_{n-1} e_{n-1}+a_{n} e_{n}$ to an irreducible representation with highest weight $a_{1} e_{1}+\cdots+a_{n-1} e_{n-1}-a_{n} e_{n}$. Therefore the restrictions to $S O(2 n-1)$ of these two irreducible representations of $S O(2 n)$ are equivalent.

In both cases restriction to $S O(2 n-1)$ is asserted to yield all irreducible representations with highest weights $c_{1} e_{1}+\cdots+c_{n-1} e_{n-1}$ such that $a_{1} \geq c_{1} \geq a_{2} \geq c_{2} \geq \cdots \geq a_{n-1} \geq c_{n-1} \geq\left|a_{n}\right|$, and the lemma follows.

From now on, we accordingly assume that $a_{n} \geq 0$.
Lemma 9.45. For $w$ in $W_{G}$, the $w^{\text {th }}$ term can contribute to $m_{\lambda}(\mu)$ only if $w$ is a permutation.

Proof. Consider $\left\langle w(\lambda+\delta)-(\mu+\delta), e_{j}\right\rangle$ for $j<n$. Since $\left\langle\mu+\delta, e_{j}\right\rangle>$ 0 , we must have $\left\langle w(\lambda+\delta), e_{j}\right\rangle>0$ for the $w^{\text {th }}$ term of $m_{\lambda}(\mu)$ to be nonzero. Therefore $\left\langle\lambda+\delta, w^{-1} e_{j}\right\rangle>0$ for $j<n$. Since $\left\langle\lambda+\delta, e_{j^{\prime}}\right\rangle>0$ if $j^{\prime}<n$, the only two situations in which we can have $w^{-1} e_{j}=-e_{j^{\prime}}$ are $j=n$ and $j^{\prime}=n$. The number of signs changed by $w^{-1}$ has to be even, and hence this number must be 0 or 2 . If it is 0 , then $w$ is a permutation. If it is 2 , then $j$ and $j^{\prime}$ cannot both be $n$. So there is some $j<n$ with $w^{-1} e_{j}=-e_{n}$, and we find that $\left\langle\lambda+\delta,-e_{n}\right\rangle>0$. The left side of this inequality is $-a_{n}$, and we obtain a contradiction since Lemma 9.44 has allowed us to assume that $a_{n} \geq 0$.

Lemma 9.46. Fix $i$ with $i<n$, and suppose that $c_{j} \geq a_{j+1}$ for $j \leq i$. Then $\mathcal{P}(w(\lambda+\delta)-(\mu+\delta))=0$ unless $w e_{j}=e_{j}$ for $j \leq i$.

Proof. The proof is the same as for Lemma 9.28. Lemma 9.45 shows that $w$ may be assumed to be a permutation.

Proposition 9.47. If $c_{1} \geq a_{2}, c_{2} \geq a_{3}, \ldots, c_{n-1} \geq a_{n}$ hold, then

$$
m_{\lambda}(\mu)= \begin{cases}1 & \text { if } a_{i} \geq c_{i} \text { for } 1 \leq i \leq n-1 \\ 0 & \text { otherwise } .\end{cases}
$$

Proof. The proof is similar to that for Proposition 9.29. The $w^{\text {th }}$ term can contribute to $m_{\lambda}(\mu)$ only if $w$ is a permutation and $w e_{j}=e_{j}$ for $j \leq n-1$. Thus the only possible contribution to $m_{\lambda}(\mu)$ is from $w=1$.

Proposition 9.48. If one or more of the inequalities $c_{1} \geq a_{2}, c_{2} \geq a_{3}$, $\ldots, c_{n-1} \geq a_{n}$ fails, then $m_{\lambda}(\mu)=0$.

Proof. The proof proceeds along the same lines as the ones for Propositions 9.30 and 9.40 , and we retain that earlier notation. Again the $w p$ term will cancel with the $w$ term. This time $w e_{i}=e_{k}$ and $w e_{i+1}=e_{l}$, and minus signs do not enter. We readily find that

$$
\left\langle w p(\lambda+\delta)-(\mu+\delta), e_{k}\right\rangle \quad \text { and } \quad\left\langle w(\lambda+\delta)-(\mu+\delta), e_{k}\right\rangle
$$

are both $\geq 0$ and that

$$
\left\langle w p(\lambda+\delta)-(\mu+\delta), e_{l}\right\rangle \quad \text { and } \quad\left\langle w(\lambda+\delta)-(\mu+\delta), e_{l}\right\rangle
$$

are both $\geq 0$. Thus the arguments of $\mathcal{P}$ in the $w p$ and $w$ terms have the same sign in the $k^{\text {th }}$ component and the same sign in the $l^{\text {th }}$ component. The proposition follows.
3) Branching from $S p(n)$ to $S p(n-1)$. This case is considerably more complicated than the previous ones and is an indicator of the depth of branching theorems with multiplicities $\geq 1$. We use restriction in stages. In (9.13) we take $G=S p(n), H_{1}=S p(n-1) \times S p(1)$, and $H=$ $S p(n-1)$. The given highest weights for $G$ and $H$ are $\lambda=\sum_{j=1}^{n} a_{j} e_{j}$ with $a_{1} \geq \cdots \geq a_{n} \geq 0$ and $\mu=\sum_{j=1}^{n-1} c_{j} e_{j}$ with $c_{1} \geq \cdots \geq c_{n-1} \geq 0$. Any irreducible representation of $H_{1}$ is the outer tensor product of an irreducible representation of $S p(n-1)$ and an irreducible representation of $S p(1) \cong S U(2)$. The only terms $\sigma_{1}$ for $H_{1}$ that can make a contribution
to $(9.13)$ are those for which the representation on the $S p(n-1)$ factor matches the given $\sigma$. Initially we take the representation on the $S p(1)$ factor to be arbitrary, say with highest weight $c_{0} e_{n}$ for an integer $c_{0} \geq 0$. Since restriction from $S p(1)$ to $\{1\}$ yields the trivial representation with multiplicity equal to the dimension, we see that

$$
\begin{equation*}
m_{\lambda}^{H}\left(\sum_{j=1}^{n-1} c_{j} e_{j}\right)=\sum_{c_{0}=0}^{\infty}\left(c_{0}+1\right) m_{\lambda}^{H_{1}}\left(\sum_{j=1}^{n-1} c_{j} e_{j}+c_{0} e_{n}\right), \tag{9.49}
\end{equation*}
$$

where $m_{\lambda}^{H}$ and $m_{\lambda}^{H_{1}}$ are the multiplicities of the respective representations of $S p(n-1)$ and $S p(n-1) \times S p(1)$ in the given representation of $S p(n)$. Thus in principle Theorem 9.18 will follow from an explicit branching theorem for passing from $S p(n)$ to $S p(n-1) \times S p(1)$. We shall state such an explicit branching theorem and sketch its proof, leaving for the Historical Notes a derivation of Theorem 9.18 from it.

Theorem 9.50 (Lepowsky). For $S p(n)$, the irreducible representation with highest weight $\lambda=a_{1} e_{1}+\cdots+a_{n} e_{n}$ decomposes under the subgroup $S p(n-1) \times S p(1)$ into the sum of representations with highest weights $\mu=c_{1} e_{1}+\cdots+c_{n-1} e_{n-1}+c_{0} e_{n}$ and multiplicities $m_{\lambda}(\mu)$ as follows. The multiplicity is 0 unless the integers

$$
\begin{aligned}
A_{1} & =a_{1}-\max \left(a_{2}, c_{1}\right) \\
A_{2} & =\min \left(a_{2}, c_{1}\right)-\max \left(a_{3}, c_{2}\right) \\
& \vdots \\
A_{n-1} & =\min \left(a_{n-1}, c_{n-2}\right)-\max \left(a_{n}, c_{n-1}\right) \\
A_{n} & =\min \left(a_{n}, c_{n-1}\right)
\end{aligned}
$$

are all $\geq 0$ and also $c_{0}$ has the same parity as $\sum_{j=1}^{n} a_{j}-\sum_{j=1}^{n-1} c_{j}$. In this case the multiplicity is
$m_{\lambda}(\mu)=\mathcal{P}\left(A_{1} e_{1}+\cdots+A_{n} e_{n}-c_{0} e_{n}\right)-\mathcal{P}\left(A_{1} e_{1}+\cdots+A_{n} e_{n}+\left(c_{0}+2\right) e_{n}\right)$,
where $\mathcal{P}$ is the Kostant partition function defined relative to the set $\Sigma=$ $\left\{e_{i} \pm e_{n} \mid 1 \leq i \leq n-1\right\}$.

REMARK. The condition $A_{i} \geq 0$ for $i \leq n$ is equivalent with the existence of integers $b_{i}$ as in (9.19) and is equivalent also with the $2 n-3$ inequalities $a_{i} \geq c_{i}$ for $i \leq n-1$ and $c_{i} \geq a_{i+2}$ for $i \leq n-2$.

The multiplicity being computed is again as in (9.26). The members $w$ of the Weyl group $W_{G}$ are of the form $w=s p$ with $s$ a sign change and $p$ a permutation, the roots in $\Sigma$ are the $e_{i} \pm e_{n}$ with $1 \leq i \leq n-1$, and $\delta$ is $n e_{1}+(n-1) e_{2}+\cdots+1 e_{n}$. The partition function $\mathcal{P}$ satisfies

$$
\mathcal{P}(\nu)=0 \quad \text { unless } \quad\left\{\begin{array}{l}
\left\langle\nu, e_{1}+\cdots+e_{n}\right\rangle \text { is even and }  \tag{9.51}\\
\left\langle\nu, e_{i}\right\rangle \geq 0 \text { for } 1 \leq i \leq n-1
\end{array}\right.
$$

because every member of $\Sigma$ satisfies these properties.
The argument proceeds in the same style as for the unitary and rotation groups except that there are more steps, specifically three lemmas and three propositions. After the first proposition we pause to develop some needed properties of general partition functions. The three propositions, together with the first lemma below, prove Theorem 9.50.

Lemma 9.52. Every term of (9.26) is 0 unless $c_{0}$ has the same parity as $\sum_{j=1}^{n} a_{j}-\sum_{j=1}^{n-1} c_{j}$.

Proof. For any $w \in W_{G}$, we have the following congruence modulo 2 :

$$
\begin{aligned}
\left\langle w(\lambda+\delta)-(\mu+\delta), e_{1}+\cdots+e_{n}\right\rangle & \equiv\left\langle(\lambda+\delta)-(\mu+\delta), e_{1}+\cdots+e_{n}\right\rangle \\
& \equiv \sum_{j=1}^{n} a_{j}-\sum_{j=1}^{n-1} c_{j}-c_{0} .
\end{aligned}
$$

According to the first condition in (9.51), the left side must be even for $\mathcal{P}$ to be nonzero, and hence the right side must be even.

Lemma 9.53. Write $w=s p$ with $s$ a sign change and $p$ a permutation. Then the $w^{\text {th }}$ term can contribute to (9.26) only if $s$ equals 1 or $s$ equals the root reflection $S_{2 e_{n}}$.

Proof. The proof is the same as for Lemma 9.37.
Lemma 9.53 divides the relevant elements of the Weyl group into two kinds, $p$ and $s_{2 e_{n}} p$ for permutations $p$. Since $\mathcal{P}\left(s_{2 e_{n}} \nu\right)=\mathcal{P}(\nu)$, we have

$$
\begin{aligned}
\mathcal{P}\left(s_{2 e_{n}} p(\lambda+\delta)-(\mu+\delta)\right) & =\mathcal{P}\left(p(\lambda+\delta)-s_{2 e_{n}}(\mu+\delta)\right) \\
& =\mathcal{P}\left(p(\lambda+\delta)-(\mu+\delta)+\left(2 c_{0}+2\right) e_{n}\right) .
\end{aligned}
$$

In other words the term for $s_{2 e_{n}} p$ behaves like the term for $p$ except that $c_{0}$ gets replaced by $-\left(c_{0}+2\right)$. This observation enables us to treat the two kinds of elements separately. In fact, even in the final answer for the multiplicity, the contributions from the two kinds of Weyl groups elements remain separate: the permutations $p$ contribute $\mathcal{P}\left(A_{1} e_{1}+\cdots+A_{n} e_{n}-c_{0} e_{n}\right)$, and the elements $s_{2 e_{n}} p$ contribute $\mathcal{P}\left(A_{1} e_{1}+\cdots+A_{n} e_{n}+\left(c_{0}+2\right) e_{n}\right)$ with a minus sign. Thus from now on, we work only with elements $w$ of $W_{G}$ that are permutations.

Lemma 9.54. Fix a permutation $w$. If $c_{1} \geq a_{3}, c_{2} \geq a_{4}, \ldots, c_{n-2} \geq a_{n}$ hold, then $\mathcal{P}(w(\lambda+\delta)-(\mu+\delta))=0$ unless every equality $w e_{i}=e_{j}$ implies $j \geq i-1$.

Proof. Suppose that the $w$ term is not 0 . Fix $i$, and define $j$ by $w e_{i}=e_{j}$. We may assume that $j<n$ and $i \geq 3$ since otherwise there is nothing to prove. We have
$\left\langle w(\lambda+\delta)-(\mu+\delta), e_{j}\right\rangle=\left\langle\lambda+\delta, e_{i}\right\rangle-\left\langle\mu+\delta, e_{j}\right\rangle=\left(a_{i}-c_{j}\right)+(j-i)$.
By (9.51) the left side is $\geq 0$. On the other hand, if $j<i-1$, then the inequalities $a_{i} \leq c_{i-2}$ and $-c_{j} \leq-c_{i-2}$ imply

$$
\left(a_{i}-c_{j}\right)+(j-i)<\left(c_{i-2}-c_{i-2}\right)-1<0,
$$

and we have a contradiction.
Proposition 9.55. If $c_{1} \geq a_{3}, c_{2} \geq a_{4}, \ldots, c_{n-2} \geq a_{n}$ hold and if $a_{i}<c_{i}$ for some $i<n$, then $\mathcal{P}(w(\lambda+\delta)-(\mu+\delta))=0$ for every permutation $w$.

Proof. Suppose that the $w$ term is nonzero. Define $j$ and $k$ by $e_{j}=w e_{i}$ and $e_{k}=w^{-1} e_{i}$. Lemma 9.54 gives $i \leq j+1$ and $k \leq i+1$. The claim is that $i \leq j-1$ and $k \leq i-1$. For this purpose we may assume that $j<n$. To see that $i \leq j-1$, we write

$$
\left\langle w(\lambda+\delta)-(\mu+\delta), e_{j}\right\rangle=\left(a_{i}-c_{j}\right)+(j-i)<\left(c_{i}-c_{j}\right)+(j-i) .
$$

By (9.51) the left side is $\geq 0$. If $i>j-1$, then both terms on the right side are $\leq 0$, and we have a contradiction. Similarly to see that $k \leq i-1$, we write

$$
\left\langle w(\lambda+\delta)-(\mu+\delta), e_{i}\right\rangle=\left(a_{k}-c_{i}\right)+(i-k)<\left(a_{k}-a_{i}\right)+(i-k) .
$$

If $k>i-1$, then both terms on the right side are $\leq 0$, and we have a contradiction to the fact that the left side is $\geq 0$.

Therefore we have $w e_{i}=e_{j}$ and $w e_{k}=e_{i}$ with $k<i<j$. Since $j>i, w\left\{e_{i+1}, \ldots, e_{n}\right\}$ does not contain $e_{j}$, and thus $w\left\{e_{i+1}, \ldots, e_{n}\right\}$ meets $\left\{e_{1}, \ldots, e_{i}\right\}$. Since $k<i, e_{i}$ is not in $w\left\{e_{i+1}, \ldots, e_{n}\right\}$. Hence $w\left\{e_{i+1}, \ldots, e_{n}\right\}$ meets $\left\{e_{1}, \ldots, e_{i-1}\right\}$. Consequently there exist indices $r$ and $s$ with $w e_{s}=e_{r}, s \geq i+1$, and $r \leq i-1$. But then $r<s-1$, in contradiction to Lemma 9.54. This completes the proof.

For the proofs of the last two propositions, we shall need three identities concerning partition functions. It will be helpful to derive these in some generality. Let $\Omega$ be a finite set lying in an open half space of a Euclidean space. For our purposes each member of $\Omega$ will have multiplicity 1 , but higher multiplicity can be handled by giving different names to the different versions of the same element. We write $\mathcal{P}^{\Omega}$ for the associated partition function: $\mathcal{P}^{\Omega}(\nu)$ is the number of nonnegative-integer tuples $\left\{n_{\omega} \mid \omega \in \Omega\right\}$ such that $v=\sum_{\omega \in \Omega} n_{\omega} \omega$. If $\alpha_{1}, \ldots, \alpha_{k}$ are members of $\Omega$, we write $\mathcal{P}_{\alpha_{1}, \ldots, \alpha_{k}}^{\Omega}$ for $\mathcal{P}^{\Omega^{\prime}}$ when $\Omega^{\prime}$ is the set $\Omega$ with $\alpha_{1}, \ldots, \alpha_{k}$ removed.

Let us derive the identities. If $\alpha$ is in $\Omega$, then

$$
\mathcal{P}^{\Omega}(\nu)=\mathcal{P}^{\Omega}(v-\alpha)+\mathcal{P}_{\alpha}^{\Omega}(\nu)
$$

for all $v$. In fact, the left side counts the number of expansions of $v$ in terms of $\Omega$, and the right side breaks this count disjointly into two parts-the first part for all expansions containing $\alpha$ at least once and the second part for all expansions not containing $\alpha$. Iterating this identity $n \geq 0$ times, we obtain

$$
\begin{equation*}
\mathcal{P}^{\Omega}(\nu)-\mathcal{P}^{\Omega}(\nu-n \alpha)=\sum_{j=0}^{n-1} \mathcal{P}_{\alpha}^{\Omega}(\nu-j \alpha) \tag{9.56}
\end{equation*}
$$

for all $\nu$. If $\alpha$ and $\beta$ are both in $\Omega$ and if $\gamma=\alpha-\beta$, then we can write a version of (9.56) for $\beta$, namely

$$
\mathcal{P}^{\Omega}(\nu-n \gamma)-\mathcal{P}^{\Omega}(\nu-n \alpha)=\sum_{j=0}^{n-1} \mathcal{P}_{\beta}^{\Omega}(\nu-n \gamma-j \beta),
$$

and the result upon subtraction is

$$
\begin{equation*}
\mathcal{P}^{\Omega}(\nu)-\mathcal{P}^{\Omega}(\nu-n \gamma)=\sum_{j=0}^{n-1}\left[\mathcal{P}_{\alpha}^{\Omega}(\nu-j \alpha)-\mathcal{P}_{\beta}^{\Omega}(\nu-n \gamma-j \beta)\right] . \tag{9.57}
\end{equation*}
$$

Now suppose that $\omega \neq 0$ is in the Euclidean space and that $\zeta$ is the only member of $\Omega$ for which $\langle\zeta, \omega\rangle \neq 0$. Let us normalize $\omega$ so that $\langle\zeta, \omega\rangle=1$. If an expansion of $v$ in terms of $\Omega$ involves $n \zeta$, then $\langle v, \omega\rangle=n$. Applying (9.56) for $n$ and then $n+1$, we obtain

$$
\begin{equation*}
\mathcal{P}^{\Omega}(\nu)=\mathcal{P}^{\Omega}(\nu-\langle\nu, \omega\rangle \zeta)=\mathcal{P}_{\zeta}^{\Omega}(\nu-\langle\nu, \omega\rangle \zeta) \tag{9.58}
\end{equation*}
$$

provided $\langle\nu, \omega\rangle$ is an integer $\geq 0$.

Proposition 9.59. If $c_{1} \geq a_{3}, c_{2} \geq a_{4}, \ldots, c_{n-2} \geq a_{n}$ hold and if $a_{j} \geq c_{j}$ for all $j<n$, then the sum of $\varepsilon(w) \mathcal{P}(w(\lambda+\delta)-(\mu+\delta))$ over all permutations $w$ is $\mathcal{P}\left(A_{1} e_{1}+\cdots+A_{n} e_{n}-c_{0} e_{n}\right)$.

REmARK. By the same proof, an analogous summation formula applies for the elements $s_{2 e_{n}} p$ of the Weyl group and yields the other term $-\mathcal{P}\left(A_{1} e_{1}+\cdots+A_{n} e_{n}+\left(c_{0}+2\right) e_{n}\right)$ for the multiplicity in Theorem 9.50.

Proof. The idea is to reduce matters to the case that

$$
\begin{equation*}
c_{1} \geq a_{2}, c_{2} \geq a_{3}, \ldots, c_{n-1} \geq a_{n} . \tag{9.60}
\end{equation*}
$$

If these inequalities are satisfied, then the proof of Lemma 9.28 shows that $\mathcal{P}(w(\lambda+\delta)-(\mu+\delta))=0$ except for $w=1$. For $w=1$, these inequalities make $A_{j}=a_{j}-c_{j}$ for $j<n$, and consequently $(\lambda+\delta)-(\mu+\delta)=$ $A_{1} e_{1}+\cdots+A_{n} e_{n}-c_{0} e_{n}$. Thus the proposition is immediate under the assumption that (9.60) holds.

In the general case suppose that $\lambda^{\prime}=\sum_{j=1}^{n} a_{j}^{\prime} e_{j}$ and $\mu^{\prime}=\sum_{j=1}^{n-1} c_{j}^{\prime} e_{j}+$ $c_{0} e_{n}$ are given with $c_{1}^{\prime} \geq a_{3}^{\prime}, c_{2}^{\prime} \geq a_{4}^{\prime}, \ldots, c_{n-2}^{\prime} \geq a_{n}^{\prime}$, with $a_{j}^{\prime} \geq c_{j}^{\prime}$ for all $j<n$, and with $c_{i}^{\prime}<a_{i+1}^{\prime}$ for some $i<n$. We may assume that $i$ is as small as possible with this property. Define $c_{i}=a_{i+1}^{\prime}, a_{i+1}=c_{i}^{\prime}$, $c_{j}=c_{j}^{\prime}$ for $j \neq i$, and $a_{j}=a_{j}^{\prime}$ for $j \neq i+1$. Then let $\lambda=\sum_{j=1}^{n} a_{j} e_{j}$ and $\mu=\sum_{j=1}^{n-1} c_{j} e_{j}+c_{0} e_{n}$. A quick check shows that $\lambda$ and $\mu$ satisfy the hypotheses of the proposition, that the $A_{j}$ 's are unchanged, and that the first index $j$, if any, with $c_{j}<a_{j+1}$ has $j>i$. Writing ( $i i+1$ ) for the transposition of $i$ and $i+1$, we shall show that

$$
\begin{align*}
& \mathcal{P}(w(\lambda+\delta)-(\mu+\delta))-\mathcal{P}(w(i \quad i+1)(\lambda+\delta)-(\mu+\delta))  \tag{9.61}\\
& \stackrel{?}{=} \mathcal{P}\left(w\left(\lambda^{\prime}+\delta\right)-\left(\mu^{\prime}+\delta\right)\right)-\mathcal{P}\left(w(i \quad i+1)\left(\lambda^{\prime}+\delta\right)-\left(\mu^{\prime}+\delta\right)\right)
\end{align*}
$$

for all permutations $w$. When this identity is multiplied by $\varepsilon(w)$ and summed on $w$, it shows that twice the sum of $\varepsilon(w) \mathcal{P}(w(\lambda+\delta)-(\mu+\delta))$ equals twice the sum of $\varepsilon(w) \mathcal{P}\left(w\left(\lambda^{\prime}+\delta\right)-\left(\mu^{\prime}+\delta\right)\right)$. Consequently an induction on the index $i$ reduces the proposition to the case where (9.60) holds, and we have seen that it holds there.

Thus the proposition will follow once (9.61) is proved. Possibly replacing $w$ by $w(i \quad i+1)$ in this identity, we may assume that $w\left(e_{i}-e_{i+1}\right)>0$. Define $r$ and $s$ by $e_{r}=w e_{i}$ and $e_{s}=w e_{i+1}$. Our normalization of $w$ makes $r<s$. The argument of Lemma 9.28, applied with $i-1$ in place of $i$, shows that all four terms in (9.61) are 0 unless $w e_{j}=e_{j}$ for $j \leq i-1$. Thus we may assume that $r \geq i$. Let us prove that we may take $r=i$.

If $r>i$, then the $j$ with $w e_{j}=e_{i}$ cannot be $i$ or $i+1$ and thus has to satisfy $j \geq i+2$. Consequently Lemma 9.54 shows that the first term on each side of (9.61) is 0 . Similarly the $j^{\prime}$ with $w(i \quad i+1) e_{j^{\prime}}=e_{i}$ cannot be $i$ or $i+1$ and thus has to satisfy $j^{\prime} \geq i+2$. Hence Lemma 9.54 shows that the second term on each side of (9.61) is 0 . Therefore we may assume that $r=i$.

We now compute the respective sides of (9.61) using (9.56), (9.57), and (9.58). There will be two cases, $s<n$ and $s=n$. The first case will be the harder, and we handle that first. At the end we indicate what happens when $s=n$. To simplify some of the notation, we abbreviate $e_{a}-e_{b}$ as $e_{a b}$.

We begin with the left side of (9.61). The difference of the arguments of $\mathcal{P}$ in the two terms on the left side is $\left\langle\lambda+\delta, e_{i, i+1}\right\rangle e_{i s}$. We are going to apply (9.57) with $\gamma=e_{i s}$. Here $\gamma=\alpha-\beta$ with $\alpha=e_{i n}$ and $\beta=e_{s n}$. Application of (9.57) shows that the left side of (9.61) is

$$
\begin{align*}
=\sum_{j=0}^{a_{i}-a_{i+1}} & {\left[\mathcal{P}_{e_{i n}}\left(w(\lambda+\delta)-(\mu+\delta)-j e_{i n}\right)\right.}  \tag{9.62}\\
& \left.\quad-\mathcal{P}_{e_{s n}}\left(w(\lambda+\delta)-(\mu+\delta)-\left\langle\lambda+\delta, e_{i, i+1}\right\rangle e_{i s}-j e_{s n}\right)\right] .
\end{align*}
$$

In the first term of (9.62), the $i^{\text {th }}$ component of the argument of $\mathcal{P}$ is

$$
\left\langle w(\lambda+\delta)-(\mu+\delta)-j e_{i n}, e_{i}\right\rangle=a_{i}-c_{i}-j .
$$

For $j>a_{i}-c_{i}$, the term drops out by (9.51). Thus we need not sum the first term beyond $j=a_{i}-c_{i}$. Since we have arranged that $c_{i} \geq a_{i+1}$, we can change the upper limit of the sum for the first term from $a_{i}-a_{i+1}$ to $a_{i}-c_{i}$. In the second term of (9.62), the $i^{\text {th }}$ component of the argument of $\mathcal{P}$ is $a_{i+1}-c_{i}-1$, and this is $<0$ for every $j$. Thus every member of the second sum in (9.62) is 0 .

We apply (9.58) to the first term of (9.62), taking $\Omega=\Sigma-\left\{e_{i n}\right\}, \zeta=$ $e_{i}+e_{n}$, and $\omega=e_{i}$. In the second term of (9.62), we subtract from the argument a multiple of $e_{s}+e_{n}$ to make the $s^{\text {th }}$ component 0 ; this does not affect anything since every member of the sum remains equal to 0 . After these steps we interchange the $i^{\text {th }}$ and $s^{\text {th }}$ arguments in the second term, taking advantage of symmetry. The resulting expression for (9.62) simplifies to

$$
\begin{aligned}
& \sum_{j=0}^{a_{i}-c_{i}}\left[\mathcal{P}\left(w(\lambda+\delta)-(\mu+\delta)+\left(c_{i}-a_{i}\right) e_{i}+\left(c_{i}-a_{i}+2 j\right) e_{n}\right)\right. \\
& -\mathcal{P}\left(w(\lambda+\delta)-(\mu+\delta)+\left(c_{i}-a_{i}\right) e_{i}-\left(\left(c_{i}-c_{s}\right)+(s-i)\right) e_{s}\right. \\
& \left.\left.+\left(\left(c_{s}-a_{i}\right)+(i-s)+2 j\right) e_{n}\right)\right] .
\end{aligned}
$$

The difference in the arguments of the two terms works out to be $\left(\left(c_{i}-c_{s}\right)+(s-i)\right)\left(e_{s}+e_{n}\right)$. Thus (9.56) with $\alpha=e_{s}+e_{n}$ shows that the above expression is

$$
\begin{aligned}
= & \sum_{j=0}^{a_{i}-c_{i}} \sum_{k=0}^{\left(c_{i}-c_{s}\right)+(s-i-1)} \\
& \mathcal{P}_{e_{s}+e_{n}}\left(w(\lambda+\delta)-(\mu+\delta)+\left(c_{i}-a_{i}\right) e_{i}+\left(c_{i}-a_{i}+2 j\right) e_{n}-k\left(e_{s}+e_{n}\right)\right) .
\end{aligned}
$$

The coefficient of $e_{s}$ in the argument is

$$
\left\langle\lambda+\delta, e_{i+1}\right\rangle-\left\langle\mu+\delta, e_{s}\right\rangle-k=\left(a_{i+1}-c_{s}\right)+(s-i-1)-k,
$$

and so the term drops out if $k>\left(a_{i+1}-c_{s}\right)+(s-i-1)$. Since $c_{i} \geq a_{i+1}$, we can replace the upper limit in the sum by $\left(a_{i+1}-c_{s}\right)+(s-i-1)$. For the terms that have not dropped out, we apply (9.58) with $\zeta=e_{s n}$, and the result is that the left side of (9.61) is

$$
\begin{align*}
= & \sum_{j=0}^{a_{i}-c_{i}} \sum_{k=0}^{\left(a_{i+1}-c_{s}\right)+(s-i-1)}  \tag{9.63}\\
& \mathcal{P}\left(w(\lambda+\delta)-(\mu+\delta)-\left(\left(a_{i+1}-c_{s}\right)+(s-i-1)\right) e_{s}\right. \\
+ & \left.\left(c_{i}-a_{i}\right) e_{i}+\left(a_{i+1}-a_{i}+c_{i}-c_{s}+(s-i-1)+2 j-2 k\right) e_{n}\right) .
\end{align*}
$$

Now we compute the right side of (9.61). The formulas that relate $\lambda^{\prime}$ to $\lambda$ and $\mu^{\prime}$ to $\mu$ are

$$
\begin{equation*}
\lambda^{\prime}=\lambda+\left(c_{i}-a_{i+1}\right) e_{i+1} \quad \text { and } \quad \mu^{\prime}=\mu-\left(c_{i}-a_{i+1}\right) e_{i} . \tag{9.64}
\end{equation*}
$$

The difference of the arguments of $\mathcal{P}$ in the two terms on the right side of (9.61) is $\left(a_{i}-c_{i}+1\right) e_{i s}$. Thus (9.57) shows that the right side of (9.61) is

$$
\begin{align*}
=\sum_{j=0}^{a_{i}-c_{i}} & {\left[\mathcal{P}_{e_{i n}}\left(w\left(\lambda^{\prime}+\delta\right)-\left(\mu^{\prime}+\delta\right)-j e_{i n}\right)\right.}  \tag{9.65}\\
& \left.\quad-\mathcal{P}_{e_{s n}}\left(w\left(\lambda^{\prime}+\delta\right)-\left(\mu^{\prime}+\delta\right)-\left\langle\lambda^{\prime}+\delta, e_{i, i+1}\right\rangle e_{i s}-j e_{s n}\right)\right] .
\end{align*}
$$

In the first term of (9.65), the $i^{\text {th }}$ component of the argument of $\mathcal{P}$ is $a_{i}-a_{i+1}-j \geq c_{i}-a_{i+1} \geq 0$. In the second term the $s^{\text {th }}$ component of the argument is $\left(a_{i}-c_{s}\right)+(s-i)-j \geq\left(c_{i}-c_{s}\right)+(s-i) \geq 0$. We apply (9.58) to both terms, using $\zeta=e_{i}+e_{n}$ in the first and $\zeta=e_{s}+e_{n}$
in the second, and then we interchange the $i^{\text {th }}$ and $s^{\text {th }}$ components in the second term. The result is that (9.65) simplifies to

$$
\begin{array}{r}
\sum_{j=0}^{a_{i}-c_{i}}\left[\mathcal{P}\left(w\left(\lambda^{\prime}+\delta\right)-\left(\mu^{\prime}+\delta\right)-\left(a_{i}-a_{i+1}\right) e_{i}-\left(a_{i}-a_{i+1}-2 j\right) e_{n}\right)\right. \\
-\mathcal{P}\left(w\left(\lambda^{\prime}+\delta\right)-\left(\mu^{\prime}+\delta\right)-\left(a_{i}-a_{i+1}\right) e_{i}-\left(a_{i+1}-c_{s}+s-i\right) e_{s}\right. \\
\left.\left.-\left(a_{i}-c_{s}+s-i-2 j\right) e_{n}\right)\right] .
\end{array}
$$

The difference in the arguments for the two terms is now equal to ( $\left.a_{i+1}-c_{s}+s-i\right)\left(e_{s}+e_{n}\right)$. Thus (9.56) with $\alpha=e_{s}+e_{n}$ shows that (9.65) simplifies further to

$$
\begin{aligned}
& =\sum_{j=0}^{a_{i}-c_{i}} \sum_{k=0}^{\left(a_{i+1}-c_{s}\right)+(s-i-1)} \\
& \mathcal{P}_{e_{s}+e_{n}}\left(w\left(\lambda^{\prime}+\delta\right)-\left(\mu^{\prime}+\delta\right)+\left(a_{i+1}-a_{i}\right) e_{i}-k e_{s}+\left(a_{i+1}-a_{i}+2 j-k\right) e_{n}\right) .
\end{aligned}
$$

The coefficient of $e_{s}$ in the argument is

$$
\left\langle\lambda^{\prime}+\delta, e_{i+1}\right\rangle-\left\langle\mu^{\prime}+\delta, e_{s}\right\rangle-k,
$$

and the smallest that this gets to be is $c_{i}-a_{i+1} \geq 0$. Thus we can apply (9.58) with $\zeta=e_{s n}$, and we find that (9.65) simplifies finally to (9.63). Thus the left side in (9.61) agrees with the right side, and (9.61) is proved in the case that $s<n$.

When $s=n$, we proceed similarly with each side of (9.61), but the simpler formula (9.56) may be used in place of (9.57). Once (9.58) has been used once with each side, no further steps are necessary, and we find that the left and right sides of (9.61) have been simplified to the same expression.

Proposition 9.66. If one or more of the inequalities $c_{1} \geq a_{3}, c_{2} \geq a_{4}$, $\ldots, c_{n-2} \geq a_{n}$ fails, then $m_{\lambda}(\mu)=0$.

Proof. Fix an $i \leq n-2$ with $c_{i}<a_{i+2}$. The idea is to show that the sum of $\varepsilon(w) \mathcal{P}(w(\lambda+\delta)-(\mu+\delta))$ over all permutations $w$ cancels in sets of six. To describe the sets of six, we need some facts about the symmetric group $\mathcal{S}_{u, v}$ on the integers $\{u, u+1, \ldots, v\}$. Let us write $c_{k l}$ for the cyclic permutation with $k \leq l$ that sends $k$ into $k+1, k+1$ into $k+2, \ldots$, $l-1$ into $l$, and $l$ into $k$. If $k \neq k^{\prime}$ are integers $\geq u$, then $c_{k v}^{-1} c_{k^{\prime} v}$ cannot be in $\mathcal{S}_{u, v-1}$, and it follows that $\mathcal{S}_{u, v}=\bigcup_{k=u}^{v} c_{k v} \mathcal{S}_{u, v-1}$. Similarly we have
$\mathcal{S}_{u, v}=\mathcal{S}_{u+1, v} \bigcup_{l=u}^{v} c_{u l}$. Iterating the first kind of decomposition and then the second, we find that each member $w$ of $\mathcal{S}_{1, n}$ has a unique decomposition as $w=p z q$ with

$$
p=c_{k_{n}, n} c_{k_{n-1}, n-1} \cdots c_{k_{i+3}, i+3} \quad \text { and } \quad q=c_{i-1, l_{i-1}} c_{i-2, l_{i-2}} \cdots c_{1, l_{1}}
$$

and with all $k_{j} \geq i$, all $l_{j} \leq n$, and $z \in \mathcal{S}_{i, i+2}$. A set of six consists of all $w$ with a common $p$ and a common $q$. The properties of $p$ and $q$ that we need are

$$
\begin{align*}
i & \leq p(i)<p(i+1)<p(i+2), \\
q^{-1}(i) & <q^{-1}(i+1)<q^{-1}(i+2) \leq i+2 . \tag{9.67}
\end{align*}
$$

Define $i^{\prime}=i+1$ and $i^{\prime \prime}=i+2$, and abbreviate $e_{a}-e_{b}$ as $e_{a b}$ during the remainder of the proof. Fix $p$ and $q$ as above, and define $r=p(i)$, $s=p\left(i^{\prime}\right)$, and $t=p\left(i^{\prime \prime}\right)$, so that $i \leq r<s<t$ by (9.67). The proof divides into two cases, $t<n$ and $t=n$. The case that $t=n$ is the simpler, and its proof can be obtained from the proof when $t<n$ by replacing $t$ by $n$ and by dropping some of the terms. Thus we shall assume that $t<n$ from now on.

For $z$ equal to 1 or $c_{i i^{\prime}}$ or $c_{i i^{\prime \prime}}$, an application of (9.57) with $\alpha=e_{s n}$, $\beta=e_{t n}$, and $\gamma=e_{s t}$ gives

$$
\begin{aligned}
& \mathcal{P}(p z q(\lambda+\delta)-(\mu+\delta))-\mathcal{P}\left(p c_{i^{\prime} \prime^{\prime}} z q(\lambda+\delta)-(\mu+\delta)\right) \\
&=\sum_{j=0}^{\left\langle\lambda+\delta, q^{-1} z^{-1} e_{\left.e^{\prime} \prime^{\prime \prime}\right\rangle-1}\right.}\left[\mathcal{P}_{e_{s n}}\left(p z q(\lambda+\delta)-(\mu+\delta)-j e_{s n}\right)\right) \\
&\left.\left.-\mathcal{P}_{e_{t n}}\left(p z q(\lambda+\delta)-(\mu+\delta)-\left\langle\lambda+\delta, q^{-1} z^{-1} e_{i^{\prime} i^{\prime \prime}}\right\rangle e_{s t}-j e_{t n}\right)\right)\right] .
\end{aligned}
$$

We multiply this equation by $\varepsilon(z)$ and add for the three values of $z$. On the left side we have our desired sum of six terms of (9.26), apart from a factor of $\varepsilon(p q)$, and on the right side we have six sums, three involving $\mathcal{P}_{e_{s n}}$ and three involving $\mathcal{P}_{e_{t n}}$. The limits of summation for the two sets of three sums are the same; with their coefficient signs in place, they are

$$
\begin{equation*}
\sum_{j=0}^{\left\langle\lambda+\delta, q^{-1} e_{f^{\prime} i^{\prime \prime}}\right\rangle^{\prime}},-\sum_{j=0}^{\left\langle\lambda+\delta, q^{-1} e_{\left.i_{i}\right\rangle^{\prime}}\right\rangle-1}, \sum_{j=0}^{\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle^{\prime}-1} . \tag{9.68}
\end{equation*}
$$

The middle one we break into two parts as

$$
\begin{equation*}
-\sum_{j=0}^{\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime \prime}}\right\rangle-1}=-\sum_{j=\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle}^{\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime \prime}}\right\rangle-1}-\sum_{j=0}^{\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle-1} . \tag{9.69}
\end{equation*}
$$

With the first sum on the right side of (9.69), we change variables using $j^{\prime}=j-\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle$, and then we change $j^{\prime}$ back to $j$. The new limits of summation are from 0 to $\left\langle\lambda+\delta, q^{-1} e_{i^{\prime} i^{\prime \prime}}\right\rangle-1$. This adjusted sum gets lumped with the first sum in (9.68), and the second sum on the right side of (9.69) gets lumped with the third sum in (9.68). The expression we get is

$$
\begin{aligned}
& =\sum_{j=0}^{\left\langle\lambda+\delta, q^{-1} e_{\left.i^{\prime} i^{\prime \prime}\right\rangle-1}\right.}\left[\mathcal{P}_{e_{s n}}\left(p q(\lambda+\delta)-(\mu+\delta)-j e_{s n}\right)\right) \\
& \left.-\mathcal{P}_{e_{s n}}\left(p c_{i i^{\prime}} q(\lambda+\delta)-(\mu+\delta)-\left(j+\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle\right) e_{s n}\right)\right] \\
& -\sum_{j=0}^{\left\langle\lambda+\delta, q^{-1} e_{\left.i^{\prime} i^{\prime \prime}\right\rangle-1}\right.}\left[\mathcal{P}_{e_{t n}}\left(p q(\lambda+\delta)-(\mu+\delta)-\left\langle\lambda+\delta, q^{-1} e_{i^{\prime} i^{\prime \prime}}\right\rangle e_{s t}-j e_{t n}\right)\right. \\
& -\mathcal{P}_{e_{t n}}\left(p c_{i i^{\prime}} q(\lambda+\delta)-(\mu+\delta)-\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime \prime}}\right\rangle e_{s t}\right. \\
& \left.\left.-\left(j+\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle\right) e_{t n}\right)\right] \\
& -\sum_{k=0}^{\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle-1}\left[\mathcal{P}_{e_{s n}}\left(p c_{i i^{\prime}} q(\lambda+\delta)-(\mu+\delta)-k e_{s n}\right)\right) \\
& \left.-\mathcal{P}_{e_{s n}}\left(p c_{i i^{\prime \prime}} q(\lambda+\delta)-(\mu+\delta)-k e_{s n}\right)\right] \\
& +\sum_{k=0}^{\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle-1}\left[\mathcal{P}_{e_{t n}}\left(p c_{i i^{\prime}} q(\lambda+\delta)-(\mu+\delta)-\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime \prime}}\right\rangle e_{s t}-k e_{t n}\right)\right. \\
& \left.-\mathcal{P}_{e_{t n}}\left(p c_{i i^{\prime \prime}} q(\lambda+\delta)-(\mu+\delta)-\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle e_{s t}-k e_{t n}\right)\right] .
\end{aligned}
$$

In this expression we have four sums of differences, and we find that the respective differences of the arguments of $\mathcal{P}$ are

$$
\begin{gathered}
\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle e_{r n}, \quad\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle e_{r n}, \\
\left\langle\lambda+\delta, q^{-1} e_{i^{\prime} i^{\prime \prime}}\right\rangle e_{r t}, \quad \text { and }\left\langle\lambda+\delta, q^{-1} e_{i^{\prime} i^{\prime \prime}}\right\rangle e_{r s} .
\end{gathered}
$$

To handle the first and second sums of differences, we use (9.56) with $\alpha=e_{r n}$. For the third sum of differences, we use (9.57) with $\alpha=e_{r n}$ and $\beta=e_{t n}$. For the fourth sum of differences, we use (9.57) with $\alpha=e_{r n}$ and
$\beta=e_{s n}$. The expression is then

$$
\begin{aligned}
& =\sum_{j=0}^{\left\langle\lambda+\delta, q^{-1} e_{i^{\prime} i^{\prime \prime}}\right\rangle-1} \sum_{k=0}^{\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle-1} \\
& \quad\left[\mathcal{P}_{e_{s n}, e_{r n}}\left(p q(\lambda+\delta)-(\mu+\delta)-j e_{s n}-k e_{r n}\right)\right. \\
& -\mathcal{P}_{e_{t n}, e_{r n}}\left(p q(\lambda+\delta)-(\mu+\delta)-\left\langle\lambda+\delta, q^{-1} e_{i^{\prime} i^{\prime \prime}}\right\rangle e_{s t}-j e_{t n}-k e_{r n}\right) \\
& -\mathcal{P}_{e_{s n}, e_{r n}}\left(p c_{i i^{\prime}} q(\lambda+\delta)-(\mu+\delta)-k e_{s n}-j e_{r n}\right) \\
& \quad+\mathcal{P}_{e_{s n}, e_{t n}}\left(p c_{i i^{\prime}} q(\lambda+\delta)-(\mu+\delta)-k e_{s n}-j e_{t n}-\left\langle\lambda+\delta, q^{-1} e_{i^{\prime} i^{\prime \prime}}\right\rangle e_{r t}\right) \\
& \quad+\mathcal{P}_{e_{t n}, e_{r n}}\left(p c_{i i^{\prime}} q(\lambda+\delta)-(\mu+\delta)-\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime \prime}}\right\rangle e_{s t}-k e_{t n}-j e_{r n}\right) \\
& -\mathcal{P}_{e_{t n}, e_{s n}}\left(p c_{i i^{\prime}} q(\lambda+\delta)-(\mu+\delta)-\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime \prime}}\right\rangle e_{s t}-k e_{t n}-j e_{s n}\right. \\
& \left.\left.\quad-\left\langle\lambda+\delta, q^{-1} e_{i^{\prime} i^{\prime \prime}}\right\rangle e_{r s}\right)\right] .
\end{aligned}
$$

Let us call the terms within brackets $A, B, C, D, E, F$. The proof is completed by showing for each $j$ and $k$ that $A$ cancels with $C, B$ cancels with $E$, and $D$ cancels with $F$. We compute the differences of the arguments of $\mathcal{P}$ for the three pairs, seeing that they are $\left(\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle-k+j\right)$ times $e_{r s}, e_{r t}$, and $e_{s t}$ in the three cases. The proofs of cancellation are similar in the three cases, and we give only the one for canceling $A$ and $C$.

The idea is to apply (9.58) twice to each of $A$ and $C$, once with $\zeta=e_{r}+e_{n}$ and once with $\zeta=e_{s}+e_{n}$. The arguments of $A$ and $C$ differ only in the $r^{\text {th }}$ and $s^{\text {th }}$ components, and the inner products of the arguments with $e_{r}+e_{s}$ are equal. Hence simplification of $A$ and $C$ by means of (9.58) will make the arguments equal, and the terms will cancel.

To be able to apply (9.58) in this way, we have to know that the $r^{\text {th }}$ and $s^{\text {th }}$ components of the arguments of $A$ and $C$ are $\geq 0$ for every $j$ and $k$. This verification will be the only place where we use the hypothesis $c_{i}<a_{i+2}$. To begin with, we know that $k \leq\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle$, and thus $\left(\left\langle\lambda+\delta, q^{-1} e_{i i^{\prime}}\right\rangle-k+j\right)$ is $\geq 0$. Then for each $(j, k)$, we have

$$
\left\langle\operatorname{argument}(A), e_{r}\right\rangle-\left\langle\operatorname{argument}(C), e_{r}\right\rangle=\left\langle(\geq 0) e_{r}, e_{r}\right\rangle \geq 0
$$

from which it follows that both arguments have $r^{\text {th }}$ component $\geq 0$ if $C$ does. Similarly both arguments have $s^{\text {th }}$ component $\geq 0$ if $A$ does. We have

$$
\begin{aligned}
\left\langle\operatorname{argument}(C), e_{r}\right\rangle & =\left\langle p c_{i i^{\prime}} q(\lambda+\delta), e_{r}\right\rangle-\left\langle\mu+\delta, e_{r}\right\rangle-j \\
& =\left\langle\lambda+\delta, q^{-1} e_{i^{\prime}}\right\rangle-\left\langle\mu+\delta, e_{r}\right\rangle-j
\end{aligned}
$$

$$
\begin{aligned}
& \geq\left\langle\lambda+\delta, q^{-1} e_{i^{\prime \prime}}\right\rangle-\left\langle\mu+\delta, e_{r}\right\rangle+1 \\
& \geq\left\langle\lambda+\delta, e_{i^{\prime \prime}}\right\rangle-\left\langle\mu+\delta, e_{i}\right\rangle+1 \\
& =a_{i^{\prime \prime}}-c_{i}+\left\langle\delta, e_{i^{\prime \prime}}-e_{i}\right\rangle+1 \\
& =a_{i+2}-c_{i}-1 \\
& \geq 0 .
\end{aligned}
$$

The three inequalities above respectively use the upper bound on $j$, the inequalities (9.67), and the hypothesis $c_{i}<a_{i+2}$. Also

$$
\begin{aligned}
\left\langle\operatorname{argument}(A), e_{s}\right\rangle & =\left\langle p q(\lambda+\delta), e_{s}\right\rangle-\left\langle\mu+\delta, e_{s}\right\rangle-j \\
& =\left\langle\lambda+\delta, q^{-1} e_{i^{\prime}}\right\rangle-\left\langle\mu+\delta, e_{s}\right\rangle-j \\
& \geq\left\langle\lambda+\delta, q^{-1} e_{i^{\prime}}\right\rangle-\left\langle\mu+\delta, e_{r}\right\rangle-j \quad \text { since } r<s \\
& \geq 0
\end{aligned}
$$

the last step following from the preceding computation. This completes the proof.

## 6. Tensor Products and Littlewood-Richardson Coefficients

Let us return to the framework of $\S 4$ of finding the multiplicities of the irreducible representations of $G$ in $L^{2}(G / H)$ when $G / H$ can be constructed from a succession of compact symmetric spaces. The starting point is branching theorems in the context of compact symmetric spaces $U / K$. In this section we begin a discussion of some further results of this kind beyond those proved in $\S 5$. Some of them have the property of handling only some representations of $U$ or $K$, but they are still applicable to the problem of analyzing $L^{2}(G / H)$.

The first such result, given below as Theorem 9.70, handles the trivial representation of $K$. When $U$ is semisimple, Theorem 9.70 is a direct translation, via Riemannian duality, of part of Helgason's Theorem (Theorem 8.49) because Lemma 8.48 shows that $M$ fixes a nonzero highest weight vector if and only if $M$ acts by the trivial representation in the highest restricted-weight space. For general $U$, Theorem 9.70 follows from the result in the semisimple case because Theorem 4.29 shows that the semisimple part of $U$ is closed and because the additional contribution to $M$ comes from the identity component of the subgroup of the center fixed by $\Phi$.

Theorem 9.70. Let $U$ be a compact connected Lie group with Lie algebra $\mathfrak{u}$, let $K$ be the identity component of the set of fixed elements under an involution $\Phi$, let $\varphi$ be the differential of $\Phi$, and let $\mathfrak{u}=\mathfrak{k} \oplus \mathfrak{q}$ be the eigenspace decomposition of $\mathfrak{u}$ under $\varphi$. Choose a maximal abelian subspace $\mathfrak{b}$ of $\mathfrak{q}$, let $\mathfrak{s}$ be a maximal abelian subspace of the centralizer of $\mathfrak{b}$ in $\mathfrak{k}$, and put $\mathfrak{t}=\mathfrak{b} \oplus \mathfrak{s}$. Let $M$ be the centralizer of $\mathfrak{b}$ in $K$. Impose an ordering on $(i \mathfrak{t})^{*}$ that takes $i \mathfrak{b}$ before $i \mathfrak{s}$. Then an irreducible finitedimensional representation $\pi$ of $U$ has a nonzero $K$ fixed vector if and only if $M$ fixes a nonzero highest-weight vector of $\pi$.

A particularly simple yet illuminating example is the case of tensor products for a compact connected Lie group $G$. As we saw in §4, this case arises from the compact symmetric space $U / K$ with $U=G \times G$ and $K=\operatorname{diag} G$. Let us examine this case in detail.

First let us consider the example directly, writing $\tau_{\lambda}$ for an irreducible representation of $G$ with highest weight $\lambda$ and writing $\chi_{\lambda}$ for its character. By (4.13), (4.15), and Corollary 4.16, the multiplicity of $\tau_{\mu}$ in $\tau_{\lambda_{1}} \otimes \tau_{\lambda_{2}}$ is just

$$
\begin{equation*}
\left[\tau_{\lambda_{1}} \otimes \tau_{\lambda_{2}}: \tau_{\mu}\right]=\int_{G} \chi_{\lambda_{1}} \chi_{\lambda_{2}} \overline{\chi_{\mu}} d x . \tag{9.71}
\end{equation*}
$$

If $\mu=1$, then the integral is nonzero if and only if $\chi_{\lambda_{2}}=\overline{\chi_{\lambda_{1}}}$, thus if and only if $\tau_{\lambda_{2}}$ is equivalent with $\tau_{\lambda_{1}}^{c}$. In this case the multiplicity is 1 .

Now let us consider this example from the point of view of Theorem 9.70. If $\mathfrak{c}$ is a Cartan subalgebra of the Lie algebra of $G$, then we can take $\mathfrak{b}=\{(X,-X) \mid X \in \mathfrak{c}\}$. We are forced to let $\mathfrak{s}=\operatorname{diag} \mathfrak{c}$, and we have $\mathfrak{t}=\mathfrak{c} \oplus \mathfrak{c}$. A member $\left(\lambda_{1}, \lambda_{2}\right)$ of $(i \mathfrak{t})^{*}$ decomposes as $\frac{1}{2}\left(\lambda_{1}-\lambda_{2}, \lambda_{2}-\lambda_{1}\right)+\frac{1}{2}\left(\lambda_{1}+\lambda_{2}, \lambda_{1}+\lambda_{2}\right)$ with the first term carried on $i \mathfrak{b}$ and the second term carried on $i \mathfrak{s}$. Roots are of the form ( $\alpha, 0$ ) and ( $0, \alpha$ ) with $\alpha \in \Delta_{G}$, and their corresponding decompositions are $\frac{1}{2}(\alpha,-\alpha)+\frac{1}{2}(\alpha, \alpha)$ and $\frac{1}{2}(-\alpha, \alpha)+\frac{1}{2}(\alpha, \alpha)$. Since $i \mathfrak{b}$ comes before $i \mathfrak{s}$, according to the hypotheses of Theorem 9.70, the sign of $(\alpha, 0)$ is determined by $\frac{1}{2}(\alpha,-\alpha)$. Thus $(\alpha, 0)>0$ implies $(0,-\alpha)>0$. Consequently $\Delta_{U}^{+}$is determined by a choice of $\Delta_{G}^{+}$and is given by

$$
\Delta_{U}^{+}=\left\{(\alpha, 0) \mid \alpha \in \Delta_{G}^{+}\right\} \cup\left\{(0,-\alpha) \mid \alpha \in \Delta_{G}^{+}\right\} .
$$

Dominance for ( $\lambda_{1}, \lambda_{2}$ ) therefore means that $\left\langle\lambda_{1}, \alpha\right\rangle \geq 0$ and $\left\langle\lambda_{2}, \alpha\right\rangle \leq 0$ for all $\alpha \in \Delta_{G}^{+}$. That is, $\lambda_{1}$ and $-\lambda_{2}$ are to be dominant for $\Delta_{G}^{+}$. We know from $\S 4$ that every irreducible representation of $G \times G$ is an outer tensor
product; suppose that the irreducible representation of $U$ with highest weight ( $\lambda_{1}, \lambda_{2}$ ) is the outer tensor product $\tau \widehat{\otimes} \tau^{\prime}$. Then $\tau$ is just $\tau_{\lambda_{1}}$ up to equivalence, but $\tau^{\prime}$ has lowest weight $\lambda_{2}$. So $\tau^{\prime}$ is an irreducible representation whose contragredient has highest weight $-\lambda_{2}$. In other words, $\tau^{\prime c}=\tau_{-\lambda_{2}}$ and $\tau^{\prime}=\tau_{-\lambda_{2}}^{c}$, up to equivalence. Thus the irreducible representation of $U$ with highest weight $\left(\lambda_{1}, \lambda_{2}\right)$ is equivalent with $\tau_{\lambda_{1}} \widehat{\otimes} \tau_{-\lambda_{2}}^{c}$. To understand the content of Theorem 9.70 for this example, we need to identify $M$. The group $M$ is the subgroup of elements $(x, x)$ in $G \times G$ with $\operatorname{Ad}(x, x)(X,-X)=(X,-X)$ for all $X$ in $c$. By Corollary 4.52 an element $x$ of $G$ with $\operatorname{Ad}(x) X=X$ for all $X$ in $\mathfrak{c}$ must itself be in $\exp \mathfrak{c}$, and hence $M=\operatorname{exps}$. The condition of Theorem 9.70 is that $\left(\lambda_{1}, \lambda_{2}\right)$ vanish on $\mathfrak{s}$, hence that $\lambda_{1}+\lambda_{2}=0$. Then $-\lambda_{2}=\lambda_{1}$ and $\tau_{\lambda_{1}} \widehat{\otimes} \tau_{-\lambda_{2}}^{c}$ is equivalent with $\tau_{\lambda_{1}} \widehat{\otimes} \tau_{\lambda_{1}}^{c}$.

Theorem 9.70 detects only what tensor products contain the trivial representation. With any of our tools so far-namely the multiplicity formula (9.71), Kostant's Branching Theorem (Theorem 9.20), or even Problem 17 at the end of this chapter-we are left with a great deal of computation to decompose any particular tensor product. For example, if $N$ is the order of the Weyl group of $G$, then the Kostant formula for checking a multiplicity within a tensor product has $N^{2}$ terms.

For particular groups $G$, there are better methods for decomposing tensor products. Of particular interest is the unitary group $G=U(n)$. Before giving results in that case, we need one general fact.

Proposition 9.72. In a compact connected Lie group $G$, let $\lambda^{\prime \prime}$ be any highest weight in $\tau_{\lambda} \otimes \tau_{\lambda^{\prime}}$, i.e., the highest weight of some irreducible constituent. Then $\lambda^{\prime \prime}$ is of the form $\lambda^{\prime \prime}=\lambda+\mu^{\prime}$ for some weight $\mu^{\prime}$ of $\tau_{\lambda^{\prime}}$.

Proof. Write a $\lambda^{\prime \prime}$ highest weight vector in terms of weight vectors of $\tau_{\lambda}$ and $\tau_{\lambda^{\prime}}$ as $v=\sum_{\mu+\mu^{\prime}=\lambda^{\prime \prime}}\left(v_{\mu} \otimes v_{\mu^{\prime}}\right)$, allowing more than one term per choice of $\mu$, if necessary, and taking the $v_{\mu^{\prime}}$ 's to be linearly independent. Choose $\mu=\mu_{0}$ as large as possible so that there is a nonzero term $v_{\mu} \otimes v_{\mu^{\prime}}$. If $E_{\alpha}$ is a root vector for a positive root $\alpha$, then

$$
0=E_{\alpha} v=\sum_{\mu+\mu^{\prime}=\lambda^{\prime \prime}}\left(E_{\alpha} v_{\mu} \otimes v_{\mu^{\prime}}\right)+\sum_{\mu+\mu^{\prime}=\lambda^{\prime \prime}}\left(v_{\mu} \otimes E_{\alpha} v_{\mu^{\prime}}\right) .
$$

The only way a vector of weight $\mu_{0}+\alpha$ can occur in the first member of the tensor products on the right side is from terms $E_{\alpha} v_{\mu_{0}} \otimes v_{\mu^{\prime}}$ with $\mu^{\prime}=\lambda^{\prime \prime}-\mu_{0}$. Since the corresponding vectors $v_{\mu^{\prime}}$ are linearly independent, $E_{\alpha} v_{\mu_{0}}$ is 0 for each $v_{\mu_{0}}$ that occurs. Therefore any such $v_{\mu_{0}}$ is a highest weight vector for $\tau_{\lambda}$. We conclude that $\mu_{0}=\lambda$ and that $\lambda^{\prime \prime}$ is of the required form.

Now we examine tensor products when $G$ is the unitary group $U(n)$. It is traditional to study representations of $U(n)$ in a normalized form that can be obtained by multiplying by a suitable power of the 1 -dimensional determinant representation: A representation $\tau$ of $U(n)$ is a polynomial representation if all of its matrix coefficients $x \mapsto\left(\tau(x) \psi^{\prime}, \psi\right)$ are polynomial functions of the entries $x_{i j}$. Equivalently all of the matrix coefficients of the holomorphic extension of $\tau$ to $G L(n, \mathbb{C})$ are to be holomorphic polynomials of the entries of the matrix in $G L(n, \mathbb{C})$. This notion is preserved under passage from a representation to an equivalent representation and under direct sums, tensor products, and subrepresentations. Consequently any irreducible constituent of the tensor product of two polynomial representations is again a polynomial representation.

An integral form $v=\sum_{j=1}^{n} v_{j} e_{j}$ for $U(n)$ is nonnegative if $v_{j} \geq 0$ for all $j$. Restricting a polynomial representation to the diagonal matrices, we see that every weight of a polynomial representation is nonnegative. Conversely we can see that any irreducible representation whose highest weight is nonnegative is a polynomial representation. In fact, the standard representation, with highest weight $e_{1}$, is a polynomial representation. The usual representation in alternating tensors of rank $k$ lies in the $k$-fold tensor product of the standard representation with itself and is therefore polynomial; its highest weight is $\sum_{j=1}^{k} e_{j}$. Finally, if we adopt the convention that $\lambda_{n+1}=0$, a general highest weight $\lambda=\sum_{j=1}^{n} \lambda_{j} e_{j}$ can be rewritten as the sum $\lambda=\sum_{k=1}^{n}\left(\lambda_{k}-\lambda_{k+1}\right) \sum_{i=1}^{k} e_{i}$. An irreducible representation with highest weight $\lambda$ thus lies in a suitable tensor product of alternating-tensor representations and is polynomial.

The classical representation theory for the unitary group deals with irreducible polynomial representations, which we now know are the irreducible representations with nonnegative highest weight or, equivalently, with all weights nonnegative. The restriction that an irreducible representation have nonnegative highest weight is not a serious one, since any irreducible $\tau$ is of the form $\tau^{\prime} \otimes(\operatorname{det})^{-N}$ with $\tau^{\prime}$ polynomial if the integer $N$ is large enough.

Let $\tau_{\lambda}$ be an irreducible polynomial representation with highest weight $\lambda=\sum_{j=1}^{n} \lambda_{j} e_{j}$. We define the depth of $\tau_{\lambda}$ or $\lambda$ to be the largest $j \geq 0$ such that $\lambda_{j} \neq 0$. If $\lambda$ has depth $d$, the parts of $\lambda$ are the $d$ positive integers $\lambda_{j}$. To $\tau_{\lambda}$ or $\lambda$, we associate a diagram, sometimes called a "Ferrers diagram." This consists of a collection of left-justified rows of boxes: $\lambda_{1}$ in the first row, $\lambda_{2}$ in the second row, $\ldots, \lambda_{d}$ in the $d^{\text {th }}$ row. The integer $n$ is suppressed. For example, the highest weight $4 e_{1}+2 e_{2}+e_{3}+e_{4}$ is associated to the
diagram


We shall allow ourselves to replace the boxes in a diagram by various integers, retaining the pattern. Thus if we use 0 's in place of boxes above, we obtain

0000
00
0
0
as the diagram.
If $v$ is a nonnegative integral form, we write $\|v\|$ for $\left\langle v, e_{1}+\cdots+e_{n}\right\rangle$. This number is the same for all weights of an irreducible representation. In the example above of a diagram with boxes, the depth is the number of rows, namely 4 , and the common value of $\|\nu\|$ is the total number of boxes, namely 8 .

Let us suppose that the tensor product of two irreducible polynomial representations $\tau_{\mu}$ and $\tau_{\nu}$ of $U(n)$ decomposes into irreducible representations as

$$
\begin{equation*}
\tau_{\mu} \otimes \tau_{\nu} \cong \sum_{\operatorname{deph}(\lambda) \leq n} c_{\mu \nu}^{\lambda} \tau_{\lambda} . \tag{9.73}
\end{equation*}
$$

The integers $c_{\mu \nu}^{\lambda}$, which are $\geq 0$, are called Littlewood-Richardson coefficients. We shall give without proof a recipe for computing these coefficients that is rapid and involves no cancellation of terms.

Fix $\mu$ and $\nu$ and suppose that $\tau_{\lambda}$ actually occurs in $\tau_{\mu} \otimes \tau_{\nu}$ in the sense that $c_{\mu \nu}^{\lambda} \neq 0$. Then $\lambda$ is nonnegative and $\|\lambda\|=\|\mu\|+\|\nu\|$ because every weight of the tensor product has these properties. A more subtle property of $\lambda$ is that $\lambda$ is the sum of $\mu$ and a nonnegative integral form (and also the sum of $v$ and a nonnegative integral form); this follows immediately from Proposition 9.72. In terms of diagrams, this relationship means that the diagram of $\mu$ is a subset of the diagram of $\lambda$, and we consequently write $\mu \subseteq \lambda$ for this relationship. To find all possible $\lambda$ 's, we may think of enlarging the diagram of $\mu$ with $\|\nu\|$ additional boxes or 0 's and hoping to determine which enlarged diagrams correspond to $\lambda$ 's that actually occur. Of course, the enlarged diagram needs to correspond to a dominant form,
and thus the lengths of its rows are decreasing. But that condition is not enough. The additional data that are needed to describe which $\lambda$ 's actually occur are what we shall call the "symbols" of $v:$ if $v=\sum v_{j} e_{j}$ has depth $d$, the symbols of $v$ are $\nu_{1}$ occurrences of the integer $1, \nu_{2}$ occurrences of the integer $2, \ldots$, and $v_{d}$ occurrences of the integer $d$. The diagram of $\mu$ is written with 0 's in place, and the enlargement is formed by putting the symbols of $v$ into place in such a way that the diagram of a dominant form results. For example, let $\mu=4 e_{1}+2 e_{2}+e_{3}+e_{4}$ and $v=3 e_{1}+e_{2}+e_{3}+e_{4}$. The symbols of $v$ are $\{1,1,1,2,3,4\}$. One conceivable enlargement of the diagram of $\mu$ is

```
000 0 1 1
0012
0 34
0
```

In fact, this particular enlargement will not be an allowable one in the theorem below because it does not satisfy condition (c).

Theorem 9.74 (Littlewood-Richardson). Let $\tau_{\mu}$ and $\tau_{\nu}$ be irreducible polynomial representations of $U(n)$, and let $\tau_{\lambda}$ be a polynomial representation of $U(n)$ with $\|\lambda\|=\|\mu\|+\|\nu\|$ and $\mu \subseteq \lambda$. Represent $\mu$ by a diagram of 0 's, and consider enlargements of that diagram, using the symbols of $\nu$, to diagrams of $\lambda$. Then the number $c_{\mu \nu}^{\lambda}$ of times that $\tau_{\lambda}$ occurs in $\tau_{\mu} \otimes \tau_{\nu}$ equals the number of enlarged diagrams such that
(a) the integers along each row of the enlarged diagram are increasing but not necessarily strictly increasing,
(b) the nonzero integers down each column are strictly increasing, and
(c) the nonzero integers in the enlarged diagram, when read from right to left and row by row starting from the top row, are such that each initial segment never has more of an integer $i$ than an integer $j$ with $1 \leq j<i$.

In the enlarged diagram before the statement of the theorem, the sequence of integers addressed by (c) is 112143 . This does not satisfy (c) because the initial segment 11214 has more 4's than 3's.

In the theorem if $c_{\mu \nu}^{\lambda} \neq 0$, then $v \subseteq \lambda$ is forced.
EXAmple. Tensor product $\tau_{\mu} \otimes \tau_{v}$ in $U(3)$, where $\mu=v=2 e_{1}+e_{2}$. The diagram for $\mu$ is $\left[\begin{array}{ll}0 & 0 \\ 0 & \end{array}\right]$, and the symbols of $v$ are $\{1,1,2\}$. The first
symbol of $v$ that we encounter in (c) has to be a 1 , and then no symbol 2 can be placed in the first row, by (a). An enlarged diagram can have at most 3 rows, in order to correspond to a highest weight for $U(3)$. We find 6 enlarged diagrams as follows:

| 0011 | 001 | 001 |
| :---: | :---: | :---: |
| 02 | 0 | 012 |
|  | 2 |  |
| 001 | 001 | 00 |
| 02 | 01 | 01 |
| 1 | 2 | 12 |

The highest weights of the corresponding irreducible constituents of the tensor product are the dominant forms corresponding to the above 6 diagrams: $4 e_{1}+2 e_{2}, 4 e_{1}+e_{2}+e_{3}, 3 e_{1}+3 e_{2}, 3 e_{1}+2 e_{2}+e_{3}, 3 e_{1}+2 e_{2}+e_{3}$, and $2 e_{1}+2 e_{2}+2 e_{3}$. The respective multiplicities equal the number of times that the forms appear in this list. Thus the constituent with highest weight $3 e_{1}+2 e_{2}+e_{3}$ appears with multiplicity 2 , and the four others appear with multiplicity 1 . It would be easy to err by omitting one of the diagrams in the above computation, but a check of dimensions will detect an error of this kind if there are no other errors. The given $\tau_{\mu}$ has dimension 8 , and thus the tensor product has dimension 64 . The dimension of each constituent is $27,10,10$, and 1 in the case of the representations of multiplicity 1 , and 8 in the case of the representation of multiplicity 2 . We have $27+10+10+1+2(8)=64$, and thus the dimensions check. One final remark is in order. Our computation retained enlarged diagrams only when they had at most 3 rows. For $U(n)$ with $n \geq 4$, we would encounter two additional diagrams, namely

| 00 |  | 001 |
| :---: | :---: | :---: |
| 01 | and | 0 |
| 1 | and | 1 |
| 2 |  | 2 |

These correspond to $2 e_{1}+2 e_{2}+e_{3}+e_{4}$ and $3 e_{1}+e_{2}+e_{3}+e_{4}$.

## 7. Littlewood's Theorems and an Application

We continue our discussion of branching theorems in the context of compact symmetric spaces $U / K$. The first two theorems are due to D . E.

Littlewood and handle branching for the compact symmetric spaces $U(n) / S O(n)$ and $U(2 n) / S p(n)$, but only under a hypothesis limiting the depth of the given representation of the unitary group. We state these theorems without proof, giving examples for each.

The statements of the theorems involve the Littlewood-Richardson coefficients $c_{\mu \nu}^{\lambda}$ defined in (9.73). In computing these coefficients, we are given $\lambda, \mu$, and several possibilities for $v$; we seek the $v$ 's and the coefficients. These may be computed by changing the emphasis in the method of the previous section. Here is an example: Let $\lambda=3 e_{1}+3 e_{2}$ and $\mu=2 e_{1}+e_{2}$. The formula for $\mu$ tells us the diagram of 0 's in the earlier method of computation, and the formula for $\lambda$ tells us the total shape of the diagram. Let us insert the symbol x for the unknown values in the diagram of $\lambda$. Then we are to start from

$$
\begin{aligned}
& 00 \mathrm{x} \\
& 0 \mathrm{x}
\end{aligned}
$$

Each possibility for $v$ gives us a set of symbols. For example, $v=2 e_{1}+e_{2}$ gives us the set $\{1,1,2\}$, and we can complete the diagram in just one way that is allowed by Theorem 9.74 , namely to

001
012
Thus $c_{\mu \nu}^{\lambda}=1$ for this $\nu$.
The hypothesis on the depth can be dropped at the expense of introducing something called "Newell's Modification Rules," but we shall not pursue this topic.

Theorem 9.75 (Littlewood). Let $\tau_{\lambda}$ be an irreducible polynomial representation of $U(n)$ with highest weight $\lambda$, and suppose that $\lambda$ has depth $\leq[n / 2]$. Let $\sigma_{\nu}$ be an irreducible representation of $S O(n)$ with highest weight $v$.
(a) If $n$ is odd,

$$
\left.\tau_{\lambda}\right|_{S O(n)} \cong \sum_{\substack{\mu \text { nonnegative, } \\ \mu \subset, \mu \text { has even parts }}} \sum_{\substack{\text { n nonnegative, } \\ \nu \subseteq \lambda\| \\ \| \mu\|+\| \nu\| \|\|\lambda\|}} c_{\mu \nu}^{\lambda} \sigma_{\nu} .
$$

(b) If $n$ is even and $s$ denotes the Weyl-group element that changes the last sign, then

## EXAMPLES.

1) With $n=4$, let $\lambda=5 e_{1}+2 e_{2}$. We seek the restriction of $\tau_{\lambda}$ from $U(4)$ to $S O$ (4). We form a list of the nonnegative $\mu$ 's with even parts such that $\mu \subseteq \lambda$, namely

$$
0, \quad 2 e_{1}, \quad 4 e_{1}, \quad 2 e_{1}+2 e_{2}, \quad 4 e_{1}+2 e_{2}
$$

Each of these tells us a value for $\|\nu\|$, and we list the $v$ 's that must be examined for each $\mu$ :

$$
\begin{array}{lll}
\mu=0, & \|v\|=7, & v=5 e_{1}+2 e_{2} \\
\mu=2 e_{1}, & \|v\|=5, & v=5 e_{1} \text { or } 4 e_{1}+e_{2} \text { or } 3 e_{1}+2 e_{2} \\
\mu=4 e_{1}, & \|v\|=3, & v=3 e_{1} \text { or } 2 e_{1}+e_{2} \\
\mu=2 e_{1}+2 e_{2}, & \|v\|=3, & v=3 e_{1} \text { or } 2 e_{1}+e_{2} \\
\mu=4 e_{1}+2 e_{2}, & \|v\|=1, & v=e_{1} .
\end{array}
$$

Then we do the computation with the 0 's and $x$ 's, seeing how many ways Theorem 9.74 allows for placing the symbols of $v$. For a sample let us do $\mu=4 e_{1}$ and then $\mu=2 e_{1}+2 e_{2}$. First consider $\mu=4 e_{1}$. The $v$ 's to examine are $3 e_{1}$ and $2 e_{1}+e_{2}$, and the diagram to complete is

$$
\begin{array}{llll}
0 & 0 & 0 & 0 \\
x & x
\end{array}
$$

The respective sets of symbols are $\{1,1,1\}$ and $\{1,1,2\}$. With the first set we can complete the diagram with each $\mathrm{x}=1$, and with the second set we can put the 2 in the second position on the second line. Thus $\mu=4 e_{1}$ gives us a contribution of one occurrence of each $\sigma_{v}$. Next consider $\mu=2 e_{1}+2 e_{2}$. We are interested in the same $v$ 's, and the diagram to complete is

$$
\begin{array}{lll}
0 & 0 & \mathrm{x} x \mathrm{x} \\
0 & 0
\end{array}
$$

We can complete the diagram with the symbols $\{1,1,1\}$ but not with $\{1,1,2\}$. Thus this time we get a contribution from $v=3 e_{1}$ but not from $2 e_{1}+2 e_{2}$. A similar computation shows for each of the other three $\mu$ 's that the diagram can be completed in one allowable way for each $\nu$. We now add the contributions from each $v$. The theorem tells us also to include $s v$ when the coefficient of $e_{2}$ in $v$ is not 0 . Abbreviating $a e_{1}+b e_{2}$ as $(a, b)$, we find that the restriction of $\tau_{\lambda}$ from $U(4)$ to $S O(4)$ is
$\sigma_{5,0}+2 \sigma_{3,0}+\sigma_{1,0}+\sigma_{5,2}+\sigma_{5,-2}+\sigma_{4,1}+\sigma_{4,-1}+\sigma_{3,2}+\sigma_{3,-2}+\sigma_{2,1}+\sigma_{2,-1}$.
For a check we can compute the dimension in two ways, verifying that it comes to 224 both times.
2) With $n=3$, let $\lambda=a e_{1}$ for some $a \geq 0$. We seek to restrict $\tau_{\lambda}$ from $U(3)$ to $S O(3)$. The values of $\mu$ to consider are $0,2 e_{1}, 4 e_{1}, \ldots, 2[a / 2] e_{1}$. For each $\mu$, we are to consider just one $v$, namely $\lambda-\mu$. The symbols for $\nu$ are $\{1, \ldots, 1\}$, and the relevant diagram of 0 's and x 's can be completed in exactly one allowable way. Thus the restriction of $\tau_{\lambda}$ to $S O(3)$ is

$$
\sigma_{a e_{1}}+\sigma_{(a-2) e_{1}}+\cdots+\left(\sigma_{e_{1}} \text { or } \sigma_{0}\right) .
$$

This decomposition has the following interpretation: One realization of $\tau_{\lambda}$ for $U(3)$ is in the space of homogeneous polynomials of degree $a$ in variables $\bar{z}_{1}, \bar{z}_{2}, \bar{z}_{3}$. The restriction to $S O(3)$ breaks into irreducible representations in a manner described by Problems $9-14$ of Chapter IV and Problem 2 of Chapter V.

Theorem 9.76 (Littlewood). Let $\tau_{\lambda}$ be an irreducible polynomial representation of $U(2 n)$ with highest weight $\lambda$, and suppose that $\lambda$ has depth $\leq n$. Let $\sigma_{\nu}$ be an irreducible representation of $S p(n)$ with highest weight $\nu$. Then

Example. For $\lambda=5 e_{1}+2 e_{2}$, we seek the restriction of $\tau_{\lambda}$ from $U(4)$ to $S p(2)$. The list of $\mu$ 's in question is

$$
0, \quad e_{1}+e_{2}, \quad 2 e_{1}+2 e_{2}
$$

the list includes $e_{1}+e_{2}$, for instance, because $e_{1}+e_{2}$ has 2 parts of magnitude 1 and 0 parts of all other magnitudes. For $\mu=0$, we are led to $\nu=5 e_{1}+2 e_{2}$ and one way of completing the diagram. For $\mu=e_{1}+e_{2}$, we have $\|v\|=5$, and the $v$ 's to consider are $5 e_{1}, 4 e_{1}+e_{2}$, and $3 e_{1}+2 e_{2}$. These have the respective sets of symbols $\{1,1,1,1,1\},\{1,1,1,1,2\}$, and $\{1,1,1,2,2\}$, and the diagram to complete is

$$
\begin{aligned}
& 0 \mathrm{x} x \mathrm{x} x \\
& 0 \mathrm{x}
\end{aligned}
$$

The diagram can be completed in one allowable way in the second case and in no allowable way in the other two cases. Thus we get a contribution to the restriction from $4 e_{1}+e_{2}$. For $\mu=2 e_{1}+2 e_{2}$, we have $\|\nu\|=3$, and
the $v$ 's to consider are $3 e_{1}$ and $2 e_{1}+e_{2}$. These have the respective sets of symbols $\{1,1,1\}$ and $\{1,1,2\}$, and the diagram to complete is

$$
\begin{aligned}
& 00 \times x \mathrm{x} \\
& 00
\end{aligned}
$$

The diagram can be completed in one allowable way in the first case and in no allowable way in the second case. Thus we get a contribution to the restriction from $3 e_{1}$. The conclusion is that the restriction of $\tau_{\lambda}$ to $S p(2)$ is

$$
\sigma_{5 e_{1}+2 e_{2}}+\sigma_{4 e_{1}+e_{2}}+\sigma_{3 e_{1}} .
$$

The dimensions of these constituents are 140, 64, and 20, and they add to 224 , as they must.

Now let us pull together some of the threads of this chapter. We have concentrated on branching theorems for compact symmetric spaces because so many compact homogeneous spaces can be built from symmetric spaces. The example suggested at the end of $\S 4$ is $L^{2}\left(K /\left(K \cap M_{0}\right)\right)$ whenever $G$ is semisimple, $K$ is the fixed group of a Cartan involution, and MAN is the Langlands decomposition of a maximal parabolic subgroup. For example, consider $G=S O(p, q)_{0}$ with $p \geq q, K$ being $S O(p) \times S O(q)$. One parabolic subgroup has $K \cap M_{0}=S O(p-q) \times \operatorname{diag} S O(q)$. If we introduce $K_{1}=S O(p-q) \times S O(q) \times S O(q)$, then $K / K_{1}$ and $K_{1} /\left(K \cap M_{0}\right)$ are compact symmetric spaces. To analyze $L^{2}\left(K /\left(K \cap M_{0}\right)\right)$, we can use induction in stages, starting from the trivial representation of $K \cap M_{0}$. We pass to $K_{1}$, and the result is the sum of $1 \widehat{\otimes} \sigma \widehat{\otimes} \sigma^{c}$ over all irreducible representations $\sigma$ of $S O(q)$. The passage from $K_{1}$ to $K$ requires understanding those representations of $S O(p)$ that contain $1 \widehat{\otimes} \sigma$ when restricted to $S O(p-q) \times S O(q)$. These are addressed in the following theorem, which reduces matters to the situation studied in Theorem 9.75 if $p \geq 2 q$. Certain maximal parabolic subgroups in other semisimple groups lead to a similar analysis with groups $U(n)$ and $S p(n)$, and the theorem below has analogs for these groups reducing matters to the situation in Theorem 9.74 or 9.76 .

Theorem 9.77. Let $1 \leq n \leq m$, and regard $S O(n)$ and $S O(m)$ as embedded as block diagonal subgroups of $S O(n+m)$ in the standard way with $S O(n)$ in the upper left diagonal block and with $S O(m)$ in the lower right diagonal block.
(a) If $a_{1} e_{1}+\cdots+a_{\left[\frac{1}{2}(n+m)\right]} e_{\left[\frac{1}{2}(n+m)\right]}$ is the highest weight of an irreducible representation $(\sigma, V)$ of $S O(n+m)$, then a necessary and sufficient condition for the subspace $V^{S O(m)}$ of vectors fixed by $S O(m)$ to be nonzero is that $a_{n+1}=\cdots=a_{\left[\frac{1}{2}(n+m)\right]}=0$.
(b) Let $\lambda=a_{1} e_{1}+\cdots+a_{n} e_{n}$ be the highest weight of an irreducible representation $\left(\sigma_{\lambda}, V\right)$ of $S O(n+m)$ with a nonzero subspace $V^{S O(m)}$ of vectors fixed by $S O(m)$, and let $\left(\tau_{\lambda^{\prime}}, V^{\prime}\right)$ be an irreducible representation of $U(n)$ with highest weight $\lambda^{\prime}=a_{1} e_{1}+\cdots+a_{n-1} e_{n-1}+\left|a_{n}\right| e_{n}$. Then the representation $\left(\left.\sigma_{\lambda}\right|_{S O(n)}, V^{S O(m)}\right)$ is equivalent with the restriction to $S O(n)$ of the representation $\left(\tau_{\lambda^{\prime}}, V^{\prime}\right)$ of $U(n)$.

EXAMPLE. Consider branching from $S O$ (10) to $S O(4) \times S O$ (6). If $\sigma$ is an irreducible representation of $S O(10)$ with highest weight written as $a_{1} e_{1}+\cdots+a_{5} e_{5}$, then (a) says that the restriction of $\sigma$ to $S O(4) \times S O$ (6) contains some $\sigma^{\prime} \widehat{\otimes} 1$ if and only if $a_{5}=0$. In this case, (b) says that the representations $\sigma^{\prime}$, with their multiplicities, are determined by restricting from $U(4)$ to $S O$ (4) the irreducible representation of $U(4)$ with highest weight $a_{1} e_{1}+\cdots+a_{4} e_{4}$. Theorem 9.75 identifies this restriction if $a_{3}=a_{4}=0$. For example, if $\lambda=5 e_{1}+2 e_{2}$ is the given highest weight for $S O(10)$, then Example 1 following that theorem identifies the representations $\sigma^{\prime}$ of $S O(4)$, together with their multiplicities, that occur in the restriction of $\tau_{\lambda}$ from $U(4)$ to $S O(4)$. Then the representations $\sigma^{\prime} \widehat{\otimes} 1$ of $S O(4) \times S O(6)$, with the same multiplicities, are the ones in the restriction of $\sigma$ from $S O$ (10) to $S O(4) \times S O(6)$ for which the representation on the $S O(6)$ factor is trivial.

SKETCH OF PROOF OF THEOREM. Conclusion (a) is an easy exercise starting from Theorem 9.16. Let us consider (b) under the assumption $a_{n} \geq$ 0 . Write $K_{1}=S O(n), K_{2}=S O(m)$, and $K=K_{1} \times K_{2}$. We introduce the noncompact Riemannian dual of $S O(n+m) / K$, which is isomorphic to $S O(n, m)_{0} / K$. The isomorphism $\pi_{1}(S O(n+m), 1) \cong \pi_{1}\left(S O(n+m)^{\mathbb{C}}, 1\right)$ and the unitary trick allow us to extend $\sigma_{\lambda}$ holomorphically to $S O(n+m)^{\mathbb{C}}$ and then to restrict to a representation, which we still call $\sigma_{\lambda}$, of $S O(n, m)_{0}$. Form the usual maximally noncompact Cartan subalgebra of the Lie algebra $\mathfrak{s o}(n, m)$ of $S O(n, m)_{0}$ and the usual positive system of roots relative to it that takes the noncompact part $\mathfrak{a}$ before the compact part. The restrictedroot system is of type $(B C)_{n}$ or $B_{n}$ or $D_{n}$, depending on the size of $m-n$.

In all cases the restricted roots of the form $e_{i}-e_{j}$ form a subsystem of type $A_{n-1}$ in which each restricted root has multiplicity 1 . The associated Lie subalgebra of $\mathfrak{s o}(n, m)$, with all of $\mathfrak{a}$ included, is isomorphic to $\mathfrak{g l}(n, \mathbb{R})$. Let $L \cong G L(n, \mathbb{R})_{0}$ be the corresponding analytic subgroup of $S O(n, m)_{0}$.

Let $K_{L}=K \cap L$ be the standard copy of $S O(n)$ inside $L$. The subgroup $K_{L}$ is embedded block diagonally as $K_{L}=\left\{\operatorname{diag}\left(k, 1, \pi(k) \mid k \in K_{1}\right\}\right.$, where $\pi$ is some mapping. Projection of $K_{L}$ to the first factor gives an isomorphism $\iota: K_{L} \rightarrow K_{1}$.

Let $v_{0}$ be a nonzero highest weight vector of $\sigma_{\lambda}$ in the new ordering. The cyclic span of $v_{0}$ under $L$ is denoted $V^{\prime}$, and the restriction of $\left.\sigma_{\lambda}\right|_{L}$ to the subspace $V^{\prime}$ is denoted $\tau_{\lambda}$. The representation ( $\tau_{\lambda}, V^{\prime}$ ) of $L$ is irreducible. Let $E$ be the projection of $V$ onto $V^{K_{2}}$ given by $E(v)=\int_{K_{2}} \sigma_{\lambda}(k) v d k$. If we take the isomorphism $\iota: K_{L} \rightarrow K_{1}$ into account, then the linear map $E$ is equivariant with respect to $K_{1}$. An argument that uses the formula $K=K_{2} K_{L}$ and the Iwasawa decomposition in $G^{d}$ shows that $E$ carries the subspace $V^{\prime}$ onto $V^{K_{2}}$.

The group $L$ and the representation ( $\tau_{\lambda}, V^{\prime}$ ) are transferred from $S O(n, m)_{0}$ back to $S O(n+m)$, and the result is a strangely embedded subgroup $G^{\prime}$ of $S O(n+m)$ isomorphic to $U(n)$, together with an irreducible representation of $G^{\prime}$ that we still write as ( $\left.\tau_{\lambda}, V^{\prime}\right)$. The group $K_{L}$, being contained in $K$, does not move in the passage from $S O(n, m)_{0}$ back to $S O(n+m)$ and may be regarded as a subgroup of $G^{\prime}$, embedded in the standard way that $S O(n)$ is embedded in $U(n)$.

Unwinding the highest weights in question and taking care of any possible ambiguities in the above construction that might lead to outer automorphisms of $G^{\prime} \cong U(n)$, we find that the highest weights match those in the statement of the theorem.

To complete the proof, it suffices to show that the map $E$ of $V^{\prime}$ onto $V^{K_{2}}$ is one-one. This is done by proving that $\operatorname{dim} V^{\prime}=\operatorname{dim} V^{K_{2}}$. We limit ourselves to proving this equality for one example that will illustrate how the proof goes in general. We take $n=2$ and $m=4$, and we write highest weights as tuples. Say the given highest weight of $S O$ (6) is $(2,1,0)$. We do $n=2$ steps of branching via Theorem 9.16 to determine the irreducible constituents under $S O(m)=S O(4)$, and we are interested only in the constituents where $S O(4)$ acts trivially. Branching from $S O$ (6) to $S O(5)$ leads from $(2,1,0)$ for $S O(6)$ to $(2,1)+(2,0)+(1,1)+(1,0)$ for $S O(5)$. The pieces $(2,1)$ and $(1,1)$, not ending in 0 , do not contain the trivial representation of $S O(4)$, according to conclusion (a) above. For the other two, branching from $S O(5)$ to $S O$ (4) gives

$$
\begin{aligned}
(2,0) & \mapsto(2,0)+(1,0)+(0,0) \\
(1,0) & \mapsto(1,0)+(0,0) .
\end{aligned}
$$

Thus we obtain one constituent each time as much as possible of the highest weight becomes 0 at each step, namely twice. So $\operatorname{dim} V^{K_{2}}=2$. To compute
$\operatorname{dim} V^{\prime}$, we start with $(2,1,0)$ truncated so as to be a highest weight for $U(n)=U(2)$. That is, we start with $(2,1)$. We do branching via Theorem 9.14 a step at a time to $U(1)$ and then one more time to arrive at empty tuples. Specifically we pass from $(2,1)$ to $(2)+(1)$ and then to ()$+()$. The $U(1)$ representations are all 1 -dimensional, and hence the number of empty tuples equals the dimension of the representation with highest weight $(2,1)$. That is, it equals $\operatorname{dim} V^{\prime}$. The point is that there is a correspondence between the steps with $S O$ leading to $(0,0)$ and the steps with $U$ leading to (). It is given by padding out the tuples for $U$ with a suitable number of 0 's. Thus $\operatorname{dim} V^{\prime}=\operatorname{dim} V^{K_{2}}$.

## 8. Problems

1. For $U(n)$, let $\lambda=\sum a_{j} e_{j}$ be a dominant integral form, define $\delta^{\prime}=n e_{1}+$ $(n-1) e_{2}+\cdots+1 e_{n}$, and let $t=\operatorname{diag}\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{n}}\right)$. Write $\xi_{v}$ for the multiplicative character corresponding to an integral linear form $v$.
(a) Show from the Weyl character formula that the character $\chi_{\lambda}$ of an irreducible representation with highest weight $\lambda$ is given by

$$
\chi_{\lambda}(t)=\xi_{-\delta^{\prime}}(t) \sum_{w \in W} \varepsilon(w) \xi_{w\left(\lambda+\delta^{\prime}\right)}(t) / \prod_{k<l}\left(1-e^{-i \theta_{k}+i \theta_{l}}\right) .
$$

at every point $t$ where $\xi_{\alpha}(t)=1$ for no root $\alpha$.
(b) Show that the formula in (a) can be rewritten as

$$
\chi_{\lambda}(t)=\xi_{-\delta^{\prime}}(t) \operatorname{det}\left\{e^{i\left(a_{k}+n+1-k\right) \theta_{l}}\right\} / \prod_{k<l}\left(1-e^{-i \theta_{k}+i \theta_{l}}\right) .
$$

(c) Derive Theorem 9.14 by carrying out the following manipulations with the determinant in (b): Put $\theta_{n}=0$. Replace the first row by the difference of the first and second rows, the second row by the difference of the second and third rows, and so on until the last column is 1 in the $n^{\text {th }}$ entry and 0 elsewhere. Reduce the size of the determinant to $n-1$. Divide the factor $\left(1-e^{-i \theta_{l}}\right)$ of the product in the denominator into the $l^{\text {th }}$ column of the determinant, $1 \leq l \leq n-1$. Recognize the first row of the determinant as the sum of $a_{1}-a_{2}+1$ natural row vectors of exponentials and expand the determinant by linearity. Repeat for the second row of each resulting determinant, using a sum of $a_{2}-a_{3}+1$ row vectors. Continue through the $(n-1)^{\text {st }}$ row, and match the answer with the sum of the characters of $U(n-1)$ indicated by Theorem 9.14 .
2. In Theorem 9.18 , the branching theorem for passing from $S p(n)$ to $S p(n-1)$, prove that the number of integer $n$-tuples $\left(b_{1}, \ldots, b_{n}\right)$ satisfying $(9.19)$ is equal to $\prod_{i=1}^{n}\left(A_{i}+1\right)$, where $A_{i}$ is as in the statement of Theorem 9.50 and $A_{i}$ is assumed to be $\geq 0$ for all $i$.
3. In $\S 4$ identify the set $\Sigma$ that arises in Kostant's Branching Theorem when passing from $U(2 n)$ to $S O(2 n)$.
4. Suppose that a permutation $w$ satisfies the condition of Lemma 9.54 that every equality $w e_{i}=e_{j}$ implies $j \geq i-1$. Prove that $w$ is a product of certain transpositions of consecutive integers, with the pairs decreasing from left to right. For example, with $n=3$, show that $w$ is of the form $((1)$ or $(23)) \times((1)$ or $(12))$.
5. Theorem 9.75 shows how certain irreducible representations of $U(n)$ reduce when restricted to $S O(n)$. Starting from the irreducibility of the action of $U(n)$ on each $\bigwedge^{l} \mathbb{C}^{n}$, use Theorem 9.75 to derive the conclusions of Problems 8-10 of Chapter V concerning irreducibility and reducibility of the alternatingtensor representations of $S O(n)$.
6. View $\operatorname{Sp}(n)$ embedded in $U(2 n)$ in the standard way so that its Lie algebra is $\mathfrak{s p}(n, \mathbb{C}) \cap \mathfrak{u}(2 n)$. Root vectors are given in Example 3 of $\S I I .1$.
(a) Theorem 9.76 shows that the irreducible alternating-tensor representation of $U(6)$ on $\bigwedge^{3} \mathbb{C}^{6}$ decomposes under $S p(3)$ into exactly two irreducible pieces, with highest weights $e_{1}+e_{2}+e_{3}$ and $e_{1}$. Show that $e_{1} \wedge e_{2} \wedge e_{3}$ and $e_{1} \wedge\left(e_{2} \wedge e_{5}+e_{3} \wedge e_{6}\right)$ are respective highest weight vectors.
(b) For $k \leq n$, use Theorem 9.76 to find the highest weights of the irreducible constituents of $\bigwedge^{k} \mathbb{C}^{2 n}$ under the action of $S p(n)$. Find a nonzero highest weight vector for each constituent.
Problems 7-10 deal with the construction of many elements in the space of an induced representation. Let $H$ be a closed subgroup of a compact group $G$, and let $\sigma$ be a unitary representation of $H$ on a separable Hilbert space $V$.
7. For each continuous $f: G \rightarrow \mathbb{C}$ and $v$ in $V$, define $I_{f, v}: G \rightarrow V$ by

$$
\left(I_{f, v}(x), v^{\prime}\right)_{V}=\int_{H} f(x h)\left(\sigma(h) v, v^{\prime}\right)_{V} d h \quad \text { for } v^{\prime} \in V
$$

Prove that $I_{f, v}$ is continuous and is a member of the space for $\operatorname{ind}_{H}^{G} \sigma$.
8. Prove that the linear span of all the functions $I_{f, v}$ in Problem 7 is dense in the space for $\operatorname{ind}_{H}^{G} \sigma$ by showing that the 0 function is the only member of the space for $\operatorname{ind}_{H}^{G} \sigma$ that is orthogonal to all the $I_{f, v}$.
9. Assuming that the given Hilbert space $V$ is not 0 , prove that the Hilbert space for $\operatorname{ind}_{H}^{G} \sigma$ is not 0 .
10. Prove that if $\sigma$ is irreducible, then $\sigma$ lies in the restriction from $G$ to $H$ of some irreducible representation of $G$.
Problems 11-14 address in two ways the analysis of $L^{2}$ of the sphere $S^{4 n-1}$ under the action of $S p(n)$. In the first way, $S p(n)$ acts transitively on the unit sphere in the space $\mathbb{H}^{n}$ of $n$-dimensional column vectors of quaternions, with isotropy subgroup $S p(n-1)$ at $(0, \ldots, 0,1)$. In the second way, the unit sphere is realized
as $K / M$ for $S p(n, 1)$. The connection between the two ways results from an action of the group $S p(1)$ on column vectors by right multiplication entry-by-entry by the group of unit quaternions.
11. Using Frobenius reciprocity and Theorem 9.18, prove that $L^{2}\left(S^{4 n-1}\right)$ decomposes under $S p(n)$ as a Hilbert-space sum $\sum_{a \geq 0, b \geq 0}(b+1) \tau_{(a+b) e_{1}+a e_{2}}$, where $\tau_{\lambda}$ is an irreducible representation of $S p(n)$ with highest weight $\lambda$.
12. Introduce notation for $S p(n, 1)$ as in the next-to-last paragraph of $\S 4$, so that $K \supset K_{1} \supset M$. The proof of Theorem 7.66 shows that $K / M$ is the sphere $S^{4 n-1}$. Using Frobenius reciprocity, induction in stages, and Theorem 9.50, prove that $L^{2}\left(S^{4 n-1}\right)$ decomposes under $K=S p(n) \times S p(1)$ as a Hilbertspace sum $\sum_{a \geq 0, b \geq 0} \tau_{(a+b) e_{1}+a e_{2}} \widehat{\otimes} \sigma_{b e_{n+1}}$, where $\tau_{\lambda}$ is an irreducible representation of $S p(n)$ with highest weight $\lambda$ and $\sigma_{\mu}$ is an irreducible representation of $S p(1)$ with highest weight $\mu$.
13. The subspace of $L^{2}\left(S^{4 n-1}\right)$ in Problem 12 of functions invariant under the unit-quaternion subgroup $S p(1)$ of $K$ may be regarded as the $L^{2}$ functions on quaternionic projective space. What is the decomposition of this subspace under the action of $S p(n)$ ?
14. Similarly regard $S^{2 n-1}$ both as $U(n) / U(n-1)$ and as $K / M$ for a group we could call $U(n, 1)$. What are the decompositions of $L^{2}\left(S^{2 n-1}\right)$ that are analogous to those in Problems 11 and 12? In analogy with Problem 13, what is the decomposition of $L^{2}$ of complex projective space under the action of $U(n)$ ?

Problems 15-18 deal with decomposing tensor products into irreducible representations. Let $G$ be a compact connected Lie group, fix a maximal abelian subspace of its Lie algebra, and let $W$ be the Weyl group. If $\lambda$ is a dominant integral form relative to some system of positive roots, let $\tau_{\lambda}$ be an irreducible representation of $G$ with highest weight $\lambda$ and let $\chi_{\lambda}$ be the character of this representation. Denote the multiplicative character corresponding to a linear form $\nu$ by $\xi_{v}$.
15. Prove that if all weights of $\tau_{\lambda}$ have multiplicity one, then each irreducible constituent of $\tau_{\lambda} \otimes \tau_{\lambda^{\prime}}$ has multiplicity one.
16. If $\lambda$ is an integral form and if there exists $w_{0} \neq 1$ in $W$ fixing $\lambda$, prove that $\sum_{w \in W} \varepsilon(w) \xi_{w \lambda}=0$.
17. (Steinberg's Formula) Let $m_{\lambda}(\mu)$ be the multiplicity of the weight $\mu$ in $\tau_{\lambda}$, and define $\operatorname{sgn} \mu$ by

$$
\operatorname{sgn} \mu= \begin{cases}0 & \text { if some } w \neq 1 \text { in } W \text { fixes } \mu \\
\varepsilon(w) & \begin{array}{l}
\text { otherwise, where } w \text { is chosen in } W \text { to make } \\
w \mu \text { dominant. }
\end{array}\end{cases}
$$

Write the character of $\tau_{\lambda}$ as $\chi_{\lambda}=\sum m_{\lambda}\left(\lambda^{\prime \prime}\right) \xi_{\lambda^{\prime \prime}}$, write $\chi_{\lambda^{\prime}}$ as in the Weyl Character Formula, and multiply. With $\mu^{\vee}$ denoting the result of applying an element of $W$ to $\mu$ to obtain something dominant, obtain the formula

$$
\chi_{\lambda} \chi_{\lambda^{\prime}}=\sum_{\lambda^{\prime \prime}=\text { weight of } \tau_{\lambda}} m_{\lambda}\left(\lambda^{\prime \prime}\right) \operatorname{sgn}\left(\lambda^{\prime \prime}+\lambda^{\prime}+\delta\right) \chi\left(\lambda^{\prime \prime}+\lambda^{\prime}+\delta\right)^{\vee}-\delta .
$$

18. Let $-\mu$ be the lowest weight of $\tau_{\lambda}$. Deduce from Problem 17 that if $\lambda^{\prime}-\mu$ is dominant, then $\tau_{\lambda^{\prime}-\mu}$ occurs in $\tau_{\lambda} \otimes \tau_{\lambda^{\prime}}$ with multiplicity one.

Problems 19-21 use Problem 17 to identify a particular constituent of a tensor product of irreducible representations, beyond the one in Problem 18. Let $\lambda$ and $\lambda^{\prime}$ be dominant integral. Let $w$ be in $W$, and suppose that $\lambda^{\prime}+w \lambda$ is dominant. The goal is to prove that $\tau_{\lambda^{\prime}+w \lambda}$ occurs in $\tau_{\lambda} \otimes \tau_{\lambda^{\prime}}$ with multiplicity one.
19. Prove that $\lambda^{\prime \prime}=w \lambda$ contributes $\chi_{\lambda^{\prime}+w \lambda}$ to the right side of the formula in Problem 17.
20. To see that there is no other contribution of $\chi_{\lambda^{\prime}+w \lambda}$, suppose that $\lambda^{\prime \prime}$ contributes. Then $\left(\lambda^{\prime}+\delta+\lambda^{\prime \prime}\right)^{\vee}-\delta=\lambda^{\prime}+w \lambda$. Solve for $\lambda^{\prime \prime}$, compute its length squared, and use the assumed dominance to obtain $\left|\lambda^{\prime \prime}\right|^{2} \geq|w \lambda|^{2}$. Show how to conclude that $\lambda^{\prime \prime}=w \lambda$.
21. Complete the proof that $\tau_{\lambda^{\prime}+w^{\prime}}$ occurs in $\tau_{\lambda} \otimes \tau_{\lambda^{\prime}}$ with multiplicity one.

Problems 22-24 deal with the reduction of tensor products into irreducible representations, comparing Steinberg's Formula in Problem 17 with the appropriate special case of Kostant's Branching Theorem (Theorem 9.20). Let $G$ be a compact connected Lie group, fix a maximal abelian subspace of its Lie algebra, let $W_{G}$ be the Weyl group of $G$, fix a positive system $\Delta_{G}^{+}$for the roots, let $\delta$ be half the sum of the positive roots, and let $\tau_{\nu}$ be an irreducible representation of $G$ with highest weight $\nu$. Let $\mathcal{P}^{\text {wt }}$ be the Kostant partition function defined relative to $\Sigma=\Delta_{G}^{+}$.
22. Combining Steinberg's Formula with the formula in Corollary 5.83 for the multiplicity of a weight, show that the multiplicity of $\tau_{\mu}$ in $\tau_{\lambda} \otimes \tau_{\lambda^{\prime}}$ is

$$
\sum_{w \in W_{G}} \sum_{w^{\prime} \in W_{G}} \varepsilon(w) \varepsilon\left(w^{\prime}\right) \mathcal{P}^{\mathrm{wt}}\left(w(\lambda+\delta)-w^{\prime}(\mu+\delta)+\lambda^{\prime}\right)
$$

23. Using Kostant's Branching Theorem for restriction from $G \times G$ to $G$, show that the multiplicity of $\tau_{\mu}$ in $\tau_{\lambda} \otimes \tau_{\lambda^{\prime}}$ is

$$
\sum_{w \in W_{G}} \sum_{w^{\prime} \in W_{G}} \varepsilon(w) \varepsilon\left(w^{\prime}\right) \mathcal{P}^{\mathrm{wt}}\left(w(\lambda+\delta)+w^{\prime}\left(\lambda^{\prime}+\delta\right)-2 \delta-\mu\right)
$$

24. Reconcile the formulas obtained in the previous two problems by using the fact that multiplicities of weights are invariant under the Weyl group.
Problems 25-30 give a combinatorial description, involving no cancellation, for the multiplicity of a weight in an irreducible representation of $U(n)$. For this set
of problems, the diagram of a nonnegative dominant integral form will consist of boxes, and each such box will get an integer from 1 to $n$ put into it. The result is a Young tableau if (a) the integers in each row are increasing but not necessarily strictly increasing and (b) the integers in each column are strictly increasing. If $m_{j}$ denotes the number of integers $j$ in a Young tableau, the tuple $\left(m_{1}, \ldots, m_{n}\right)$ will be called the pattern of the tableau. Let $\mu=\sum_{j=1}^{n} a_{j} e_{j}$ and $\mu^{\prime}=\sum_{j=1}^{n-1} c_{j} e_{j}$ be dominant integral forms. We say $\mu^{\prime}$ interleaves $\mu$ if (9.15) holds. For $0 \leq r \leq n-1$, a branching system for $U(n)$ of level $r$ coming from a dominant integral $\lambda$ is a set $\left\{\lambda^{(k)} \mid 0 \leq k \leq r\right\}$ such that $\lambda^{(0)}=\lambda, \lambda^{(k)}$ is a dominant integral form for $U(n-k)$, and $\lambda^{(k)}$ interleaves $\lambda^{(k-1)}$ for all $k \geq 1$; the end of the system is $\lambda^{(r)}$.
25. Let $\tau_{\lambda}$ and $\tau_{\lambda^{(r)}}$ be irreducible representations of $U(n)$ and $U(n-r)$, respectively, with highest weights $\lambda$ and $\lambda^{(r)}$. For $0 \leq r \leq n-1$, prove that the number of branching systems for $U(n)$ of level $r$ coming from $\lambda$ and having end $\lambda^{(r)}$ equals the multiplicity of $\tau_{\lambda^{(r)}}$ in $\left.\tau_{\lambda}\right|_{U(n-r)}$. Conclude that the number of branching systems of level $n-1$ coming from $\lambda$ equals the degree of $\tau_{\lambda}$.
26. Let $\left(\tau_{\lambda}, V\right)$ be an irreducible representation of $U(n)$ whose highest weight $\lambda$ is nonnegative, and let $\left\{\lambda^{(k)}\right\}$ be a branching system of level $r$ coming from $\lambda$ and ending with $\lambda^{(r)}$. For $0 \leq r \leq n-1$, prove that there exists a unique decreasing chain of subspaces $V_{j}$ of $V, 0 \leq j \leq r$, such that $V_{j}$ is invariant and irreducible under the rank $n$ subgroup $U(n-j) \times U(1) \times \cdots \times U(1)$ with highest weight $\lambda^{(j)}+\sum_{l=n-j+1}^{n}\left(\left\|\lambda^{(n-l)}\right\|-\left\|\lambda^{(n-l+1)}\right\|\right) e_{l}$.
27. In Problem 26, prove for $0 \leq r \leq n-1$ that distinct branching systems $\left\{\lambda^{(k)}\right\}$ of level $r$ coming from $\lambda$ and ending with $\lambda^{(r)}$ yield orthogonal subspaces $V_{r}$.
28. Taking $r=n-1$ in Problem 27, show that the result is a spanning orthogonal system of 1-dimensional invariant subspaces under the diagonal subgroup.
29. Let $\lambda$ be nonnegative dominant integral, let $\left\{\lambda^{(k)}\right\}$ be a branching system of level $n-1$ for it, and define $\lambda^{(n)}=\emptyset$. Associate to the system a placement of integers in the diagram of $\lambda$ as follows: put the integer $l$ in a box if that box is part of the diagram of $\lambda^{(n-l)}$ but not part of the diagram of $\lambda^{(n-l+1)}$, $1 \leq l \leq n$. Prove that the result is a Young tableau and that the pattern of the tableau is

$$
\left(\left\|\lambda^{(n-1)}\right\|-\left\|\lambda^{(n)}\right\|,\left\|\lambda^{(n-2)}\right\|-\left\|\lambda^{(n-1)}\right\|, \ldots,\left\|\lambda^{(0)}\right\|-\left\|\lambda^{(1)}\right\|\right)
$$

30. Let $\lambda$ be nonnegative integral dominant for $U(n)$, and let $\tau_{\lambda}$ be an irreducible representation with highest weight $\lambda$. Prove that if $\mu=\sum_{j=1}^{n} m_{j} e_{j}$ is an integral form, then the multiplicity of the weight $\mu$ in $\tau_{\lambda}$ equals the number of Young tableaux for the diagram of $\lambda$ whose pattern is $\left(m_{1}, \ldots, m_{n}\right)$.

## CHAPTER X

## Prehomogeneous Vector Spaces


#### Abstract

If $G$ is a connected complex Lie group that is the complexification of a compact Lie group $U$, a "prehomogeneous vector space" for $G$ is a complex finitedimensional vector $V$ together with a holomorphic representation of $G$ on $V$ such that $G$ has an open orbit in $V$. The open orbit is necessarily unique. Easy examples include the standard representation of $G L(n, \mathbb{C})$ on $\mathbb{C}^{n}$, the standard representation of $\operatorname{Sp}(n, \mathbb{C})$ on $\mathbb{C}^{2 n}$, the action of $K^{\mathbb{C}}$ on $\mathfrak{p}^{+}$when $G / K$ is Hermitian, and certain actions obtained from the standard Vogan diagrams of some of the indefinite orthogonal groups.


The question that is to be studied is the decomposition of the symmetric algebra $S(V)$ under $U$. For any prehomogeneous vector space, the symmetric algebra $S(V)$ embeds in a natural $U$ equivariant fashion into $L^{2}\left(U / U_{v}\right)$, where $U_{v}$ is the subgroup of $U$ fixing a point $v$ in $V$ whose $G$ orbit is open. This fact gives a first limitation on what representations can occur in $S(V)$.

A "nilpotent element" $e$ in a finite-dimensional Lie algebra $\mathfrak{g}$ is an element for which $\operatorname{ad} e$ is nilpotent. If $\mathfrak{g}$ is complex semisimple, the Jacobson-Morozov Theorem says that such an $e$, if nonzero, can be embedded in an " $\mathfrak{s l}_{2}$ triple" ( $h, e, f$ ), spanning a copy of $\mathfrak{s l}(2, \mathbb{C})$.

When a complex semisimple Lie algebra is graded as $\bigoplus \mathfrak{g}^{k}$, ad $\mathfrak{g}^{0}$ provides a representation of $\mathfrak{g}^{0}$ on $\mathfrak{g}^{1}$, and Vinberg's Theorem says that the result yields a prehomogeneous vector space. All such gradings arise from parabolic subalgebras of $\mathfrak{g}$. The examples above of the action of $K^{\mathbb{C}}$ on $\mathfrak{p}^{+}$and of certain actions obtained from indefinite orthogonal groups are prehomogeneous vector spaces of this kind.

For the first of these two examples, the action of $K$ on $S\left(\mathfrak{p}^{+}\right)$is described by a theorem of Schmid. In the special case of $S U(m, n)$, this theorem reduces to a classical theorem about the action of the product of two unitary groups on the space of polynomials on a matrix space. For the second of these two examples, the action on the symmetric algebra can be analyzed by using this classical theorem in combination with Littlewood's Theorem about restricting respresentations from unitary groups to orthogonal groups.

In the general case of Vinberg's Theorem, if $v$ is suitably chosen in the prehomogeneous vector space $V$, then $U /\left(U_{v}\right)_{0}$ fibers by a succession of three compact symmetric spaces, and hence $L^{2}\left(U /\left(U_{v}\right)_{0}\right)$ can be analyzed by iterating various branching theorems for compact symmetric spaces. This fact gives a second limitation on what representations can occur in $S(V)$.

## 1. Definitions and Examples

A consequence of Chapter IX is that we are able to use branching theorems to give a representation-theoretic analysis of the $L^{2}$ functions on certain compact quotient spaces that arise in the structure theory of noncompact groups. The goal of the present chapter is to develop methods for giving a representation-theoretic analysis of some spaces of holomorphic functions. The discussion will be necessarily incomplete as the topics in the chapter remain an active area of ongoing research.

The context will be as follows. Let $G$ be a connected complex Lie group; usually we shall assume that $G$ is the complexification of a compact Lie group $U$. A prehomogeneous vector space for $G$ is a complex finitedimensional vector space $V$ together with a holomorphic representation of $G$ on $V$ such that $G$ has an open orbit in $V$. The representation of $G$ on $V$ yields a holomorphic representation of $G$ on each summand $S^{n}(V)$ of the symmetric algebra $S(V)$, and, when $G$ is the complexification of $U$, the same thing is true of the restriction of the representation from $G$ to $U$. We can lump the representations on the $S^{n}(V)$ together and think in terms of a single infinite-dimensional representation of $G$ or $U$ on $S(V)$ itself. We do so even though $S(V)$ is not a Hilbert space; we shall complete $S(V)$ to a Hilbert space shortly. The question is what can be said about this infinite-dimensional representation.

Let $\mathfrak{g}$ be the (complex) Lie algebra of $G$, and let $\varphi$ be the differential of the representation of $G$ on $V$. By the Inverse Function Theorem, the condition that the orbit of $G$ through $v$ be open in $V$ can be expressed equivalently as
(i) every member of $V$ is of the form $\varphi(X) v$ with $X$ in $\mathfrak{g}$, or
(ii) the subalgebra $\mathfrak{g}_{v}$ of $\mathfrak{g}$ annihilating $v$ has $\operatorname{dim}_{\mathbb{C}} V+\operatorname{dim}_{\mathbb{C}} \mathfrak{g}_{v}=$ $\operatorname{dim}_{\mathbb{C}} \mathfrak{g}$.

## Examples.

1) The standard representation of $G=G L(N, \mathbb{C})$ on $V=\mathbb{C}^{N}$. The nonzero vectors form an open orbit. The group $U$ may be taken to be $U(N)$, and the representation of $U$ on $S^{n}\left(\mathbb{C}^{N}\right)$ is irreducible with highest weight $n e_{1}$.
2) The standard representation of $G=S p(N, \mathbb{C})$ on $V=\mathbb{C}^{2 N}$. The members of the Lie algebra $\mathfrak{g}$ are of the form $\left(\begin{array}{cc}A & B \\ C & -A^{\prime}\end{array}\right)$ with $B$ and $C$ symmetric. A count of the dimension of the subspace of members of $\mathfrak{g}$ whose first column is 0 shows that (ii) holds for $v$ equal to the first standard
basis vector, and hence the orbit of that $v$ is open. The group $U$ may be taken to be $S p(N)$, and the representation of $U$ on $S^{n}\left(\mathbb{C}^{2 N}\right)$ is irreducible with highest weight $n e_{1}$, as a consequence of Example 1 and Theorem 9.76.
3) The action of $K^{\mathbb{C}}$ on $\mathfrak{p}^{+}$by Ad when $G / K$ is Hermitian. Let $G$ be a linear semisimple group, let $K$ be a maximal compact subgroup, and let $G / K$ be Hermitian in the sense of $\S$ VII.9. In the notation of that section, the complexification $K^{\mathbb{C}}$ of $K$ acts holomorphically on the sum $\mathfrak{p}^{+}$of the root spaces for the noncompact roots that are positive in a good ordering. Let $\left\{\gamma_{1}, \ldots, \gamma_{s}\right\}$ be a maximal set of strongly orthogonal positive noncompact roots, and let $E_{\gamma_{1}}, \ldots, E_{\gamma_{s}}$ be corresponding nonzero root vectors. Let us use (i) above to see that the $K^{\mathbb{C}}$ orbit of $e=\sum_{k} E_{\gamma_{k}}$ is open. By way of preliminaries, we show that if $\beta$ is a compact root, then $\beta+\gamma_{i}$ and $\beta+\gamma_{j}$ cannot be roots for two different indices $i$ and $j$. If, on the contrary, both are roots, then the sum of $\beta+\gamma_{i}$ and $\beta+\gamma_{j}$ cannot be a root since $\left[\mathfrak{p}^{+}, \mathfrak{p}^{+}\right]=0$ and the difference cannot be a root since $\gamma_{i}$ and $\gamma_{j}$ are strongly orthogonal. Thus $0=\left\langle\beta+\gamma_{i}, \beta+\gamma_{j}\right\rangle=|\beta|^{2}+\left\langle\beta, \gamma_{i}\right\rangle+\left\langle\beta, \gamma_{j}\right\rangle$. One of the inner products on the right side must be negative; say $\left\langle\beta, \gamma_{i}\right\rangle<0$. Then $\left\langle\beta+\gamma_{j}, \gamma_{i}\right\rangle=\left\langle\beta, \gamma_{i}\right\rangle<0$, and $\beta+\gamma_{i}+\gamma_{j}$ is a root, in contradiction to $\left[\mathfrak{p}^{+}, \mathfrak{p}^{+}\right]=0$. We conclude that $\beta+\gamma_{i}$ and $\beta+\gamma_{j}$ cannot both be roots. Now let $\alpha$ be any positive noncompact root. We show that a nonzero multiple of the root vector $E_{\alpha}$ lies in $\operatorname{ad}(\mathfrak{k}) e, \mathfrak{k}$ being the Lie algebra of $K^{\mathbb{C}}$. If $\alpha=\gamma_{i}$, then $\left[H_{\gamma_{i}}, e\right]$ is a nonzero multiple of $E_{\gamma_{i}}$. Thus assume that $\alpha$ is not some $\gamma_{i}$. Since $\left[\mathfrak{p}^{+}, \mathfrak{p}^{+}\right]=0$, no $\alpha+\gamma_{k}$ is a root. By maximality of $\left\{\gamma_{1}, \ldots, \gamma_{s}\right\}$, some $\beta=\alpha-\gamma_{i}$ is a root, necessarily compact. Our preliminary computation shows that $\left[E_{\beta}, e\right]$ is a nonzero multiple of $E_{\alpha}$, and we conclude from (i) that the $K^{\mathbb{C}}$ orbit of $e$ is open. The analysis of $S\left(\mathfrak{p}^{+}\right)$will be discussed in $\S 4$.
4) Action of a certain group $L^{\mathbb{C}}$ on a space $\mathfrak{u} \cap \mathfrak{p}$ relative to either of the groups $G$ given by $S O(2 m, 2 n)_{0}$ or $S O(2 m, 2 n+1)_{0}$ when $m \leq n$. Form the standard Vogan diagram associated with the Lie algebra $\mathfrak{g}_{0}$ of $G$ as in Figure 6.1 or Appendix C, relative to a compact Cartan subalgebra $\mathfrak{h}_{0}$. There is one simple noncompact root, namely $\alpha=e_{m}-e_{m+1}$. Write the complexification of $\mathfrak{g}_{0}$ as $\mathfrak{g}=\bigoplus_{k=-2}^{2} \mathfrak{g}^{k}$, where $\mathfrak{g}^{k}$ is the sum of the root spaces for roots whose coefficient of $\alpha$ is $k$ in an expansion in terms of simple roots; include the Cartan subalgebra $\mathfrak{h}$ within $\mathfrak{g}^{0}$. This direct sum decomposition exhibits $\mathfrak{g}$ as graded in the sense that $\left[\mathfrak{g}^{j}, \mathfrak{g}^{k}\right] \subseteq \mathfrak{g}^{j+k}$. If $\mathfrak{l}=\mathfrak{g}^{0}$ and $\mathfrak{u}=\sum_{k>0} \mathfrak{g}^{k}$, then in particular $\left[\mathfrak{l}, \mathfrak{g}^{k}\right] \subseteq \mathfrak{g}^{k}$ for all $k$ and $\mathfrak{l} \oplus \mathfrak{u}$ is a maximal parabolic subalgebra of $\mathfrak{g}$. For the complexification $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$ of the usual Cartan decomposition of $\mathfrak{g}_{0}$, we have $\mathfrak{p}=\mathfrak{g}^{1} \oplus \mathfrak{g}^{-1}$,
and thus $\mathfrak{u} \cap \mathfrak{p}=\mathfrak{g}^{1}$ is stable under ad $\mathfrak{l}$. Now let us pass to a group action. The centralizer in $\mathfrak{g}$ of the element $H=H_{e_{1}+\cdots+e_{m}}$ is just $\mathfrak{l}$, and $i H$ is in $\mathfrak{k}_{0}$. By Corollary 4.51 the centralizer in $K$ of $i H$ is a compact connected subgroup $L$ of $K$, and the complexification $L^{\mathbb{C}}$ of $L$ has Lie algebra $l$. The adjoint representation of $L^{\mathbb{C}}$ on $\mathfrak{u} \cap \mathfrak{p}$ is the holomorphic representation of interest to us. We show that $L^{\mathbb{C}}$ acts on $\mathfrak{u} \cap \mathfrak{p}$ with an open orbit. For each noncompact positive root $\beta$, choose a root vector $E_{\beta}$ normalized as in $\S$ VI. 7 so that $\left[E_{\beta}, \overline{E_{\beta}}\right]=H_{\beta}^{\prime}$; here the bar denotes the conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$. Let $e$ be the sum of the $E_{\beta}$ 's for $\beta$ equal to $e_{1} \pm e_{m+1}$, $e_{2} \pm e_{m+2}, \ldots, e_{m} \pm e_{2 m}$, let $f$ be the sum of the corresponding elements $\overline{E_{\beta}}$, and let $h=[e, f]$. We prove that the $L^{\mathbb{C}}$ orbit of $e$ is open by showing that $[\mathfrak{l}, e]$ contains a basis of $\mathfrak{u} \cap \mathfrak{p}=\mathfrak{g}^{1}$. The strong orthogonality of the roots $\beta$ we have used makes it so that $\{h, e, f\}$ spans a copy $\mathfrak{s}$ of $\mathfrak{s l}(2, \mathbb{C})$ and so that $h$ is a multiple of the element $H$ above. By Theorem 1.67, $\mathfrak{g}$ is the direct sum of subspaces on which $\mathfrak{s}$ acts irreducibly. Since $\mathfrak{l}$ is the centralizer of $h$, lis spanned by the weight vectors under $h$ of weight 0 from the various irreducible subspaces. Theorem 1.66 then shows that $[l, e]$ is the sum of the weight vectors of weight 2 , and this includes all the root vectors for the noncompact positive roots. Hence the $L^{\mathbb{C}}$ orbit of $e$ is open. A partial analysis of $S(\mathfrak{u} \cap \mathfrak{p})$ will be discussed in $\S 4$.

Proposition 10.1. If $V$ is a prehomogeneous vector space for $G$, then there is just one open orbit, and that orbit is dense.

Proof. Fix bases over $\mathbb{C}$ for the vector spaces $V$ and $\mathfrak{g}$, and let $\Phi$ and $\varphi$ be the representations of $G$ and $\mathfrak{g}$ on $V$. For each $v$ in $V$, consider $X \mapsto \varphi(X) v$ as a linear transformation from $\mathfrak{g}$ into $V$, and let $A_{v}$ be the $(\operatorname{dim} V) \times(\operatorname{dim} \mathfrak{g})$ matrix of this map relative to these bases. The entries of $A_{v}$ are linear functions of $v \in V$, with values in $\mathbb{C}$. For some $v=v_{0}$, we know that $\varphi(\mathfrak{g}) v_{0}=V$ since $V$ is assumed prehomogeneous. Thus the rank of $A_{v_{0}}$ is $\operatorname{dim} V$, and some $(\operatorname{dim} V) \times(\operatorname{dim} V)$ minor of $A_{v_{0}}$ has to be nonzero. If $F$ denotes the vector-valued function on $V$ whose value at $v$ is the tuple of all $(\operatorname{dim} V) \times(\operatorname{dim} V)$ minors of $A_{v}$, then $F$ is a vector-valued polynomial function on $V$ whose value at $v_{0}$ is not zero. By Lemma 2.14 the set of $v$ for which $F(v) \neq 0$ is connected, and it is certainly open and dense. Hence the subset $\Omega$ of $v \in V$ for which $\varphi(\mathfrak{g}) v=V$ is open, dense, and connected.

If $g$ is in $G$ and $\varphi(\mathfrak{g}) v=V$, then $\varphi(\mathfrak{g}) \Phi(g) v=\Phi(g) \varphi\left(\operatorname{Ad}(g)^{-1} \mathfrak{g}\right) v=$ $\Phi(g) \varphi(\mathfrak{g}) v=\Phi(g) V=V$, and it follows that $\Omega$ is carried to itself by $\Phi(G)$. Thus $\Omega$ is the union of disjoint orbits under $\Phi(G)$. For any
$v \in \Omega$, we have $\varphi(\mathfrak{g}) v=V$, and hence the orbit $\Phi(G)(v)$ is open in $V$. Consequently $\Omega$ is exhibited as the disjoint union of open orbits, and the connectivity of $\Omega$ implies that there is just one orbit in $\Omega$.

Proposition 10.2. Let $G$ be the complexification of a compact connected group $U$, let $V$ be a prehomogeneous vector space for $G$, and suppose that the $G$ orbit of $v_{0}$ is open. If $U_{v_{0}}$ denotes the subgroup of $U$ fixing $v_{0}$, then $S(V)$ embeds in a natural one-one $U$ equivariant fashion into $L^{2}\left(U / U_{v_{0}}\right)$. In particular the multiplicity of any irreducible representation of $U$ in $S(V)$ is bounded by the degree of the representation.

Remark. For example, in the action of $G L(1, \mathbb{C})$ on $\mathbb{C}^{1}$, the group $U$ is $U(1)$. Fix a nonzero member $Z$ of $\mathbb{C}^{1}$. The action by $U(1)$ is $\left(e^{i \theta}\right) Z=e^{i \theta} Z$, and the subgroup $U_{Z}$ is trivial. The symmetric algebra $S\left(\mathbb{C}^{1}\right)$ consists of all polynomial expressions $p(Z)$, and the action is $\left(e^{i \theta}\right) p(Z)=p\left(e^{i \theta} Z\right)$. The embedding of $S\left(\mathbb{C}^{1}\right)$ is into $L^{2}$ of the circle; if $e^{i \varphi}$ denotes a point on the circle, the embedding sends $p(Z)$ into the function $e^{i \varphi} \mapsto p\left(e^{i \varphi}\right)$. The closure of the image is the subspace of members of $L^{2}$ that are boundary values of analytic functions on the unit disc.

Proof. Let $P(V)$ be the space of all holomorphic polynomial functions from $V$ into $\mathbb{C}$, and let $P^{n}(V)$ be the subspace of those functions that are homogeneous of degree $n$. The space $P^{n}(V)$ is the vector space dual of $S^{n}(V)$ by Corollary A.24, and the representation of $G$ or $U$ on $P^{n}(V)$ given by $g(p(v))=p\left(g^{-1} v\right)$ is contragredient to the representation on $S^{n}(V)$. For each $p$ in $P(V)$, define $\tilde{p}: G \rightarrow \mathbb{C}$ by $\widetilde{p}(g)=p\left(g v_{0}\right)$; this is holomorphic, being the composition of the function $G \times v_{0} \rightarrow V$ followed by $p$. The map $p \mapsto \widetilde{p}$ is one-one because the only holomorphic function vanishing on the open set $G v_{0}$ is the 0 function. Restriction of holomorphic functions from $G$ to $U$ is one-one since, in a chart about the identity, the function on $G$ can be reconstructed from the power series expansion of the function on $U$. In this way we obtain an embedding of $P(V)$ into $L^{2}\left(U / U_{v_{0}}\right)$, and this embedding certainly respects the action by $U$.

To complete the proof, we pass from each $P^{n}(V)$ to its contragredient $S^{n}(V)$, and thereby embed each $S^{n}(V)$ into the contragredient of a finitedimensional invariant subspace of $L^{2}\left(U / U_{v_{0}}\right)$. Complex conjugation of functions carries invariant subspaces within $L^{2}$ to their contragredients, and in this way $S(V)$ is embedded into $L^{2}\left(U / U_{v_{0}}\right)$. We may regard $L^{2}\left(U / U_{v_{0}}\right)$ as a subspace of $L^{2}(U)$, and thus the bound on the multiplicities follows from the Peter-Weyl Theorem (Theorem 4.20).

## 2. Jacobson-Morozov Theorem

A member $e$ of a finite-dimensional Lie algebra $\mathfrak{g}$ over $\mathbb{C}$ is said to be nilpotent if ad $e$ is a nilpotent linear transformation. In this section we develop tools for working with nilpotent elements.

A triple $(h, e, f)$ of nonzero elements in $\mathfrak{g}$ is called an $\mathfrak{s l}_{2}$ triple if the elements satisfy the bracket relations of (1.6): $[h, e]=2 e,[h, f]=-2 f$, $[e, f]=h$. In this case the span of the elements $h, e, f$ is isomorphic with $\mathfrak{s l}(2, \mathbb{C})$. Theorem 1.67 shows that the complex-linear representation of this copy of $\mathfrak{s l}(2, \mathbb{C})$ on $\mathfrak{g}$ by ad is completely reducible, and Theorem 1.66 allows us to conclude that ad $e$ is nilpotent on $\mathfrak{g}$; consequently the member $e$ of the $\mathfrak{s l}_{2}$ triple $(h, e, f)$ is a nilpotent element in $\mathfrak{g}$. The Jacobson-Morozov Theorem is a converse to this fact when $\mathfrak{g}$ is semisimple.

Theorem 10.3 (Jacobson-Morozov). If $e$ is a nonzero nilpotent element in a complex semisimple Lie algebra $\mathfrak{g}$, then $e$ can be included in an $\mathfrak{s l}_{2}$ triple $(h, e, f)$. More specifically, there exists a nonzero $h$ in $(\operatorname{ad} e)(\mathfrak{g})$ such that $[h, e]=2 e$, and, for any nonzero $h$ in $(\operatorname{ad} e)(\mathfrak{g})$ with $[h, e]=2 e$, there exists a unique $f$ in $\mathfrak{g}$ such that $(h, e, f)$ is an $\mathfrak{s H}_{2}$ triple.

The proof will be preceded by a lemma.
Lemma 10.4. If $V$ is a finite-dimensional complex vector space and if $A$ and $B$ are linear transformations from $V$ to itself with $A$ nilpotent and with $[A,[A, B]]=0$, then $A B$ is nilpotent.

Proof. Put $C=[A, B]$. Then $[A, C]=0$ by hypothesis, and it follows for every integer $n \geq 0$ that

$$
\left[A, B C^{n}\right]=A B C^{n}-B C^{n} A=A B C^{n}-B A C^{n}=[A, B] C^{n}=C^{n+1}
$$

Consequently $C^{n+1}$ is exhibited as a commutator, and it follows that $C^{p}$ has trace 0 for every $p \geq 1$. Let us see that $C$ is therefore nilpotent. Arguing by contradiction, suppose that $C$ is not nilpotent, so that the number $d$ of distinct nonzero roots of the characteristic polynomial of $C$ is $\geq 1$. Let $\lambda_{1}, \ldots, \lambda_{d}$ be these distinct nonzero roots, and let $m_{1}, \ldots, m_{d}$ be the multiplicities. The condition on the trace is that

$$
\sum_{q=1}^{d} m_{q} \lambda_{q}^{p}=0
$$

for every $p \geq 1$. If we regard this condition for $1 \leq p \leq d$ as a homogeneous linear system with the $m_{q}$ as unknowns, then the 0 solution is the only solution because the determinant of the coefficient matrix $\left\{\lambda_{q}^{p}\right\}_{p, q=1}^{d}$ is $\prod_{q=1}^{d} \lambda_{q}$ times a Vandermonde determinant and is therefore nonzero. Thus we have a contradiction, and we conclude that $C$ is nilpotent.

Now let $\lambda$ be any eigenvalue of $A B$, and let $v \neq 0$ be an eigenvector for $\lambda$. Since $[B, A] A=A[B, A]$ by hypothesis, we have

$$
\left[B, A^{n}\right]=\sum_{j=0}^{n-1} A^{j}[B, A] A^{n-j-1}=\sum_{j=0}^{n-1}[B, A] A^{n-1}=n[B, A] A^{n-1} .
$$

The transformation $A$ is assumed nilpotent, and thus there exists an integer $r>0$ such that $A^{r-1} v \neq 0$ and $A^{r} v=0$. For this $r$,

$$
\lambda A^{r-1} v=A^{r-1} A B v=A^{r} B v=B A^{r} v-\left[B, A^{r}\right] v=0-r[B, A] A^{r-1} v,
$$

and we see that $-\lambda / r$ is an eigenvalue of $[B, A]$. Since $[B, A]$ is nilpotent, we conclude that $\lambda=0$. Therefore $A B$ is nilpotent.

Proof of Theorem 10.3. Let $B$ be the Killing form. If $\mathfrak{n}$ denotes the kernel of $(\operatorname{ad} e)^{2}$, then every $z \in \mathfrak{n}$ has $0=(\operatorname{ad} e)^{2} z=[e,[e, z]]$ and therefore $0=\operatorname{ad}[e,[e, z]]=[\operatorname{ad} e,[\operatorname{ad} e, \operatorname{ad} z]]$. Applying Lemma 10.4 with $A=\operatorname{ad} e$ and $B=\operatorname{ad} z$, we find that $(\operatorname{ad} e)(\operatorname{ad} z)$ is nilpotent. Hence $\operatorname{Tr}((\operatorname{ad} e)(\operatorname{ad} z))=0$ and

$$
\begin{equation*}
B(e, \mathfrak{n})=0 . \tag{10.5}
\end{equation*}
$$

The invariance of $B$ implies that

$$
\begin{equation*}
B\left((\operatorname{ad} e)^{2} x, y\right)=B\left(x,(\operatorname{ad} e)^{2} y\right) \tag{10.6}
\end{equation*}
$$

for all $x$ and $y$ in $\mathfrak{g}$. Taking $y$ arbitrary in $\mathfrak{n}$ and using (10.6), we obtain $B\left((\operatorname{ad} e)^{2} \mathfrak{g}, \mathfrak{n}\right)=0$. Therefore

$$
\begin{equation*}
(\operatorname{ad} e)^{2} \mathfrak{g} \subseteq \mathfrak{n}^{\perp} \tag{10.7}
\end{equation*}
$$

where $(\cdot)^{\perp}$ is as in §I.7. Taking $y$ arbitrary in $\left((\operatorname{ad} e)^{2} \mathfrak{g}\right)^{\perp}$ in (10.6) and using the nondegeneracy of $B$ given in Theorem 1.45, we see that

$$
\left((\operatorname{ad} e)^{2} \mathfrak{g}\right)^{\perp} \subseteq \operatorname{ker}\left((\operatorname{ad} e)^{2}\right)=\mathfrak{n} .
$$

Application of the operation $(\cdot)^{\perp}$ to both sides and use of (10.7) gives

$$
\begin{equation*}
(\operatorname{ad} e)^{2} \mathfrak{g} \subseteq \mathfrak{n}^{\perp} \subseteq\left((\operatorname{ad} e)^{2} \mathfrak{g}\right)^{\perp \perp} \tag{10.8}
\end{equation*}
$$

But Proposition 1.43 and the nondegeneracy of $B$ combine to show that $V^{\perp \perp}=V$ for every subspace $V$ of $\mathfrak{g}$, and therefore (10.8) yields

$$
\begin{equation*}
\mathfrak{n}^{\perp}=(\operatorname{ad} e)^{2} \mathfrak{g} \tag{10.9}
\end{equation*}
$$

From (10.5) and (10.9), it follows that $e=(\operatorname{ad} e)^{2} x$ for some $x \in \mathfrak{g}$. If we put $h=-2[e, x]$, then $h$ is a nonzero member of $(\operatorname{ad} e) \mathfrak{g}$ with $[h, e]=-2[[e, x], e]=2[e,[e, x]]=2 e$. This proves the existence of $h$.

Next let $h$ be any nonzero member of $(\operatorname{ad} e) \mathfrak{g}$ such that $[h, e]=2 e$. If $\mathfrak{k}=\operatorname{ker}(\operatorname{ad} e)$, then the equation $(\operatorname{ad} h)(\operatorname{ad} e)-(\operatorname{ad} e)(\operatorname{ad} h)=2(\operatorname{ad} e)$ shows that $(\operatorname{ad} h)(\mathfrak{k}) \subseteq \mathfrak{k}$. Choose $z$ such that $h=-[e, z]$. For $A$ in $\operatorname{End}_{\mathbb{C}} \mathfrak{g}$, define $L(A), R(A)$, and ad $A$ to mean left by $A$, right by $A$, and $L(A)-R(A)$, respectively. Then we have

$$
\begin{aligned}
(\operatorname{ad}(\operatorname{ad} e))(\operatorname{ad} z) & =[\operatorname{ad} e, \operatorname{ad} z]=\operatorname{ad}[e, z]=-\operatorname{ad} h \\
(\operatorname{ad}(\operatorname{ad} e))^{2}(\operatorname{ad} z) & =[\operatorname{ad} e,-\operatorname{ad} h]=\operatorname{ad}[e,-h]=2 \operatorname{ad} e \\
(\operatorname{ad}(\operatorname{ad} e))^{3}(\operatorname{ad} z) & =[\operatorname{ad} e, 2 \operatorname{ad} e]=0 .
\end{aligned}
$$

Imitating part of the proof of Lemma 5.17, we obtain, for every $n>0$,

$$
\begin{aligned}
(L(\operatorname{ad} e))^{n}(\operatorname{ad} z)= & (R(\operatorname{ad} e)+\operatorname{ad}(\operatorname{ad} e))^{n}(\operatorname{ad} z) \\
= & (R(\operatorname{ad} e))^{n}(\operatorname{ad} z)+n(R(\operatorname{ad} e))^{n-1}(\operatorname{ad}(\operatorname{ad} e))(\operatorname{ad} z) \\
& +\frac{1}{2} n(n-1)(R(\operatorname{ad} e))^{n-2}(\operatorname{ad}(\operatorname{ad} e))^{2}(\operatorname{ad} z)+0 \\
= & (R(\operatorname{ad} e))^{n}(\operatorname{ad} z)-n(\operatorname{ad} h)(\operatorname{ad} e)^{n-1} \\
& +n(n-1)(\operatorname{ad} e)^{n-1} .
\end{aligned}
$$

Therefore

$$
n(\operatorname{ad} h-(n-1))(\operatorname{ad} e)^{n-1}=(\operatorname{ad} z)(\operatorname{ad} e)^{n}-(\operatorname{ad} e)^{n}(\operatorname{ad} z) .
$$

This equation applied to $u$ with $v=(\operatorname{ad} e)^{n-1} u$ shows that

$$
n(\operatorname{ad} h-(n-1)) v-(\operatorname{ad} z)(\operatorname{ad} e) v \quad \text { is in } \quad(\operatorname{ad} e)^{n}(\mathfrak{g}) .
$$

If $v$ is in $\mathfrak{k}$ in addition, then $(\operatorname{ad} h) v$ is in $\mathfrak{k}$ and $(\operatorname{ad} z)(\operatorname{ad} e) v=0$, so that

$$
n(\operatorname{ad} h-(n-1)) v \quad \text { is in } \quad \mathfrak{k} .
$$

Thus $(\operatorname{ad} h-(n-1))$ carries $\mathfrak{k} \cap(\operatorname{ad} e)^{n-1}(\mathfrak{g})$ into $\mathfrak{k} \cap(\operatorname{ad} e)^{n}(\mathfrak{g})$. For some $N,(\operatorname{ad} e)^{N}(\mathfrak{g})=0$ since ad $e$ is nilpotent. It follows that

$$
\left(\prod_{p=0}^{N-1}(\operatorname{ad} h-p)\right)(\mathfrak{k})=0
$$

Consequently the eigenvalues of ad $h$ on $\mathfrak{k}$ are all $\geq 0$, and ( $\operatorname{ad} h+2$ ) must be invertible on $\mathfrak{k}$. The element $[h, z]+2 z$ is in $\mathfrak{k}$ because

$$
\begin{aligned}
{[e,[h, z]]+2[e, z] } & =-[h,[z, e]]-[z,[e, h]]+2[e, z] \\
& =[h, h]+2[z, e]+2[e, z]=0 .
\end{aligned}
$$

Thus we can define $z^{\prime}=(\operatorname{ad} h+2)^{-1}([h, z]+2 z)$ as a member of $\mathfrak{k}$. Then we have $\left[h, z^{\prime}\right]+2 z^{\prime}=[h, z]+2 z$ and hence $\left[h, z^{\prime}-z\right]=-2\left(z^{\prime}-z\right)$. In other words the element $f=z^{\prime}-z$ has $[h, f]=-2 f$. Since $z^{\prime}$ is in $\mathfrak{k}$, we have $[e, f]=\left[e, z^{\prime}\right]-[e, z]=h$, and $f$ has the required properties.

Finally we are to show that $f$ is unique. Thus suppose that $f^{\prime}$ has $\left[h, f^{\prime}\right]=-2 f^{\prime}$ and $\left[e, f^{\prime}\right]=h$. Theorem 1.67 shows that $\mathfrak{g}$ is fully reducible under the adjoint action of the span $\mathfrak{s}$ of $h, e, f$, and we may take $\mathfrak{s}$ itself to be one of the invariant subspaces. Write $f^{\prime}=\sum f_{i}^{\prime}$ according to this decomposition into invariant subspaces. From $-2 \sum f_{i}^{\prime}=-2 f^{\prime}=$ $\left[h, f^{\prime}\right]=\sum\left[h, f_{i}^{\prime}\right]$, we see that $\left[h, f_{i}^{\prime}\right]=-2 f_{i}^{\prime}$ for all $i$. Also $h=$ $\left[e, f^{\prime}\right]=\sum\left[e, f_{i}^{\prime}\right]$ shows that $\left[e, f_{i}^{\prime}\right]=0$ for all components $f_{i}^{\prime}$ other than the one in $\mathfrak{s}$. If any $f_{i}^{\prime}$ outside $\mathfrak{s}$ is nonzero, then we obtain a contradiction to Theorem 1.66 since that theorem shows that ad $e$ cannot annihilate any nonzero vector whose eigenvalue under ad $h$ is -2 . We conclude that $f_{i}^{\prime}=0$ except in the component $\mathfrak{s}$, and therefore we must have $f^{\prime}=f$.

Theorem 10.10 (Malcev-Kostant). Let $G$ be a complex semisimple group with Lie algebra $\mathfrak{g}$, and let $\left(h_{0}, e_{0}, f_{0}\right)$ be an $\mathfrak{s l}_{2}$ triple in $\mathfrak{g}$. For each integer $k$, define $\mathfrak{g}^{k}=\left\{X \in \mathfrak{g} \mid\left[h_{0}, X\right]=k X\right\}$, and let $G^{0}$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{g}^{0}$. Then the set $\Omega$ of all $e$ in $\mathfrak{g}^{2}$ such that ad $e$ carries $\mathfrak{g}^{0}$ onto $\mathfrak{g}^{2}$
(a) contains $e_{0}$,
(b) is open, dense, and connected in $\mathfrak{g}^{2}$,
(c) is a single orbit under $G^{0}$, and
(d) consists of all $e \in \mathfrak{g}^{2}$ that can be included in an $\mathfrak{s l}_{2}$ triple $\left(h_{0}, e, f\right)$.

Proof. Let $\mathfrak{s}$ be the span of $\left\{h_{0}, e_{0}, f_{0}\right\}$. Theorem 1.67 allows us to decompose $\mathfrak{g}$ into the direct sum of irreducible spaces $V_{i}$ under ad $\mathfrak{s}$, and

Theorem 1.66 describes the possibilities for the $V_{i}$. Since ad $h_{0}$ carries each $V_{i}$ into itself, we have $\mathfrak{g}^{k}=\bigoplus_{i}\left(V_{i} \cap \mathfrak{g}^{k}\right)$ for all $k$. From Theorem 1.66, $\left(\operatorname{ad} e_{0}\right)\left(V_{i} \cap \mathfrak{g}^{0}\right)=V_{i} \cap \mathfrak{g}^{2}$, and therefore $\left[e_{0}, \mathfrak{g}^{0}\right]=\mathfrak{g}^{2}$. This proves part (a).

Part (a) says that $\mathfrak{g}^{2}$ is a prehomogeneous vector space for $G^{0}$, and (b) and (c) then follow from Proposition 10.1.

Finally if $e \in \mathfrak{g}^{2}$ is in $\Omega$, write $e=\operatorname{Ad}(g) e_{0}$ with $g \in G^{0}$, by (a) and (c). Then $e$ is included in the $\mathfrak{s l}_{2}$ triple $\left(h_{0}, \operatorname{Ad}(g) e_{0}, \operatorname{Ad}(g) f_{0}\right)$. Conversely the argument that proves (a) shows that any $e$ included in some $\mathfrak{s l}_{2}$ triple $\left(h_{0}, e, f\right)$ lies in $\Omega$. This proves (d).

Proposition 10.11. If $\mathfrak{g}$ is a complex reductive Lie algebra, then
(a) any abelian subalgebra $\mathfrak{s}$ of $\mathfrak{g}$ for which the members of $\operatorname{ad}_{\mathfrak{g}} \mathfrak{s}$ are diagonable can be extended to a Cartan subalgebra and
(b) the element $h$ of any $\mathfrak{s l}_{2}$ triple in $\mathfrak{g}$ lies in some Cartan subalgebra.

Proof. Part (a) follows from Proposition 2.13, and part (b) is the special case of (a) in which $\mathfrak{s}=\mathbb{C} h$.

Proposition 10.12. Let $\mathfrak{g}$ be a complex semisimple Lie algebra, let $\mathfrak{h}$ be a Cartan subalgebra, and let $(h, e, f)$ be an $\mathfrak{s l}_{2}$ triple such that $h$ lies in $\mathfrak{h}$. Then in a suitable system of positive roots, each simple $\operatorname{root} \beta$ has $\beta(h)$ equal to 0,1 , or 2 .

Proof. Theorems 1.67 and 1.66 show that the eigenvalues of ad $h$ are integers, and hence $\alpha(h)$ is an integer for every root $\alpha$. Consequently $h$ lies in the real form $\mathfrak{h}_{0}$ of $\mathfrak{h}$ on which all roots are real, and we can take $h$ to be the first member of an orthogonal basis of $\mathfrak{h}_{0}$ that defines a system of positive roots. Then $\alpha(h)$ is $\geq 0$ for every simple root $\alpha$, and we are to prove that $\alpha(h)$ cannot be $\geq 3$.

Using Theorem 1.67, write $\mathfrak{g}=\bigoplus V_{i}$ with each $V_{i}$ invariant and irreducible under the span of $\{h, e, f\}$. Suppose that $\alpha$ is a root with $\alpha(h)=n \geq 3$. Decompose a nonzero root vector $X_{\alpha}$ as $\sum X_{i}$ with $X_{i}$ in $V_{i}$. From the equality $n \sum X_{i}=\alpha(h) X_{\alpha}=\left[h, X_{\alpha}\right]=\sum\left[h, X_{i}\right]$ and the invariance of $V_{i}$ under ad $h$, we see that $\left[h, X_{i}\right]=n X_{i}$ whenever $X_{i} \neq 0$. Since $n \geq 1$, Theorem 1.66 shows that $\left[f, X_{i}\right] \neq 0$ for any such $i$, and therefore $\left[f, X_{\alpha}\right] \neq 0$. Writing $f$ as a sum of root vectors and possibly a member of $\mathfrak{h}$, we see in the same way that $f$ is a sum of root vectors $X_{-\gamma}$ with $\gamma(h)=2$. Since $\left[f, X_{\alpha}\right] \neq 0$, we must have $\left[X_{-\gamma}, X_{\alpha}\right] \neq 0$ for some $\gamma$ with $\gamma(h)=2$. Then $\beta=\alpha-\gamma$ is a root with $\beta(h)=n-2>0$,
and $\beta$ must be positive. Since $\gamma(h)=2>0, \gamma$ is positive as well. Thus $\alpha=\beta+\gamma$ exhibits $\alpha$ as not being simple.

Corollary 10.13. Let $\mathfrak{g}$ be a complex reductive Lie algebra, and let $G=$ Int $\mathfrak{g}$. Up to the adjoint action of $G$ on $\mathfrak{g}$, there are only finitely many elements $h$ of $\mathfrak{g}$ that can be the first element of an $\mathfrak{s l}_{2}$ triple in $\mathfrak{g}$.

Proof. All $\mathfrak{s l}_{2}$ triples lie in $[\mathfrak{g}, \mathfrak{g}]$, and thus we may assume $\mathfrak{g}$ is semisimple. If $h$ is given, Proposition 10.11b produces a Cartan subalgebra $\mathfrak{h}$ containing $h$. With $\mathfrak{h}$ fixed, Proposition 10.12 shows, for a certain system of positive roots, that there are at most $3^{l}$ possibilities for $h$, where $l$ is the rank. Any two Cartan subalgebras are conjugate via $G$, according to Theorem 2.15, and the number of distinct positive systems equals the order of the Weyl group. The corollary follows.

Proposition 10.14. Let $\mathfrak{g}$ be a semisimple Lie algebra, and let $\mathfrak{h}$ be a Cartan subalgebra. If $\mathfrak{s}$ is a subspace of $\mathfrak{h}$, then the centralizer $Z_{\mathfrak{g}}(\mathfrak{s})$ is the Levi subalgebra of some parabolic subalgebra of $\mathfrak{g}$, and hence it is reductive.

Proof. Let $\Delta$ be the set of roots, and let $\mathfrak{h}_{0}$ be the real form of $\mathfrak{h}$ on which all roots are real. The centralizer of $\mathfrak{s}$ contains $\mathfrak{h}$, is therefore stable under ad $\mathfrak{h}$, and consequently is a subspace of the form $\mathfrak{h} \oplus \bigoplus_{\gamma \in \Psi} \mathfrak{g}_{\gamma}$ for some subset $\Psi$ of $\Delta$, $\mathfrak{g}_{\gamma}$ being the root space for the root $\gamma$. If $\gamma$ is in $\Psi$, then $\gamma$ vanishes on $\mathfrak{s}$, and conversely. Hence $\Psi=\{\gamma \in \Delta \mid \gamma(\mathfrak{s})=0\}$. If bar denotes the conjugation of $\mathfrak{h}$ with respect to $\mathfrak{h}_{0}$, then each $\gamma \in \Psi$, being real on $\mathfrak{h}_{0}$, vanishes on $\overline{\mathfrak{s}}$. Hence each $\gamma \in \Psi$ vanishes on $\mathfrak{s}+\overline{\mathfrak{s}}$, which we write as $\mathfrak{t}$. Since $\mathfrak{t}$ is stable under bar, it is the complexification of the real form $\mathfrak{t}_{0}=\mathfrak{t} \cap \mathfrak{h}_{0}$ of $\mathfrak{t}$. Thus $\Psi=\left\{\gamma \in \Delta \mid \gamma\left(\mathfrak{t}_{0}\right)=0\right\}$. Let $\mathfrak{t}_{0}^{\perp}$ be the orthogonal complement of $\mathfrak{t}_{0}$ in $\mathfrak{h}_{0}$ relative to the Killing form, choose an orthogonal basis of $\mathfrak{h}_{0}$ consisting of an orthogonal basis of $\mathfrak{t}_{0}$ followed by an orthogonal basis of $\mathfrak{t}_{0}^{\perp}$, and let $\Pi$ be the simple roots for the corresponding ordering. Define $\Pi^{\prime}$ to be the set of members of $\Pi$ that vanish on $\mathfrak{t}_{0}$. If a positive root in $\Psi$ is expanded in terms of simple roots, then each of the simple roots with nonzero coefficient must vanish on $\mathfrak{t}_{0}$ as a consequence of the choice of ordering; thus each simple root with nonzero coefficient is in $\Pi^{\prime}$. Consequently $Z_{\mathfrak{g}}(\mathfrak{s})$ is the Levi subalgebra of the parabolic subalgebra corresponding to $\Pi^{\prime}$ in Proposition 5.90. The Levi subalgebra is reductive by Corollary 5.94c.

## 3. Vinberg's Theorem

A complex semisimple Lie algebra $\mathfrak{g}$ is said to be graded if vector subspaces $\mathfrak{g}^{k}$ are specified such that $\mathfrak{g}=\bigoplus_{k=-\infty}^{\infty} \mathfrak{g}^{k}$ and $\left[\mathfrak{g}^{j}, \mathfrak{g}^{k}\right] \subseteq \mathfrak{g}^{j+k}$ for all integers $j$ and $k$. In other words, $\mathfrak{g}$ is to be graded as a vector space in the sense of (A.35), and the grading is to be consistent with the bracket structure. Since $\mathfrak{g}$ is by assumption finite dimensional, $\mathfrak{g}^{k}$ has to be 0 for all but finitely many $k$. The statement of Theorem 10.10 gives an example, showing how any $\mathfrak{s l}_{2}$ triple $(h, e, f)$ leads to a grading; the indices in the grading are integers because Theorems 1.67 and 1.66 show that ad $h$ acts diagonably with integer eigenvalues. Examples 3 and 4 of $\S 1$ arise from gradings associated with special parabolic subalgebras of $\mathfrak{g}$; more generally any parabolic subalgebra of $\mathfrak{g}$ leads to gradings as follows.

Example. Gradings associated with a parabolic subalgebra. Fix a Cartan subalgebra $\mathfrak{h}$ and a choice $\Delta^{+}$of a system of positive roots of $\mathfrak{g}$ with respect to $\mathfrak{h}$. Let $\Pi$ be the set of simple roots, and let $\mathfrak{n}$ be the sum of the root spaces for the members of $\Delta^{+}$, so that $\mathfrak{b}=\mathfrak{h} \oplus \mathfrak{n}$ is a Borel subalgebra of $\mathfrak{g}$. Proposition 5.90 shows how to associate a parabolic subalgebra $\mathfrak{q}_{\Pi^{\prime}}$ containing $\mathfrak{b}$ to each subset $\Pi^{\prime}$ of simple roots. Fix $\Pi^{\prime}$, associate a positive integer $m_{\beta}$ to each member $\beta$ of the complementary set $\Pi-\Pi^{\prime}$, and let $H$ be the member of $\mathfrak{h}$ such that

$$
\beta(H)= \begin{cases}0 & \text { if } \beta \text { is in } \Pi^{\prime} \\ m_{\beta} & \text { if } \beta \text { is in } \Pi-\Pi^{\prime}\end{cases}
$$

Then $\alpha(H)$ is an integer for every root $\alpha$. Define

$$
\mathfrak{g}^{0}=\mathfrak{h} \oplus \bigoplus_{\substack{\alpha \in \Delta, \alpha(H)=0}} \mathfrak{g}_{\alpha} \quad \text { and } \quad \mathfrak{g}^{k}=\bigoplus_{\substack{\alpha \in \Delta, \alpha(H)=k}} \mathfrak{g}_{\alpha} \quad \text { for } k \neq 0
$$

Then $\mathfrak{g}=\bigoplus_{k} \mathfrak{g}^{k}$ exhibits $\mathfrak{g}$ as graded in such a way that $\mathfrak{q}_{\Pi^{\prime}}=\bigoplus_{k \geq 0} \mathfrak{g}^{k}$, the Levi factor of $\mathfrak{q}_{\Pi^{\prime}}$ is $\mathfrak{g}^{0}$, and the nilpotent radical of $\mathfrak{q}_{\Pi^{\prime}}$ is $\bigoplus_{k>0} \mathfrak{g}^{\bar{k}}$.

In fact, the next proposition shows that any grading $\mathfrak{g}=\bigoplus_{k} \mathfrak{g}^{k}$ of a complex semisimple Lie algebra $\mathfrak{g}$ arises as in the above example. First we prove a lemma.

Lemma 10.15. If $\mathfrak{g}=\bigoplus_{k} \mathfrak{g}^{k}$ is a graded complex semisimple Lie algebra, then there exists $H$ in $\mathfrak{g}^{0}$ such that $\mathfrak{g}^{k}=\{X \in \mathfrak{g} \mid[H, X]=k X\}$ for all $k$.

Proof. Define a member $D$ of $\operatorname{End}_{\mathbb{C}} \mathfrak{g}$ to be multiplication by $k$ on $\mathfrak{g}^{k}$. Direct computation shows that $D$ is a derivation, and Proposition 1.121 produces an element $H$ in $\mathfrak{g}$ such that $D(X)=[H, X]$ for all $X$ in $\mathfrak{g}$. Since $[H, H]=0, H$ is in $\mathfrak{g}^{0}$.

Proposition 10.16. If $\mathfrak{g}=\bigoplus_{k} \mathfrak{g}^{k}$ is a graded complex semisimple Lie algebra, then there exist a Borel subalgebra $\mathfrak{b}=\mathfrak{h} \oplus \mathfrak{n}$, a subset $\Pi^{\prime}$ of the set $\Pi$ of simple roots, and a set $\left\{m_{\beta} \mid \beta \in \Pi-\Pi^{\prime}\right\}$ of positive integers such that the grading arises from the parabolic subalgebra $\mathfrak{q}_{\Pi^{\prime}}$ and the set $\left\{m_{\beta}\right\}$ of positive integers.

Proof. Let $H$ be as in Lemma 10.15. Proposition 10.11a with $\mathfrak{s}=\mathbb{C} H$ produces a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ containing $H$. The members $X$ of $\mathfrak{g}$ that commute with $H$ are exactly those with $D(X)=[H, X]=0$ and hence are exactly those in $\mathfrak{g}^{0}$. In particular, $\mathfrak{h}$ is contained in $\mathfrak{g}^{0}$. The eigenvalues of ad $H$ are integers, and thus $H$ is in the real form $\mathfrak{h}_{0}$ of $\mathfrak{h}$ on which all the roots are real. Extend $H$ to an orthogonal basis of $\mathfrak{h}_{0}$, and use this basis to define positivity of roots. Let $\Pi$ be the set of simple roots, and let $\Pi^{\prime}$ be the subset on which $\beta(H)=0$. For $\beta$ in $\Pi-\Pi^{\prime}$, define $m_{\beta}=\beta(H)$; since $H$ comes first in the ordering, the nonzero integer $m_{\beta}$ has to be positive. Then the given grading is the one associated to the parabolic subalgebra $\mathfrak{q}_{\Pi^{\prime}}$ and the set of positive integers $\left\{m_{\beta} \mid \beta \in \Pi-\Pi^{\prime}\right\}$.

Corollary 10.17. In any graded complex semisimple Lie algebra $\mathfrak{g}=\bigoplus_{k} \mathfrak{g}^{k}$, the subalgebra $\mathfrak{g}^{0}$ is reductive.

Proof. Combine Proposition 10.16 and Corollary 5.94c.
Lemma 10.18. Let $\mathfrak{g}=\bigoplus_{k} \mathfrak{g}^{k}$ be a graded complex semisimple Lie algebra, and suppose that $e$ is a nonzero element in $\mathfrak{g}^{1}$. Then there exist $h$ in $\mathfrak{g}^{0}$ and $f$ in $\mathfrak{g}^{-1}$ such that $(h, e, f)$ is an $\mathfrak{s l}_{2}$ triple.

Proof. Since $(\operatorname{ad} e)^{j}\left(\mathfrak{g}^{k}\right) \subseteq \mathfrak{g}^{j+k}, e$ is nilpotent. Theorem 10.3 produces elements $h^{\prime}$ and $f^{\prime}$ in $\mathfrak{g}$ such that ( $h^{\prime}, e, f^{\prime}$ ) is an $\mathfrak{s l}_{2}$ triple. Decompose $h^{\prime}$ and $f^{\prime}$ according to the grading as $h^{\prime}=\sum h_{k}^{\prime}$ and $f^{\prime}=\sum f_{k}^{\prime}$. From $2 e=\left[h^{\prime}, e\right]=\sum\left[h_{k}^{\prime}, e\right]$, we see that $\left[h_{0}^{\prime}, e\right]=2 e$ and $\left[h_{k}^{\prime}, e\right]=0$ for $k \neq 0$. From $\sum\left[e, f_{k}^{\prime}\right]=\left[e, f^{\prime}\right]=h^{\prime}=\sum h_{k}^{\prime}$, we see that $\left[e, f_{-1}^{\prime}\right]=h_{0}^{\prime}$, hence that $h_{0}^{\prime}$ is in $(\operatorname{ad} e)(\mathfrak{g})$. A second application of Theorem 10.3 shows that there exists $f^{\prime \prime}$ such that ( $h_{0}^{\prime}, e, f^{\prime \prime}$ ) is an $\mathfrak{s l}_{2}$ triple. Writing $f^{\prime \prime}=\sum f_{k}^{\prime \prime}$, we obtain $\left[e, f_{-1}^{\prime \prime}\right]=h_{0}^{\prime}$ and $\left[h_{0}^{\prime}, f_{-1}^{\prime \prime}\right]=-2 f_{-1}^{\prime \prime}$. Therefore ( $h_{0}^{\prime}, e, f_{-1}^{\prime \prime}$ ) is the required $\mathfrak{s l}_{2}$ triple.

In any grading $\mathfrak{g}=\bigoplus_{k} \mathfrak{g}^{k}$ of the complex semisimple Lie algebra $\mathfrak{g}$, $\operatorname{ad} \mathfrak{g}^{0}$ provides a complex-linear representation of $\mathfrak{g}^{0}$ on each $\mathfrak{g}^{k}$. Let $G$ be a connected complex Lie group with Lie algebra $\mathfrak{g}$, for example $G=\operatorname{Int} \mathfrak{g}$, and let $G^{0}$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{g}^{0}$. Then the adjoint action of $G$ on $\mathfrak{g}$ yields a holomorphic representation of $G^{0}$ on each $\mathfrak{g}^{k}$.

Theorem 10.19 (Vinberg). Let $G$ be a complex semisimple Lie group with a graded Lie algebra $\mathfrak{g}=\bigoplus_{k} \mathfrak{g}^{k}$, and let $G^{0}$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{g}^{0}$. Then the adjoint action of $G^{0}$ on $\mathfrak{g}^{1}$ has only finitely many orbits. Hence one of them must be open.

REMARK. In other words the representation of $G^{0}$ on $\mathfrak{g}^{1}$ makes $\mathfrak{g}^{1}$ into a prehomogeneous vector space for $G^{0}$. This kind of prehomogeneous vector space is said to be of parabolic type.

Proof. Once it is proved that there are only finitely many orbits, one of them must be open as a consequence of (8.18). To prove that there are only finitely many orbits, we shall associate noncanonically to each element $e$ of $\mathfrak{g}^{1}$ a member of a certain finite set of data. Then we shall show that two elements that can be associated to the same member of the finite set are necessarily in the same orbit of $G^{0}$.

Let $e$ be in $\mathfrak{g}^{1}$, and extend $e$ by Lemma 10.18 to an $\mathfrak{s l}_{2}$ triple $(h, e, f)$ with $h$ in $\mathfrak{g}^{0}$ and $f$ in $\mathfrak{g}^{-1}$. Write $\mathfrak{s l}_{2}$ for the copy of $\mathfrak{s l}(2, \mathbb{C})$ spanned by $\{h, e, f\}$. By Lemma 10.15, there exists an element $H$ in $\mathfrak{g}^{0}$ such that, for every integer $k,[H, X]=k X$ for all $X$ in $\mathfrak{g}^{k}$.

Among all abelian subalgebras of the centralizer $Z_{\mathfrak{g}^{0}}\left(\mathfrak{S l}_{2}\right)$ whose mem$\underset{\sim}{\text { b }}$ bers $T$ have ad $T$ diagonable, let $\mathfrak{t}$ be a maximal one. The subalgebra $\tilde{\mathfrak{t}}=\mathfrak{t} \oplus \mathbb{C} h$ of $\mathfrak{g}^{0}$ is abelian. The element $H$ commutes with every member of $\mathfrak{t}$ because $\mathfrak{\mathfrak { t }} \subseteq \mathfrak{g}^{0}$, and hence so does $h-2 H$. Also $[h-2 H, e]=$ $[h, e]-2[H, e]=2 e-2 e=0$ since ad $H$ acts as the identity on $\mathfrak{g}^{1}$. Thus $h-2 H$ centralizes $e$ and $h$. From Theorems 1.67 and 1.66 we know that any element of $\mathfrak{g}$ that centralizes $e$ and $h$ automatically centralizes $\mathfrak{s l}_{2}$. Thus $h-2 H$ is a member of $Z_{\mathfrak{g}^{0}}\left(\mathfrak{s l}_{2}\right)$ such that $\operatorname{ad}(h-2 H)$ is diagonable and $[h-2 H, X]=0$ for all $X$ in $\mathfrak{t}$. By maximality of $\mathfrak{t}, h-2 H$ is in $\mathfrak{t}$. Let us write

$$
\begin{equation*}
h=2 H+T_{0} \quad \text { with } T_{0} \text { in } \mathfrak{t} . \tag{10.20}
\end{equation*}
$$

By Proposition 10.11a we can extend $\tilde{\mathfrak{t}}$ to a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$. From (10.20) we see that $[H, \mathfrak{h}]=0$, and therefore $\mathfrak{h} \subseteq \mathfrak{g}^{0}$.

Let $\mathfrak{z}=Z_{\mathfrak{g}}(\mathfrak{t})$. By Proposition 10.14, $\mathfrak{z}$ is a Levi subalgebra of $\mathfrak{g}$, and the definition of $\mathfrak{t}$ implies that $\mathfrak{s l}_{2} \subseteq \mathfrak{z}$. Let us see that the grading of $\mathfrak{g}$ induces a grading on $\mathfrak{z}$, i.e., that the subspaces $\mathfrak{z}^{k}=\mathfrak{z} \cap \mathfrak{g}^{k}$ have the property that $\mathfrak{z}=\bigoplus \mathfrak{z}^{k}$. If $X$ is in $\mathfrak{z}$, decompose $X$ according to the grading of $\mathfrak{g}$ as $X=\sum X_{k}$. For any $T$ in $\mathfrak{t}$, we have $0=[X, T]=\sum\left[X_{k}, T\right]$. Since $T$ is in $\mathfrak{g}^{0},\left[X_{k}, T\right]$ is in $\mathfrak{g}^{k}$, and thus $\left[X_{k}, T\right]=0$ for all $k$. Hence each $X_{k}$ is in $\mathfrak{z}$, and we conclude that $\mathfrak{z}$ is graded.

Since $\mathfrak{z}$ is a Levi subalgebra, Proposition 5.94c shows that $\mathfrak{z}$ is reductive. Using Corollary 1.56 , write $\mathfrak{z}$ as the sum of its center and its commutator ideal, the latter being semisimple:

$$
\begin{equation*}
\mathfrak{z}=Z_{\mathfrak{z}} \oplus \mathfrak{s} \quad \text { with } \mathfrak{s}=[\mathfrak{z}, \mathfrak{z}] . \tag{10.21}
\end{equation*}
$$

We shall identify $Z_{\mathfrak{z}}$ as $\mathfrak{t}$. In fact, we know that $\mathfrak{h}$ is contained in $\mathfrak{z}$, and hence so is the subalgebra $\mathfrak{t}$. Since $\mathfrak{z}$ is defined as the centralizer of $\mathfrak{t}, \mathfrak{t}$ commutes with each member of $\mathfrak{z}$. Therefore $\mathfrak{t} \subseteq Z_{\mathfrak{z}}$. In the reverse direction let $X$ be in $Z_{\mathfrak{z}}$. Then $[X, \mathfrak{h}]=0$. Since $\mathfrak{h}$ satisfies $N_{\mathfrak{g}}(\mathfrak{h})=\mathfrak{h}$ by definition of Cartan subalgebra, $X$ must be in $\mathfrak{h}$. Therefore ad $X$ is diagonable. We know that $\mathfrak{s l}_{2}$ is contained in $\mathfrak{z}$, and therefore $\left[X, \mathfrak{s l}_{2}\right]=0$. Consequently $X$ is in $Z_{\mathfrak{g}^{0}}\left(\mathfrak{s l}_{2}\right)$, and the maximality of $\mathfrak{t}$ shows that $X$ is in $\mathfrak{t}$. Thus indeed $Z_{\mathfrak{z}}=\mathrm{t}$.

Let us see that $\mathfrak{s}$ is graded, i.e., that the subspaces $\mathfrak{s}^{k}=\mathfrak{s} \cap \mathfrak{g}^{k}$ have the property that $\mathfrak{s}=\bigoplus \mathfrak{s}^{k}$. The subalgebra $\mathfrak{s}$ is generated by all $\left[\mathfrak{z}^{j}, \mathfrak{z}^{k}\right]$, and such a subspace is contained in $\mathfrak{g}^{j+k}$, hence in $\mathfrak{s}^{j+k}$. Thus every member of $\mathfrak{s}$ lies in $\bigoplus \mathfrak{s}^{k}$, and $\mathfrak{s}$ is graded. We can identify each $\mathfrak{s}^{k}$ a little better; since $\mathfrak{t}$ centralizes $\mathfrak{z}$, (10.20) yields

$$
\mathfrak{s}^{k}=\mathfrak{s} \cap \mathfrak{g}^{k}=\{X \in \mathfrak{s} \mid[H, X]=k X\}=\{X \in \mathfrak{s} \mid[h, X]=2 k X\}
$$

for all $k$.
The subalgebra $Z_{\mathfrak{z}}$ is graded, being completely contained in $\mathfrak{z}^{0}$. Hence (10.21) gives $\mathfrak{z}^{k}=\left(Z_{\mathfrak{z}}\right)^{k} \oplus \mathfrak{s}^{k}$ for all $k$, and we conclude that $\mathfrak{s}^{k}=\mathfrak{z}^{k}$ for all $k \neq 0$. Thus $e$ is in $\mathfrak{z}^{1}=\mathfrak{s}^{1}$ and $f$ is in $\mathfrak{z}^{-1}=\mathfrak{s}^{-1}$, and we see that the triple $(h, e, f)$ lies in $\mathfrak{s}$. Let $S^{0}$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{s}^{0}$. Since $\mathfrak{s}$ is semisimple and $\mathfrak{s}^{0}=\{X \in \mathfrak{s} \mid[h, X]=0\}$, Theorem 10.10 applies and shows that $e$ lies in the unique open orbit of $S^{0}$ in $\mathfrak{s}^{1}$.

Let us now exhibit a finite set of data in the above construction. The grading of $\mathfrak{g}$ was fixed throughout, and the other gradings were derived from it. Starting from $e$, we worked with the tuple ( $e, h, \mathfrak{t}, \mathfrak{h}, \mathfrak{z}, \mathfrak{s}$ ), and then we located $e$ in the open orbit of $S^{0}$ in $\mathfrak{s}^{1}$. If we had started with $e^{\prime}$, let
us write ( $\left.e^{\prime}, h^{\prime}, \mathfrak{t}^{\prime}, \mathfrak{h}^{\prime}, \mathfrak{z}^{\prime}, \mathfrak{s}^{\prime}\right)$ for the tuple we would have obtained. Before comparing our two tuples, we introduce a normalization. The Lie algebra $\mathfrak{g}^{0}$ is reductive, and $\mathfrak{h}$ and $\mathfrak{h}^{\prime}$ are Cartan subalgebras of it. By Theorem 2.15 we can find $g \in G^{0}$ such that $\operatorname{Ad}(g) \mathfrak{h}^{\prime}=\mathfrak{h}$. We replace $\left(e^{\prime}, h^{\prime}, \mathfrak{t}^{\prime}, \mathfrak{h}^{\prime}, \mathfrak{z}^{\prime}, \mathfrak{s}^{\prime}\right)$ by $\operatorname{Ad}(g)$ of the tuple, namely
$\left(e^{\prime \prime}, h^{\prime \prime}, \mathfrak{t}^{\prime \prime}, \mathfrak{h}, \mathfrak{z}^{\prime \prime}, \mathfrak{s}^{\prime \prime}\right)=\left(\operatorname{Ad}(g) e^{\prime}, \operatorname{Ad}(g) h^{\prime}, \operatorname{Ad}(g) \mathfrak{t}^{\prime}, \mathfrak{h}, \operatorname{Ad}(g) \mathfrak{z}^{\prime}, \operatorname{Ad}(g) \mathfrak{s}^{\prime}\right)$,
and then we readily check that if we had started with $\operatorname{Ad}(g) e^{\prime}$, we could have arrived at this tuple through our choices. Since $e^{\prime}$ and $e^{\prime \prime}$ are in the same $G^{0}$ orbit, we may compare $e$ with $e^{\prime \prime}$ rather than $e$ with $e^{\prime}$. That is our normalization: we insist on the same $\mathfrak{h}$ in every case.

Once $\mathfrak{h}$ is fixed, $\mathfrak{z}$ is the Levi subalgebra of a parabolic subalgebra of $\mathfrak{g}$ containing $\mathfrak{h}, h$ is an element of $\mathfrak{h}$ that is constrained by Proposition 10.12 to lie in a finite set, $\mathfrak{t}$ is the center of $\mathfrak{z}$, and $\mathfrak{s}$ is the commutator subalgebra of $\mathfrak{z}$. Our data set consists of all pairs
(Levi subalgebra containing $\mathfrak{h}$, element $h$ in $\mathfrak{h}$ as in Proposition 10.12).
The number of Borel subalgebras containing $\mathfrak{h}$ equals the order of a Weyl group, and the number of parabolic subalgebras containing a given Borel subalgebra is finite; therefore the number of Levi subalgebras of $\mathfrak{g}$ containing $\mathfrak{h}$ is finite. Consequently our data set is finite.

What we have seen is that any $e$, possibly after an initial application of some member of $\operatorname{Ad}\left(G^{0}\right)$, leads to a member of this finite set. Suppose that $e$ and $e^{\prime \prime}$ lead to the same member of the set. Then $\mathfrak{s}=\mathfrak{s}^{\prime \prime}, e$ lies in the unique open orbit of $S^{0}$ on $\mathfrak{s}^{1}$, and $e^{\prime \prime}$ lies in that same orbit. Since $S^{0} \subseteq G^{0}$, $e$ and $e^{\prime \prime}$ lie in the same orbit under $G^{0}$. This completes the proof.

Corollary 10.22. Let $G$ be a complex semisimple Lie group with a graded Lie algebra $\mathfrak{g}=\bigoplus_{j} \mathfrak{g}^{j}$, and let $G^{0}$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{g}^{0}$. Then the adjoint action of $G^{0}$ on any $\mathfrak{g}^{k}$, with $k \neq 0$, has only finitely many orbits. Hence one of them must be open.

Proof. Let $H$ be as in Lemma 10.15, and let $\Phi$ be the automorphism of $\mathfrak{g}$ given by $\Phi=\operatorname{Ad}(\exp 2 \pi i H / k)$. The subalgebra $\mathfrak{s}$ fixed by $\Phi$ is $\bigoplus_{j k} \mathfrak{g}^{j k}$, and thus $\mathfrak{s}$ is graded with $\mathfrak{s}^{0}=\mathfrak{g}^{0}$ and $\mathfrak{s}^{1}=\mathfrak{g}^{k}$. Extend $\mathbb{C} H$ to a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ that lies within $\mathfrak{g}^{0}$. Then $\mathfrak{s}$ contains $\mathfrak{h}$, and we find that $\mathfrak{s}=\mathfrak{h} \oplus \bigoplus_{\gamma \in \Psi} \mathfrak{g}_{\gamma}$, where $\Psi$ is the set of roots $\gamma$ for which $\gamma(H)$ is a multiple of $k$. The set $\Psi$ is closed under $\gamma \mapsto-\gamma$, and that is all that is needed for the proof of Corollary 5.94 cto show that $\mathfrak{s}$ is reductive with its
center contained in $\mathfrak{s}^{0}=\mathfrak{g}^{0}$. Replacing $\mathfrak{s}$ by $[\mathfrak{s}, \mathfrak{s}]$ and applying Theorem 10.19, we obtain the corollary.

Examples 3 and 4 in $\S 1$ are cases of Theorem 10.19 that contain the overlay of a real form of the underlying complex group. This additional structure can be imposed in complete generality. The grading of the complex semisimple Lie algebra $\mathfrak{g}$ leads, via an element $H$ as in Lemma 10.15, to a parabolic subalgebra $\mathfrak{q}=\mathfrak{l} \oplus \mathfrak{u}$. It does not completely specify a Cartan subalgebra or a system of positive roots, only the 1 -dimensional subspace $\mathbb{C} H$ of a Cartan subalgebra and the positivity of the roots that are positive on $H$, namely those that contribute to $\mathfrak{u}$. Let us therefore extend $\mathbb{C} H$ to a Cartan subalgebra by means of Proposition 10.11a and then introduce a system of positive roots that takes $H$ first in the ordering. To this much information we can associate a Dynkin diagram for $\mathfrak{g}$. This diagram we make into an abstract Vogan diagram by imposing zero 2-element orbits and by painting the simple roots that contribute to $\mathfrak{u}$. Theorem 6.88 says that this abstract Vogan diagram arises from a real form $\mathfrak{g}_{0}$ of $\mathfrak{g}$ and a Cartan involution $\theta$ of $\mathfrak{g}_{0}$. Changing the meaning of $G$, let us write $G$ for the analytic group corresponding to $\mathfrak{g}_{0}$ and $G^{\mathbb{C}}$ for its complexification with Lie algebra $\mathfrak{g}$. Let $K$ be the maximal compact subgroup of $G$ corresponding to $\theta$. Since the Vogan diagram has zero 2-element orbits, we have rank $G=\operatorname{rank} K$. The closure of $\exp (i \mathbb{R} H)$ is a torus in $K$ and its centralizer $L$ is a connected compact group whose Lie algebra is the real form $\mathfrak{l}_{0}=\mathfrak{g}^{0} \cap \mathfrak{g}_{0}$ of $\mathfrak{l}=\mathfrak{g}^{0}$. The complexification $L^{\mathbb{C}}$ of $L$ has Lie algebra $\mathfrak{l}$. Then Theorem 10.19 says that $L^{\mathbb{C}}$ acts on $\mathfrak{g}^{1}$ with an open orbit. In the definition of prehomogeneous space in $\S 1$, the complex group is therefore $L^{\mathbb{C}}$, and the vector space is $V=\mathfrak{g}^{1}$. The compact form of $L^{\mathbb{C}}$, which was called $U$ in the definition of prehomogeneous space, is the group $L$.

We will be especially interested in the special case in which the parabolic subalgebra is maximal parabolic. This is the case in which $\Pi-\Pi^{\prime}$ consists of just one root, say $\beta$. If $m_{\beta}=k$, then the indexing for the grading uses only the integers in $k \mathbb{Z}$; so we may as well normalize matters by making $m_{\beta}=1$. If the complexified Cartan decomposition is written as $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$, then $\mathfrak{k}=\bigoplus_{j \text { even }} \mathfrak{g}^{j}$ and $\mathfrak{p}=\bigoplus_{j \text { odd }} \mathfrak{g}^{j}$. Instances of this situation arise in Examples 3 and 4 in §1. Example 3 covers all cases in which the underlying group is simple and the unique noncompact simple root occurs just once in the largest root. The instances of $S O$ with $m \geq 2$ in Example 4 are some classical cases in which the underlying group is simple and the unique noncompact simple root occurs twice in the largest root.

## 4. Analysis of Symmetric Tensors

Using notation as at the end of $\S 3$, let us examine Examples 3 and 4 of $\S 1$ from the point of view of decomposing $S\left(\mathfrak{g}^{1}\right)$ under the adjoint action of $L$ or $L^{\mathbb{C}}$.

We begin with the instance of Example 3 in which $G=S U(m, n)$. This example is discussed at length in §VII.9. The notation will be less cumbersome if we work instead with $G=U(m, n)$ and $G^{\mathbb{C}}=G L(m+n, \mathbb{C})$. Here $K=U(m) \times U(n)$, and $K^{\mathbb{C}}=G L(m, \mathbb{C}) \times G L(n, \mathbb{C})$. We can write members of $\mathfrak{g}=\mathfrak{g l}(m+n, \mathbb{C})$ in blocks of sizes $m$ and $n$ as $\binom{* *}{* *}$. In the complexified Cartan decomposition $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}, \mathfrak{k}$ consists of all the matrices $\left(\begin{array}{l}* \\ 0 \\ 0\end{array}\right)$, and $\mathfrak{p}$ consists of all the matrices $\left(\begin{array}{c}0 \\ * \\ *\end{array}\right)$. We are interested in the action of $K$ or $K^{\mathbb{C}}$ on $\mathfrak{p}^{+}$, which consists of all the matrices $\left(\begin{array}{cc}0 & * \\ 0 & 0\end{array}\right)$. Then Ad of a member $\left(\begin{array}{cc}k_{1} & 0 \\ 0 & k_{2}\end{array}\right)$ of $K^{\mathbb{C}}$ on the $\mathfrak{p}^{+}$matrix $\left(\begin{array}{l}0 \\ 0 \\ 0\end{array}\right)$ is the $\mathfrak{p}^{+}$matrix $\binom{0 k_{1} x k_{2}^{-1}}{0}$. Thus we can identify $\mathfrak{p}^{+}$with the space $M_{m n}(\mathbb{C})$ of $m$-by- $n$ matrices, and $K$ or $K^{\mathbb{C}}$ is acting by $\left(k_{1}, k_{2}\right)(x)=k_{1} x k_{2}^{-1}$. On the Lie algebra level, $\mathfrak{k}=\mathfrak{g l}(m, \mathbb{C}) \oplus \mathfrak{g l}(n, \mathbb{C})$ is acting on $\mathfrak{p}^{+}$by $\left(X_{1}, X_{2}\right)(x)=X_{1} x-x X_{2}$. We use the direct sum of the diagonal subalgebras as Cartan subalgebra, and the positive roots are the $e_{i}-e_{j}$ with $i<j$. We are interested in the decomposition of $S\left(M_{m n}(\mathbb{C})\right.$ ) under $K=U(m) \times U(n)$, and the result is as follows.

Theorem 10.23. Let $r=\min (m, n)$. In the action of $U(m) \times U(n)$ on $S\left(M_{m n}(\mathbb{C})\right.$ ), the irreducible representations that occur are exactly the outer tensor products $\tau_{\lambda}^{m} \widehat{\otimes}\left(\tau_{\lambda}^{n}\right)^{c}$, where $\lambda$ is any nonnegative highest weight of depth $\leq r$, and the multiplicities are all 1 . Here $\tau^{m}$ and $\tau^{n}$ refer to irreducible representations of $U(m)$ and $U(n)$, respectively, and $(\cdot)^{c}$ indicates contragredient.

Remark. Let $m \leq n$ for definiteness, so that $r=m$; the argument for $m>n$ is similar. If $\lambda=\left(a_{1}, \ldots, a_{m}\right)$, then $\tau_{\lambda}^{m}$ has highest weight $\left(a_{1}, \ldots, a_{m}\right)$, and $\left(\tau_{\lambda}^{n}\right)^{c}$ has lowest weight $\left(-a_{1}, \ldots,-a_{m}, 0, \ldots, 0\right)$. The highest weight of $\left(\tau_{\lambda}^{n}\right)^{c}$ is therefore $\left(0, \ldots, 0,-a_{m}, \ldots,-a_{1}\right)$.

First part of the argument. Let us prove that the indicated irreducible representations actually occur. It is more convenient to work with the space $P\left(M_{m n}(\mathbb{C})\right.$ ) of polynomials with action $\left(k_{1}, k_{2}\right)(p)(x)=$ $p\left(k_{1}^{-1} x k_{2}\right)$ than to work with the space of symmetric tensors; we take contragredients, one degree at a time, to get the decomposition of $S\left(M_{m n}(\mathbb{C})\right)$.

Let $P^{d}\left(M_{m n}(\mathbb{C})\right)$ be the subspace of polynomials homogeneous of degree $d$. Since the representation of $K^{\mathbb{C}}$ on each $P^{d}\left(M_{m n}(\mathbb{C})\right)$ is holomorphic, $\mathfrak{k}$ acts by

$$
\begin{equation*}
\left(\left(X_{1}, X_{2}\right) p\right)(x)=\left.\frac{d}{d t} p\left(\left(\exp t X_{1}\right)^{-1} x\left(\exp t X_{2}\right)\right)\right|_{t=0} . \tag{10.24}
\end{equation*}
$$

We are to show that each $\left(\left(-a_{m}, \ldots,-a_{1}\right),\left(a_{1}, \ldots, a_{m}, 0, \ldots, 0\right)\right)$ occurs as a highest weight.

For $1 \leq l \leq m$, let $x^{\#}=x^{\#}(l)$ be the $l$-by- $l$ submatrix of $x$ obtained by using rows $m-l+1$ through $m$ and columns 1 through $l$, and let $d_{l}(x)=\operatorname{det}\left(x^{\#}\right)$. Suppose that $k_{1}$ and $k_{2}$ are upper triangular. Let $k_{1}^{\#}$ be the lower right $l$-by- $l$ block of $k_{1}$, and let $k_{2}^{\#}$ be the upper left $l$-by- $l$ block of $k_{2}$. A little computation shows that $d_{l}\left(k_{1}^{-1} x k_{2}\right)=\operatorname{det}\left(k_{1}^{\#-1} x^{\#} k_{2}^{\#}\right)=$ $\left(\operatorname{det} k_{1}^{\#}\right)^{-1} d_{l}(x)\left(\operatorname{det} k_{2}^{\#}\right)$, and it follows that $d_{l}$ is a nonzero highest weight vector with weight $-\sum_{i=m-l+1}^{m} e_{i}+\sum_{j=m+1}^{m+l} e_{j}$. From formula (10.24) we see that a product of powers of highest weight vectors is a highest weight vector and the weights are additive. If $a_{1} \geq \cdots \geq a_{m} \geq 0$, then $d_{1}^{a_{1}-a_{2}} d_{2}^{a_{2}-a_{3}} \cdots d_{m-1}^{a_{n-1}-a_{m}} d_{m}^{a_{m}}$ is a highest weight vector with the required highest weight.

Second part of the argument. We give a heuristic proof that the multiplicities are 1 and that the only highest weights are the ones mentioned; the heuristic proof can be made rigorous without difficulty, but we will omit here the steps needed for that purpose.

There is one rigorous part. The linear functions $x \mapsto x_{i j}$ on $\mathfrak{p}^{+}$with $i \leq m<j$ form a basis for $P^{1}\left(M_{m n}(\mathbb{C})\right)$, and (10.24) shows that such a function is a weight vector with weight $-e_{i}+e_{j}$. Since linear combinations of products of such functions yield all polynomials, we can conclude that the only weights are sums of the expressions $-e_{i}+e_{j}$. That is, all the weights are of the form $\left(\left(b_{1}, \ldots, b_{m}\right),\left(c_{1}, \ldots, c_{n}\right)\right)$ with all $b_{i} \leq 0$ and all $c_{j} \geq 0$. In particular, this is true of the highest weight of any irreducible constituent.

For the heuristic part, we use the choice $\gamma_{j}=e_{j}-e_{m+j}$ for $1 \leq j \leq m$ in Example 3 of $\S 1$. Then $e=\sum_{j=1}^{m} E_{j, m+j}$ is a member of $\mathfrak{p}^{+}$in the unique open orbit under $K^{\mathbb{C}}$. If we write $(m+n)$-by- $(m+n)$ matrices in block form with blocks of sizes $m, m$, and $n-m$, then $e=\left(\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$, where 1 is the $m$-by- $m$ identity matrix. The members of $K^{\mathbb{C}}$ are anything invertible of the form $\left(\begin{array}{ccc}z & 0 & 0 \\ 0 & a & b \\ 0 & c & d\end{array}\right)$. Let $\left(K^{\mathbb{C}}\right)_{e}$ be the subgroup of $K^{\mathbb{C}}$ fixing
$e$; direct computation shows that $\left(K^{\mathbb{C}}\right)_{e}$ consists of all invertible matrices $\left(\begin{array}{lll}a & 0 & 0 \\ 0 & a & 0 \\ 0 & c & d\end{array}\right)$. We can identify $K^{\mathbb{C}} /\left(K^{\mathbb{C}}\right)_{e}$ with the open subset $\operatorname{Ad}\left(K^{\mathbb{C}}\right) e$ of $\mathfrak{p}^{+}$. We are interested in identifying the action of $K^{\mathbb{C}}$ on the restrictions of the holomorphic polynomials to this set, and we only make the space of functions bigger if we consider all holomorphic functions on $K^{\mathbb{C}} /\left(K^{\mathbb{C}}\right)_{e}$. The result is something like an induced representation except that only holomorphic functions are allowed. We introduce the notation "holo-ind" for this ill-defined construction, which we might call "holomorphic induction." We seek to understand holo-ind ${ }_{\left(K^{\mathrm{C}}\right)_{e}}^{K^{\mathrm{C}}} 1$. If we write $\left(K^{\mathbb{C}}\right)_{\text {int }}$ for the intermediate group consisting of all invertible matrices $\left(\begin{array}{ccc}z & 0 & 0 \\ 0 & a & 0 \\ 0 & c & d\end{array}\right)$, then the formal computation, which we explain in a moment, is

$$
\begin{aligned}
& \text { holo-ind }{ }_{\left(K^{\mathrm{C}}\right)_{e}}^{K^{\mathrm{C}}} 1=\text { holo-ind }{ }_{\left(K^{\mathrm{C}}\right)_{\text {int }}}^{K^{\mathrm{C}}}\left(\text { holo-ind }{ }_{\left(K^{\mathrm{C}}\right)_{e}}^{\left(K^{\mathrm{C}}\right. \text { int }} 1\right) \\
& =\operatorname{holo}^{-i n d}{ }_{\left(K^{c}\right)_{\text {int }}}^{K^{c}}\left(\underset{\lambda}{ }\left(\tau_{\lambda}^{m}\right)^{c} \widehat{\otimes} \tau_{\lambda}^{m} \widehat{\otimes} 1\right) \\
& =\bigoplus_{\lambda}\left(\tau_{\lambda}^{m}\right)^{c} \widehat{\otimes}\left(\text { holo-ind } \mathcal{K}_{\left(K^{c}\right)_{\text {int }}}^{K_{\lambda}^{c}}\left(\tau_{\lambda}^{m} \widehat{\otimes} 1\right)\right) \\
& =\bigoplus_{\lambda}\left(\tau_{\lambda}^{m}\right)^{c} \widehat{\otimes} \tau_{\lambda}^{n} .
\end{aligned}
$$

The symbol $\bigoplus$ here admits an interpretation as an orthogonal sum of Hilbert spaces, but let us not belabor the point. What deserves attention is the formal reasoning behind each line: The first line is holomorphic induction in stages, and the second line is the usual result for induction when a group $H$ is embedded diagonally in $H \times H$. The embedding here is of the $a$ as the diagonal subgroup of pairs $(z, a)$; the inner representation does not depend on the variables $c$ and $d$. The parameter $\lambda$ varies over all highest weights of depth $\leq m$. The third line uses commutativity of $\bigoplus$ and holomorphic induction, and again the innermost representation does not depend on the variables $c$ and $d$. The fourth line is the crux of the matter and follows from the Borel-Weil Theorem, which is discussed briefly in the Historical Notes. The highest weight $\lambda$ of $\tau_{\lambda}^{m}$ has to be nonnegative, as we saw above, and we obtain the desired upper bound for the multiplicities.

Let us state without proof a generalization of Theorem 10.24 that handles all instances of Example 3 of $\S 1$.

Theorem 10.25 (Schmid). If $G / K$ is Hermitian and if a good ordering is used to define positivity of roots, introduce $\left\{\gamma_{1}, \ldots, \gamma_{s}\right\}$ as follows: $\gamma_{1}$
is the largest positive noncompact root, and, inductively, $\gamma_{j}$ is the largest positive noncompact strongly orthogonal to all of $\gamma_{1}, \ldots, \gamma_{j-1}$. Then the highest weights of the representations of $K^{\mathbb{C}}$ that occur in $S\left(\mathfrak{p}^{+}\right)$are exactly all expressions $\sum_{j=1}^{s} a_{j} \gamma_{j}$ with all $a_{j} \in \mathbb{Z}$ and with $a_{1} \geq \cdots \geq a_{s} \geq 0$. Moreover, all these representations occur in $S\left(\mathfrak{p}^{+}\right)$with multiplicity 1 .

Lemma 7.143 shows that $s$ in Theorem 10.25 is the real rank of $G$. For this $s$, the theorem says that an $s$-parameter family of representations of $K^{\mathbb{C}}$ handles the analysis of $S\left(\mathfrak{p}^{+}\right)$.

Now let us turn to Example 4 in $\S 1$. The two classes of groups behave similarly, and we concentrate on $G=S O(2 m, 2 n)_{0}$. A look at the roots shows that $\mathfrak{l}_{0}=\mathbb{R} \oplus \mathfrak{s u}(m) \oplus \mathfrak{s o}(2 n)$, and one readily checks that $L \cong$ $U(m) \times S O(2 n)$. The noncompact positive roots, namely all $e_{i} \pm e_{j}$ with $i \leq m<j$, are the weights occurring in $\mathfrak{u} \cap \mathfrak{p}$. The various $e_{i}$ 's are the weights of the standard representation of $U(m)$, and the $\pm e_{j}$ 's are the weights of the standard representation of $S O(2 n)$. As a result we can check that $\mathfrak{u} \cap \mathfrak{p} \cong M_{m, 2 n}(\mathbb{C})$ and that the action of $L$ on $P(\mathfrak{u} \cap \mathfrak{p})$ corresponds to the action on $P\left(M_{m, 2 n}(\mathbb{C})\right)$ by $U(m)$ on the left and $S O(2 n)$ on the right. Hence the action of $L$ on $S(\mathfrak{u} \cap \mathfrak{p})$ corresponds to the action on $S\left(M_{m, 2 n}(\mathbb{C})\right.$ ) by $U(m)$ on the left and $S O(2 n)$ on the right. This is the natural restriction of the action of $U(m) \times U(2 n)$ on $S\left(M_{m, 2 n}(\mathbb{C})\right)$, which is addressed in Theorem 10.23. According to that theorem, the irreducible constituents are all $\tau_{\lambda}^{m} \widehat{\otimes}\left(\tau_{\lambda}^{2 n}\right)^{c}$ for $\lambda$ nonnegative of depth $\leq m$, and the multiplicities are all 1 . Since $m \leq n$, the restriction of $\tau_{\lambda}^{2 n}$ to $S O(2 n)$ is given by Littlewood's result stated as Theorem 9.75; from the theorem we see that only the first $m$ entries of the $n$-tuple highest weight of an irreducible constituent can be nonzero. Moreover, the resulting reducible representation of $S O(2 n)$ is its own contragredient, and hence the restriction of $\left(\tau_{\lambda}^{2 n}\right)^{c}$ is the same as the restriction of $\tau_{\lambda}^{2 n}$. This much argument proves Theorem 10.26 below for $S O(2 m, 2 n)_{0}$, and a similar argument handles $S O(2 m, 2 n+1)_{0}$.

Theorem 10.26 (Greenleaf). For $G$ equal to either of the groups $S O(2 m, 2 n)_{0}$ or $S O(2 m, 2 n+1)_{0}$ with $m \leq n$, every highest weight of $L$ in the adjoint action on $S(\mathfrak{u} \cap \mathfrak{p})$ is in the span of $e_{1}, \ldots, e_{2 m}$.

Thus the number of parameters of irreducible representations of $L$ appearing in $S(\mathfrak{u} \cap \mathfrak{p})$ is bounded above by the real rank $2 m$ of $G$. (The multiplicities may be greater than 1 , however.) Of course, the number of parameters for all the irreducible representations of $L$ is the (complex) rank
$m+n$ of $G$, and hence only very special representations of $L$ can occur in $S(\mathfrak{u} \cap \mathfrak{p})$ when $m$ is much less than $n$.

Theorem 9.75 is explicit enough so that one can say more about the decomposition. The groups $S O(2,2 n)_{0}$ and $S O(2,2 n+1)_{0}$ are handled by Theorem 10.25. Here is a precise result about $S O(4,2 n)_{0}$. To avoid becoming too cumbersome, the statement takes liberties with the notion of representation, allowing a countable sum of irreducible representations, with no topology, to be considered as a representation.

Theorem 10.27 (Gross-Wallach). For $S O(4,2 n)_{0}$ with $n \geq 2$, the 1-dimensional representation $\tau$ of $L$ with highest weight $2 e_{1}+2 e_{2}$ occurs in $S^{4}(\mathfrak{u} \cap \mathfrak{p})$ and has the property that the adjoint representation of $L$ on $S(\mathfrak{u} \cap \mathfrak{p})$ decomposes as the tensor product of $1 \oplus \tau \oplus \tau^{2} \oplus \tau^{3} \oplus \cdots$ with a multiplicity-free representation $\sigma$ whose irreducible constituents have highest weights described as follows: Let $(a, b, k, d)$ be any integer 4 -tuple satisfying

$$
a \geq b \geq 0, \quad 0 \leq k \leq[a / 2], \quad \max (0, b-2 k) \leq d \leq \min (b, a-2 k) .
$$

Then the corresponding highest weight for $n \geq 3$ is $a e_{1}+b e_{2}+c e_{3}+d e_{4}$, where $c=a+b-2 k-d$. For $n=2$, the same parameters are to be used, but the 4 -tuple yields two highest weights $a e_{1}+b e_{2}+c e_{3} \pm d e_{4}$ if $d \neq 0$.

Proof. As we observed before the statement of Theorem 10.26, we are to decompose, for each integer pair $(a, b)$ with $a \geq b \geq 0$, the representation of $U(2) \times U(2 n)$ with highest weight $a e_{1}+b e_{2}+a e_{3}+b e_{4}$ under the subgroup $U(2) \times S O(2 n)$. We use Theorem 9.75 for this purpose. The expression $\mu$ in that theorem takes values of the form $2 k e_{3}+2 l e_{4}$ with $k \geq l \geq 0,2 k \leq a$, and $2 l \leq b$. The contributions from $\mu=2 k e_{3}$ will be part of $\sigma$, and the other contributions will have $k \geq l \geq 1$. Writing $\sigma$ both for the representation and for the space on which it acts and comparing the analysis that is to be done for $(k, l)$ with that for $(k-1, l-1)$, we see that $S^{m}(\mathfrak{u} \cap \mathfrak{p}) \cong\left(\sigma \cap S^{m}(\mathfrak{u} \cap \mathfrak{p})\right) \oplus\left(\tau \otimes S^{m-4}(\mathfrak{u} \cap \mathfrak{p})\right)$ for $m \geq 4$. The tensor product relation follows, and we are left with analyzing $\sigma$.

With $a$ and $b$ fixed, we now want to work with $\lambda=a e_{3}+b e_{4}$ and $\mu=$ $2 k e_{3}$, where $0 \leq k \leq[a / 2]$. Consider the possibilities for an expression $\nu=c e_{3}+d e_{4}$ that is to contribute a Littlewood-Richardson coefficient $c_{\mu \nu}^{\lambda}$; $v$ is at least to have $c \geq d \geq 0, c \leq a$, and $d \leq b$. The diagram that arises in the statement of Theorem 9.74 has two rows. The first row consists of $2 k$ 0 's followed by $a-2 k$ x's, and the second row has $b$ x's. The number of x's must match $c+d$, and thus $c+d=a+b-2 k$. The pattern of $v$ consists of
$c 1$ 's and $d 2$ 's, and only 1's can be used for the x's in the first row because of (a) and (c) in Theorem 9.74. Also the substitution of 1's and 2's for the x's in the second row must result in 1 's followed by 2 's because of (a) in that theorem. This fact already means that the diagram can be completed in at most one way, and we see as a result that $\sigma$ is multiplicity free. The count of 1's and 2's is that we must have $c-(a-2 k)$ 1's and $d 2$ 's in the second row. Condition (b) in the theorem says that no column in the completed diagram can have a 1 above a 1 ; this means that the number of 1 's in the second row, which is $c-(a-2 k)$, must be $\leq 2 k$. This condition simplifies to $c \leq a$ and is already satisfied. Finally condition (c) in the theorem says that the number of 2's in the appropriate listing, when all 2's have been listed, must not exceed the number of 1 's to that point, and this means that $d \leq a-2 k$. The complete list of constraints is therefore
$c+d=a+b-2 k, 0 \leq c \leq a, 0 \leq d \leq b, c \geq a-2 k, d \leq a-2 k$.
Define $c$ by $c=a+b-2 k-d$. The condition $c \geq a-2 k$ is equivalent with $d \leq b$, and $c \geq a-2 k$ forces $c \geq 0$. Thus the condition $0 \leq d \leq$ $\min (b, a-2 k)$ incorporates all the inequalities except $c \leq a$. From the definition of $c$, this is equivalent with $d \geq b-2 k$. The theorem follows.

Apart from Examples 3 and 4 in $\S 1$, what can be said in some generality? We give just one result of this kind. It allows the induced representation in Proposition 10.2 to be analyzed in stages using three compact symmetric spaces.

Proposition 10.28. Suppose that the grading of the complex semisimple $\mathfrak{g}$ is built from a maximal parabolic subalgebra, and suppose that $(h, e, f)$ is an $\mathfrak{s l}_{2}$ triple with $h \in \mathfrak{l}, e \in \mathfrak{g}^{1}$, and $f \in \mathfrak{g}^{-1}$ such that $\bar{h}=-h$ and $\bar{e}=f$, where bar is the conjugation of $\mathfrak{g}$ with respect to the real form $\mathfrak{g}_{0}$. Define $\mathbf{c}=\operatorname{Ad}\left(\exp \frac{1}{4} \pi i(e+f)\right)$. This is an element of Int $\mathfrak{g}$ of order dividing 8 . Then the set of $X \in \mathfrak{l}_{0}$ with $[X, e]=0$ equals the subalgebra of $\mathfrak{l}_{0}$ fixed by $\mathbf{c}$.

Sketch of proof. If $X \in \mathfrak{l}_{0}$ has $[X, e]=0$, then $[X, f]=[X, \bar{e}]=0$ and $\mathbf{c}(X)=X$. Conversely if $X$ is in $\mathfrak{l}$ and $\mathbf{c}(X)=X$, let $H$ be as in Lemma 10.15. The Lie algebra $\mathfrak{s}=\operatorname{span}\{H, h, e, f\}$ is reductive with center $\mathbb{C}\left(H-\frac{1}{2} h\right)$. Decompose $\mathfrak{g}$ into irreducibles $V_{i}$ under ad $\mathfrak{s}$, and write $X=\sum X_{i}$ accordingly. Then $\left[H, X_{i}\right]=0$ and $\mathbf{c}\left(X_{i}\right)=X_{i}$ for all $i$. Also $\operatorname{ad}\left(H-\frac{1}{2} h\right)$ is scalar on each $V_{i}$, and hence $X_{i}$ is a weight vector for ad $h$. An easy check shows that $\mathbf{c}$ cannot fix a nonzero weight vector in $V_{i}$ unless
$\operatorname{dim} V_{i}=1$; in this case, $\left[e, X_{i}\right]=0$. Summing on $i$ gives $[e, X]=0$. The result follows.

## 5. Problems

1. Let $G$ be $S O(n, \mathbb{C})$ with the nonzero scalar matrices adjoined. Prove that the standard $n$-dimensional representation of $G$ yields a prehomogeneous vector space for $G$.
2. Prove that the usual representation of $G L(2 n, \mathbb{C})$ on $\bigwedge^{2} \mathbb{C}^{2 n}$ makes $\bigwedge^{2} \mathbb{C}^{2 n}$ into a prehomogeneous vector space for $G L(2 n, \mathbb{C})$. Prove that the corresponding statement is false for $\bigwedge^{3} \mathbb{C}^{n}$ if $n$ is large enough.
3. Fix a complex semisimple group $G$. Prove that, up to isomorphism, there can be only finitely many representations of $G$ that yield prehomogeneous vector spaces.
4. Let $\mathfrak{g}$ be a complex reductive Lie algebra, and let $G=$ Int $\mathfrak{g}$. Starting from Corollary 10.13 , prove that, up to the adjoint action of $G$, there are only finitely many nilpotent elements in $\mathfrak{g}$.
5. Let the grading $\mathfrak{g}=\oplus_{k} \mathfrak{g}^{k}$ of the complex semisimple Lie algebra be associated to a maximal parabolic subalgebra, and suppose that $\mathfrak{g}^{1} \neq 0$. Prove that the representation of $\mathfrak{g}^{0}$ on $\mathfrak{g}^{1}$ is irreducible.
6. State and prove a converse result to Problem 5.

Problems 7-9 develop and apply a sufficient condition for recognizing the open orbit in a prehomogeneous vector space of parabolic type.
7. Let $\mathfrak{g}=\oplus_{k} \mathfrak{g}^{k}$ be a graded complex semisimple Lie algebra, let $G=\operatorname{Int} \mathfrak{g}$, and let $G^{0}$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{g}^{0}$. Suppose that $e \neq 0$ is in $\mathfrak{g}^{1}$, and suppose that $e$ can be included in an $\mathfrak{s l}_{2}$ triple $(h, e, f)$ such that $h$ is a multiple of the element $H$ given in Lemma 10.15. Prove that the $G^{0}$ orbit of $e$ is open in $\mathfrak{g}^{1}$.
8. For the group $S p(2,2)$, let the simple roots be as in (2.50), and take $e_{2}-e_{3}$ to be the only simple root that is noncompact. In the notation at the end of $\S 3, \mathfrak{u} \cap \mathfrak{p}$ is then spanned by root vectors $E_{\alpha}$ for $\alpha$ equal to $e_{1} \pm e_{3}, e_{1} \pm e_{4}$, $e_{2} \pm e_{3}$, and $e_{2} \pm e_{4}$. Prove for all nonzero constants $a$ and $b$ that the orbit under $L^{\mathbb{C}}$ of $e=a E_{e_{1}+e_{3}}+b E_{e_{2}-e_{3}}$ is open in $\mathfrak{u} \cap \mathfrak{p}$.
9. In the notation of Example 4 of $\S 1$ and the end of $\S 3$, the vector space $\mathfrak{u} \cap \mathfrak{p}$ was shown in $\S 1$ to be prehomogeneous for the subgroup $L^{\mathbb{C}}$ of $S O(2 m, 2 n)_{0}$ when $m \leq n$, but Vinberg's Theorem says that $\mathfrak{u} \cap \mathfrak{p}$ is prehomogeneous without this restriction. By mixing the definitions in Example 4 of $\S 1$ and in Problem 8 and by using Problem 7, obtain an explicit formula for an element $e$ in the open orbit under the weaker restriction $m \leq 2 n$.

## APPENDIX A

## Tensors, Filtrations, and Gradings


#### Abstract

If $E$ is a vector space, the tensor algebra $T(E)$ of $E$ is the direct sum over $n \geq 0$ of the $n$-fold tensor product of $E$ with itself. This is an associative algebra with a universal mapping property relative to any linear mapping of $E$ into an associative algebra $A$ with identity: the linear map extends to an algebra homomorphism of $T(E)$ into $A$ carrying 1 into 1 . Also any linear map of $E$ into $T(E)$ extends to a derivation of $T(E)$.

The symmetric algebra $S(E)$ is a quotient of $T(E)$ with the following universal mapping property: any linear mapping of $E$ into a commutative associative algebra $A$ with identity extends to an algebra homomorphism of $S(E)$ into $A$ carrying 1 into 1 . The symmetric algebra is commutative.

Similarly the exterior algebra $\bigwedge(E)$ is a quotient of $T(E)$ with this universal mapping property: any linear mapping $l$ of $E$ into an associative algebra $A$ with identity such that $l(v)^{2}=0$ for all $v \in E$ extends to an algebra homomorphism of $\Lambda(E)$ into $A$ carrying 1 into 1 .

The tensor algebra, the symmetric algebra, and the exterior algebra are all examples of graded associative algebras. A more general notion than a graded algebra is that of a filtered algebra. A filtered associative algebra has an associated graded algebra. The notions of gradings and filtrations make sense in the context of vector spaces, and a linear map between filtered vector spaces that respects the filtration induces an associated graded map between the associated graded vector spaces. If the associated graded map is an isomorphism, then the original map is an isomorphism.

A ring with identity is left Noetherian if its left ideals satisfy the ascending chain condition. If a filtered algebra is given and if the associated graded algebra is left Noetherian, then the filtered algebra itself is left Noetherian.


## 1. Tensor Algebra

Just as polynomial rings are often used in the construction of more general commutative rings, so tensor algebras are often used in the construction of more general rings that may not be commutative. In this section we construct the tensor algebra of a vector space as a direct sum of iterated tensor products of the vector space with itself, and we establish its properties. We shall proceed with care, in order to provide a complete proof of the associativity of the multiplication.

Fix a field $\mathbb{k}$. Let $E$ and $F$ be vector spaces over the field $\mathbb{k}$. A tensor product $V$ of $E$ and $F$ is a pair $(V, \iota)$ consisting of a vector space $V$ over $\mathbb{k}$ together with a bilinear map $\iota: E \times F \rightarrow V$, with the following universal mapping property: Whenever $b$ is a bilinear mapping of $E \times F$ into a vector space $U$ over $\mathbb{k}$, then there exists a unique linear mapping $B$ of $V$ into $U$ such that the diagram
(A.1)

commutes. We call $B$ the linear extension of $b$ to the tensor product.
It is well known that a tensor product of $E$ and $F$ exists and is unique up to canonical isomorphism, and we shall not repeat the proof. One feature of the proof is that it gives an explicit construction of a vector space that has the required property.

A tensor product of $E$ and $F$ is denoted $E \otimes_{\mathbb{k}} F$, and the associated bilinear map $\iota$ is written $(e, f) \mapsto e \otimes f$. The elements $e \otimes f$ generate $E \otimes_{\mathfrak{k}} F$, as a consequence of a second feature of the proof of existence of a tensor product.

There is a canonical isomorphism

$$
\begin{equation*}
E \otimes_{\mathfrak{k}} F \cong F \otimes_{\mathfrak{k}} E \tag{A.2}
\end{equation*}
$$

given by taking the linear extension of $(e, f) \mapsto f \otimes e$ as the map from left to right. The linear extension of $(f, e) \mapsto e \otimes f$ gives a two-sided inverse.

Another canonical isomorphism of interest is

$$
\begin{equation*}
E \otimes_{\mathfrak{k}} \mathbb{k} \cong E . \tag{A.3}
\end{equation*}
$$

Here the map from left to right is the linear extension of $(e, c) \mapsto c e$, while the map from right to left is $e \mapsto e \otimes 1$. In view of (A.2) we have $\mathbb{k} \otimes_{\mathfrak{k}} E \cong E$ also.

Tensor product distributes over direct sums, even infinite direct sums:

$$
\begin{equation*}
E \otimes_{\mathbb{k}}\left(\bigoplus_{\alpha} F_{\alpha}\right) \cong \bigoplus_{\alpha}\left(E \otimes_{\mathbb{k}} F_{\alpha}\right) . \tag{A.4}
\end{equation*}
$$

The map from left to right is the linear extension of the bilinear map $\left(e, \sum f_{\alpha}\right) \mapsto \sum\left(e \otimes f_{\alpha}\right)$. To define the inverse, we have only to define it
on each $E \otimes_{\mathrm{k}} F_{\alpha}$, where it is the linear extension of $\left(e, f_{\alpha}\right) \mapsto e \otimes\left(i_{\alpha}\left(f_{\alpha}\right)\right)$; here $i_{\alpha}: F_{\alpha} \rightarrow \bigoplus F_{\beta}$ is the injection corresponding to $\alpha$. It follows from (A.3) and (A.4) that if $\left\{x_{i}\right\}$ is a basis of $E$ and $\left\{y_{j}\right\}$ is a basis of $F$, then $\left\{x_{i} \otimes y_{j}\right\}$ is a basis of $E \otimes_{\mathbb{k}} F$. Consequently

$$
\begin{equation*}
\operatorname{dim}\left(E \otimes_{\mathbb{k}} F\right)=(\operatorname{dim} E)(\operatorname{dim} F) \tag{A.5}
\end{equation*}
$$

Let $\operatorname{Hom}_{\mathfrak{k}}(E, F)$ be the vector space of $\mathbb{k}$ linear maps from $E$ into $F$. One special case is $E=\mathbb{k}$, and we have

$$
\begin{equation*}
\operatorname{Hom}_{\mathfrak{k}}(\mathbb{k}, F) \cong F . \tag{A.6}
\end{equation*}
$$

The map from left to right sends $\varphi$ into $\varphi$ (1), while the map from right to left sends $f$ into $\varphi$ with $\varphi(c)=c f$. Another special case of interest occurs when $F=\mathbb{k}$. Then $\operatorname{Hom}(E, \mathbb{k})=E^{*}$ is just the vector space dual of $E$.

We can use $\otimes_{k}$ to construct new linear mappings. Let $E_{1}, F_{1}, E_{2}$ and $F_{2}$ be vector spaces, Suppose that $L_{1}$ is in $\operatorname{Hom}_{\mathfrak{k}}\left(E_{1}, F_{1}\right)$ and $L_{2}$ is in $\operatorname{Hom}_{\mathbb{k}}\left(E_{2}, F_{2}\right)$. Then we can define

$$
\begin{equation*}
L_{1} \otimes L_{2} \quad \text { in } \operatorname{Hom}_{\mathfrak{k}}\left(E_{1} \otimes_{\mathbb{k}} E_{2}, F_{1} \otimes_{\mathbb{k}} F_{2}\right) \tag{A.7}
\end{equation*}
$$

as follows: The map $\left(e_{1}, e_{2}\right) \mapsto L_{1}\left(e_{1}\right) \otimes L_{2}\left(e_{2}\right)$ is bilinear from $E_{1} \times E_{2}$ into $F_{1} \otimes_{\mathbb{k}} F_{2}$, and we let $L_{1} \otimes L_{2}$ be its linear extension to $E_{1} \otimes_{\mathbb{k}} E_{2}$. The uniqueness in the universal mapping property allows us to conclude that

$$
\begin{equation*}
\left(L_{1} \otimes L_{2}\right)\left(M_{1} \otimes M_{2}\right)=L_{1} M_{1} \otimes L_{2} M_{2} \tag{A.8}
\end{equation*}
$$

when the domains and ranges match in the obvious way.
Let $A, B$, and $C$ be vector spaces over $\mathbb{k}$. A triple tensor product $V=$ $A \otimes_{\mathfrak{k}} B \otimes_{\mathbb{k}} C$ is a vector space over $\mathbb{k}$ with a trilinear map $\iota: A \times B \times C \rightarrow V$ having the following universal mapping property: Whenever $t$ is a trilinear mapping of $A \times B \times C$ into a vector space $U$ over $\mathbb{k}$, then there exists a linear mapping $T$ of $V$ into $U$ such that the diagram

commutes. It is clear that there is at most one triple tensor product up to canonical isomorphism, and one can give an explicit construction just as for ordinary tensor products $E \otimes_{k} F$. We shall use triple tensor products to establish an associativity formula for ordinary tensor products.

## Proposition A. 10 .

(a) $\left(A \otimes_{\mathfrak{k}} B\right) \otimes_{\mathfrak{k}} C$ and $A \otimes_{\mathfrak{k}}\left(B \otimes_{\mathfrak{k}} C\right)$ are triple tensor products.
(b) There exists a unique isomorphism $\Phi$ from left to right in

$$
\begin{equation*}
\left(A \otimes_{\mathfrak{k}} B\right) \otimes_{\mathfrak{k}} C \cong A \otimes_{\mathfrak{k}}\left(B \otimes_{\mathfrak{k}} C\right) \tag{A.11}
\end{equation*}
$$

such that $\Phi((a \otimes b) \otimes c)=a \otimes(b \otimes c)$ for all $a \in A, b \in B$, and $c \in C$.
Proof.
(a) Consider $\left(A \otimes_{\mathfrak{k}} B\right) \otimes_{\mathfrak{k}} C$. Let $t: A \times B \times C \rightarrow U$ be trilinear. For $c \in C$, define $t_{c}: A \times B \rightarrow U$ by $t_{c}(a, b)=t(a, b, c)$. Then $t_{c}$ is bilinear and hence extends to a linear $T_{c}: A \otimes_{\mathfrak{k}} B \rightarrow U$. Since $t$ is trilinear, $t_{c_{1}+c_{2}}=t_{c_{1}}+t_{c_{2}}$ and $t_{x c}=x t_{c}$ for scalar $x$; thus uniqueness of the linear extension forces $T_{c_{1}+c_{2}}=T_{c_{1}}+T_{c_{2}}$ and $T_{x c}=x T_{c}$. Consequently

$$
t^{\prime}:\left(A \otimes_{\mathbb{k}} B\right) \times C \rightarrow U
$$

given by $t^{\prime}(d, c)=T_{c}(d)$ is bilinear and hence extends to a linear $T:\left(A \otimes_{k} B\right) \otimes_{\mathfrak{k}} C \rightarrow U$. This $T$ proves existence of the linear extension of the given $t$. Uniqueness is trivial, since the elements $(a \otimes b) \otimes c$ generate $\left(A \otimes_{\mathfrak{k}} B\right) \otimes_{\mathfrak{k}} C$. So $\left(A \otimes_{\mathfrak{k}} B\right) \otimes_{\mathfrak{k}} C$ is a triple tensor product. In a similar fashion, $A \otimes_{\mathfrak{k}}\left(B \otimes_{\mathfrak{k}} C\right)$ is a triple tensor product.
(b) In (A.9) take $V=\left(A \otimes_{k} B\right) \otimes_{\mathfrak{k}} C, U=A \otimes_{k}\left(B \otimes_{k} C\right)$, and $t(a, b, c)=a \otimes(b \otimes c)$. We have just seen in (a) that $V$ is a triple tensor product with $\iota(a, b, c)=(a \otimes b) \otimes c$. Thus there exists a linear $T: V \rightarrow U$ with $T \iota(a, b, c)=t(a, b, c)$. This equation means that $T((a \otimes b) \otimes c)=a \otimes(b \otimes c)$. Interchanging the roles of $\left(A \otimes_{\mathfrak{k}} B\right) \otimes_{\mathfrak{k}} C$ and $A \otimes_{\mathfrak{k}}\left(B \otimes_{\mathfrak{k}} C\right)$, we obtain a two-sided inverse for $T$. Thus $T$ will serve as $\Phi$ in (b), and existence is proved. Uniqueness is trivial, since the elements $(a \otimes b) \otimes c$ generate $\left(A \otimes_{\mathfrak{k}} B\right) \otimes_{\mathfrak{k}} C$.

When this proposition is used, it is often necessary to know that the isomorphism $\Phi$ is compatible with maps $A \rightarrow A^{\prime}, B \rightarrow B^{\prime}$, and $C \rightarrow C^{\prime}$. This property is called naturality in the variables $A, B$, and $C$, and we make it precise in the next proposition.

Proposition A.12. Let $A, B, C, A^{\prime}, B^{\prime}$, and $C^{\prime}$ be vector spaces over $\mathbb{k}$, and let $L_{A}: A \rightarrow A^{\prime}, L_{B}: B \rightarrow B^{\prime}$, and $L_{C}: C \rightarrow C^{\prime}$ be linear maps. Then the isomorphism $\Phi$ of Proposition A.10b is natural in the sense that
the diagram

$$
\begin{array}{ccc}
\left(A \otimes_{\mathbb{k}} B\right) \otimes_{\mathbb{k}} C & \xrightarrow{\Phi} & A \otimes_{\mathbb{k}}\left(B \otimes_{\mathbb{k}} C\right) \\
\left(L_{A} \otimes L_{B}\right) \otimes L_{C} \downarrow \\
& & \downarrow_{L_{A} \otimes\left(L_{k} \otimes L_{C}\right)} \\
\left(A^{\prime} \otimes_{\mathbb{k}} B^{\prime}\right) \otimes_{\mathbb{k}} C^{\prime} \xrightarrow{\Phi} & A^{\prime} \otimes_{\mathbb{k}}\left(B^{\prime} \otimes_{\mathbb{k}} C^{\prime}\right)
\end{array}
$$

commutes.
Proof. We have

$$
\begin{aligned}
\left(\left(L_{A} \otimes\left(L_{B} \otimes L_{C}\right)\right) \circ \Phi\right) & ((a \otimes b) \otimes c) \\
& =\left(L_{A} \otimes\left(L_{B} \otimes L_{C}\right)\right)(a \otimes(b \otimes c)) \\
& =L_{A} a \otimes\left(L_{B} \otimes L_{C}\right)(b \otimes c) \\
& =\Phi\left(\left(L_{A} a \otimes L_{B} b\right) \otimes L_{C} c\right) \\
& =\Phi\left(\left(L_{A} \otimes L_{B}\right)(a \otimes b) \otimes L_{C} c\right) \\
& =\left(\Phi \circ\left(\left(L_{A} \otimes L_{B}\right) \otimes L_{C}\right)\right)((a \otimes b) \otimes c),
\end{aligned}
$$

and the proposition follows.
There is no difficulty in generalizing matters to $n$-fold tensor products by induction. An $n$-fold tensor product is to be universal for $n$-multilinear maps. It is clearly unique up to canonical isomorphism. A direct construction is possible. Another such tensor product is the ( $n-1$ )-fold tensor product of the first $n-1$ spaces, tensored with the $n^{\text {th }}$ space. Proposition A. 10b allows us to regroup parentheses (inductively) in any fashion we choose, and iterated application of Proposition A. 12 shows that we get a well defined notion of the tensor product of $n$ linear maps.

Fix a vector space $E$ over $\mathbb{k}$, and let $T^{n}(E)$ be the $n$-fold tensor product of $E$ with itself. In the case $n=0$, we let $T^{0}(E)$ be the field $\mathbb{k}$. Define, initially as a vector space, $T(E)$ to be the direct sum

$$
\begin{equation*}
T(E)=\bigoplus_{n=0}^{\infty} T^{n}(E) \tag{A.13}
\end{equation*}
$$

The elements that lie in one or another $T^{n}(E)$ are called homogeneous. We define a bilinear multiplication on homogeneous elements

$$
T^{m}(E) \times T^{n}(E) \rightarrow T^{m+n}(E)
$$

to be the restriction of the above canonical isomorphism

$$
T^{m}(E) \otimes_{\mathrm{k}} T^{n}(E) \rightarrow T^{m+n}(E) .
$$

This multiplication is associative because the restriction of the isomorphism

$$
T^{l}(E) \otimes_{\mathbb{k}}\left(T^{m}(E) \otimes_{\mathfrak{k}} T^{n}(E)\right) \rightarrow\left(T^{l}(E) \otimes_{\mathfrak{k}} T^{m}(E)\right) \otimes_{\mathbb{k}} T^{n}(E)
$$

to $T^{l}(E) \times\left(T^{m}(E) \times T^{n}(E)\right)$ factors through the map

$$
T^{l}(E) \times\left(T^{m}(E) \times T^{n}(E)\right) \rightarrow\left(T^{l}(E) \times T^{m}(E)\right) \times T^{n}(E)
$$

given by $(r,(s, t)) \mapsto((r, s), t)$. Thus $T(E)$ becomes an associative algebra with identity and is known as the tensor algebra of $E$. The algebra $T(E)$ has the universal mapping properties given in the following two propositions.

Proposition A.14. $T(E)$ has the following universal mapping property: Let $\iota$ be the map that embeds $E$ as $T^{1}(E) \subseteq T(E)$. If $l: E \rightarrow A$ is any linear map of $E$ into an associative algebra with identity, then there exists a unique associative algebra homomorphism $L: T(E) \rightarrow A$ with $L(1)=1$ such that the diagram

commutes.
Proof. Uniqueness is clear, since $E$ and 1 generate $T(E)$ as an algebra. For existence we define $L^{(n)}$ on $T^{n}(E)$ to be the linear extension of the $n$-multilinear map

$$
\left(v_{1}, v_{2}, \ldots, v_{n}\right) \mapsto l\left(v_{1}\right) l\left(v_{2}\right) \cdots l\left(v_{n}\right),
$$

and we let $L=\bigoplus L^{(n)}$ in obvious notation. Let $u_{1} \otimes \cdots \otimes u_{m}$ be in $T^{m}(E)$ and $v_{1} \otimes \cdots \otimes v_{n}$ be in $T^{n}(E)$. Then we have

$$
\begin{aligned}
L^{(m)}\left(u_{1} \otimes \cdots \otimes u_{m}\right) & =l\left(u_{1}\right) \cdots l\left(u_{m}\right) \\
L^{(n)}\left(v_{1} \otimes \cdots \otimes v_{n}\right) & =l\left(v_{1}\right) \cdots l\left(v_{n}\right) \\
L^{(m+n)}\left(u_{1} \otimes \cdots \otimes u_{m} \otimes v_{1} \otimes \cdots \otimes v_{n}\right) & =l\left(u_{1}\right) \cdots l\left(u_{m}\right) l\left(v_{1}\right) \cdots l\left(v_{n}\right) .
\end{aligned}
$$

Hence
$L^{(m)}\left(u_{1} \otimes \cdots \otimes u_{m}\right) L^{(n)}\left(v_{1} \otimes \cdots \otimes v_{n}\right)=L^{(m+n)}\left(u_{1} \otimes \cdots \otimes u_{m} \otimes v_{1} \otimes \cdots \otimes v_{n}\right)$.
Taking linear combinations, we see that $L$ is a homomorphism.

A derivation $D: A \rightarrow A$ of an associative algebra with identity is a linear mapping such that $D(u v)=(D u) v+u(D v)$ for all $u$ and $v$ in $A$. A derivation automatically satisfies $D(1)=0$.

Proposition A.16. $T(E)$ has the following universal mapping property: Let $\iota$ be the map that embeds $E$ as $T^{1}(E) \subseteq T(E)$. If $d: E \rightarrow T(E)$ is any linear map of $E$ into $T(E)$, then there exists a unique derivation $D: T(E) \rightarrow T(E)$ such that the diagram

commutes.
Proof. Uniqueness is clear, since $E$ and 1 generate $T(E)$ as an algebra. For existence we define $D^{(n)}$ on $T^{n}(E)$ to be the linear extension of the $n$-multilinear map
$\left(v_{1}, v_{2}, \ldots, v_{n}\right) \mapsto$
$\left(d v_{1}\right) \otimes v_{2} \otimes \cdots \otimes v_{n}+v_{1} \otimes\left(d v_{2}\right) \otimes v_{3} \otimes \cdots \otimes v_{n}+v_{1} \otimes \cdots \otimes v_{n-1} \otimes\left(d v_{n}\right)$,
and we let $D=\bigoplus D^{(n)}$ in obvious notation. Then we argue in the same way as in the proof of Proposition A. 14 that $D$ is the required derivation of $T(E)$.

## 2. Symmetric Algebra

We continue to allow $\mathbb{k}$ to be an arbitrary field. Let $E$ be a vector space over $\mathbb{k}$, and let $T(E)$ be the tensor algebra. We begin by defining the symmetric algebra $S(E)$. The elements of $S(E)$ are to be all the symmetric tensors, and so we want to force $u \otimes v=v \otimes u$. Thus we define the symmetric algebra by

$$
\begin{equation*}
S(E)=T(E) / I, \tag{A.18a}
\end{equation*}
$$

where

$$
I=\left(\begin{array}{l}
\text { two-sided ideal generated by all }  \tag{A.18b}\\
u \otimes v-v \otimes u \text { with } u \text { and } v \\
\text { in } T^{1}(E)
\end{array}\right) .
$$

Then $S(E)$ is an associative algebra with identity.
Since the generators of $I$ are homogeneous elements (all in $T^{2}(E)$ ), it is clear that the ideal $I$ satisfies

$$
I=\bigoplus_{n=0}^{\infty}\left(I \cap T^{n}(E)\right)
$$

An ideal with this property is said to be homogeneous. Since $I$ is homogeneous,

$$
S(E)=\bigoplus_{n=0}^{\infty} T^{n}(E) /\left(I \cap T^{n}(E)\right) .
$$

We write $S^{n}(E)$ for the $n^{\text {th }}$ summand on the right side, so that

$$
\begin{equation*}
S(E)=\bigoplus_{n=0}^{\infty} S^{n}(E) . \tag{A.19}
\end{equation*}
$$

Since $I \cap T^{1}(E)=0$, the map of $E$ into first-order elements $S^{1}(E)$ is one-one onto. The product operation in $S(E)$ is written without a product sign, the image in $S^{n}(E)$ of $v_{1} \otimes \cdots \otimes v_{n}$ in $T^{n}(E)$ being denoted $v_{1} \cdots v_{n}$. If $a$ is in $S^{m}(E)$ and $b$ is in $S^{n}(E)$, then $a b$ is in $S^{m+n}(E)$. Moreover $S^{n}(E)$ is generated by elements $v_{1} \cdots v_{n}$ with all $v_{j}$ in $S^{1}(E) \cong E$, since $T^{n}(E)$ is generated by corresponding elements $v_{1} \otimes \cdots \otimes v_{n}$. The defining relations for $S(E)$ make $v_{i} v_{j}=v_{j} v_{i}$ for $v_{i}$ and $v_{j}$ in $S^{1}(E)$, and it follows that $S(E)$ is commutative.

## Proposition A. 20.

(a) $S^{n}(E)$ has the following universal mapping property: Let $\iota$ be the map $\iota\left(v_{1}, \ldots, v_{n}\right)=v_{1} \cdots v_{n}$ of $E \times \cdots \times E$ into $S^{n}(E)$. If $l$ is any symmetric $n$-multilinear map of $E \times \cdots \times E$ into a vector space $U$, then there exists a unique linear map $L: S^{n}(E) \rightarrow U$ such that the diagram

commutes.
(b) $S(E)$ has the following universal mapping property: Let $\iota$ be the map that embeds $E$ as $S^{1}(E) \subseteq S(E)$. If $l$ is any linear map of $E$ into a
commutative associative algebra $A$ with identity, then there exists a unique algebra homomorphism $L: S(E) \rightarrow A$ with $L(1)=1$ such that the diagram

commutes.
Proof. In both cases uniqueness is trivial. For existence we use the universal mapping properties of $T^{n}(E)$ and $T(E)$ to produce $\widetilde{L}$ on $T^{n}(E)$ or $T(E)$. If we can show that $\widetilde{L}$ annihilates the appropriate subspace so as to descend to $S^{n}(E)$ or $S(E)$, then the resulting map can be taken as $L$, and we are done. For (a) we have $\widetilde{L}: T^{n}(E) \rightarrow U$, and we are to show that $\tilde{L}\left(T^{n}(E) \cap I\right)=0$, where $I$ is generated by all $u \otimes v-v \otimes u$ with $u$ and $v$ in $T^{1}(E)$. A member of $T^{n}(E) \cap I$ is thus of the form $\sum a_{i} \otimes\left(u_{i} \otimes v_{i}-v_{i} \otimes u_{i}\right) \otimes b_{i}$ with each term in $T^{n}(E)$. Each term here is a sum of pure tensors
(A.21)
$x_{1} \otimes \cdots \otimes x_{r} \otimes u_{i} \otimes v_{i} \otimes y_{1} \otimes \cdots \otimes y_{s}-x_{1} \otimes \cdots \otimes x_{r} \otimes v_{i} \otimes u_{i} \otimes y_{1} \otimes \cdots \otimes y_{s}$
with $r+2+s=n$. Since $l$ by assumption takes equal values on

$$
x_{1} \times \cdots \times x_{r} \times u_{i} \times v_{i} \times y_{1} \times \cdots \times y_{s}
$$

and

$$
x_{1} \times \cdots \times x_{r} \times v_{i} \times u_{i} \times y_{1} \times \cdots \times y_{s},
$$

$\widetilde{L}$ vanishes on (A.21), and it follows that $\widetilde{L}\left(T^{n}(E) \cap I\right)=0$.
For (b) we are to show that $\widetilde{L}: T(E) \rightarrow A$ vanishes on $I$. Since $\operatorname{ker} \widetilde{L}$ is an ideal, it is enough to check that $\widetilde{L}$ vanishes on the generators of $I$. But $\widetilde{L}(u \otimes v-v \otimes u)=l(u) l(v)-l(v) l(u)=0$ by the commutativity of $A$, and thus $L(I)=0$.

Corollary A.22. If $E$ and $F$ are vector spaces over $\mathbb{k}$, then the vector space $\operatorname{Hom}_{k}\left(S^{n}(E), F\right)$ is canonically isomorphic (via restriction to pure tensors) to the vector space of $F$ valued symmetric $n$-multilinear functions on $E \times \cdots \times E$.

Proof. Restriction is linear and one-one. It is onto by Proposition A.20a.

Next we shall identify a basis for $S^{n}(E)$ as a vector space. The union of such bases as $n$ varies will then be a basis of $S(E)$. Let $\left\{u_{i}\right\}_{i \in A}$ be a basis of $E$. A simple ordering on the index set $A$ is a partial ordering in which every pair of elements is comparable.

Proposition A.23. Let $E$ be a vector space over $\mathbb{k}$, let $\left\{u_{i}\right\}_{i \in A}$ be a basis of $E$, and suppose that a simple ordering has been imposed on the index set $A$. Then the set of all monomials $u_{i_{1}}^{j_{1}} \cdots u_{i_{k}}^{j_{k}}$ with $i_{1}<\cdots<i_{k}$ and $\sum_{m} j_{m}=n$ is a basis of $S^{n}(E)$.

REMARK. In particular if $E$ is finite dimensional with ordered basis $u_{1}, \ldots, u_{N}$, then the monomials $u_{1}^{j_{1}} \cdots u_{N}^{j_{N}}$ of total degree $n$ form a basis of $S^{n}(E)$.

Proof. Since $S(E)$ is commutative and since monomials span $T^{n}(E)$, the indicated set spans $S^{n}(E)$. Let us see independence. The map $\sum c_{i} u_{i} \mapsto \sum c_{i} X_{i}$ of $E$ into the polynomial algebra $\mathbb{k}\left[\left\{X_{i}\right\}_{i \in A}\right]$ is linear into a commutative algebra with identity. Its extension via Proposition A.20b maps our spanning set for $S^{n}(E)$ to distinct monomials in $\mathbb{k}\left[\left\{X_{i}\right\}_{i \in A}\right]$, which are necessarily linearly independent. Hence our spanning set is a basis.

The proof of Proposition A. 23 may suggest that $S(E)$ is just polynomials in disguise, but this suggestion is misleading, even if $E$ is finite dimensional. The isomorphism with $\mathbb{k}\left[\left\{X_{i}\right\}_{i \in A}\right]$ in the proof depended on choosing a basis of $E$. The canonical isomorphism is between $S\left(E^{*}\right)$ and polynomials on $E$. Part (b) of the corollary below goes in the direction of establishing such an isomorphism.

Corollary A.24. Let $E$ be a finite-dimensional vector space over $\mathbb{k}$ of dimension $N$. Then
(a) $\operatorname{dim} S^{n}(E)=\binom{n+N-1}{N-1}$ for $0 \leq n<\infty$,
(b) $S^{n}\left(E^{*}\right)$ is canonically isomorphic to $S^{n}(E)^{*}$ by

$$
\left(f_{1} \cdots f_{n}\right)\left(w_{1}, \ldots, w_{n}\right)=\sum_{\tau \in \mathfrak{S}_{n}} \prod_{j=1}^{n} f_{j}\left(w_{\tau(j))}\right),
$$

where $\mathfrak{S}_{n}$ is the symmetric group on $n$ letters.
Proof.
(a) A basis has been described in Proposition A.23. To see its cardinality, we recognize that picking out $N-1$ objects from $n+N-1$ to label as
dividers is a way of assigning exponents to the $u_{j}$ 's in an ordered basis; thus the cardinality of the indicated basis is $\binom{n+N-1}{N-1}$.
(b) Let $f_{1}, \ldots, f_{n}$ be in $E^{*}$, and define

$$
l_{f_{1}, \ldots, f_{n}}\left(w_{1}, \ldots, w_{n}\right)=\sum_{\tau \in \mathfrak{S}_{n}} \prod_{j=1}^{n} f_{j}\left(w_{\tau(j))}\right) .
$$

Then $l_{f_{1}, \ldots, f_{n}}$ is symmetric $n$-multilinear from $E \times \cdots \times E$ into $\mathbb{k}$ and extends by Proposition A.20a to a linear $L_{f_{1}, \ldots, f_{n}}: S^{n}(E) \rightarrow \mathbb{k}$. Thus $l\left(f_{1}, \ldots, f_{n}\right)=L_{f_{1}, \ldots, f_{n}}$ defines a symmetric $n$-multilinear map of $E^{*} \times \cdots \times E^{*}$ into $S^{n}\left(E^{*}\right)$. Its linear extension $L$ maps $S^{n}\left(E^{*}\right)$ into $S^{n}(E)^{*}$.

To complete the proof, we shall show that $L$ carries basis to basis. Let $u_{1}, \ldots, u_{N}$ be an ordered basis of $E$, and let $u_{1}^{*}, \ldots, u_{N}^{*}$ be the dual basis. Part (a) shows that the elements $\left(u_{1}^{*}\right)^{j_{1}} \cdots\left(u_{N}^{*}\right)^{j_{N}}$ with $\sum_{m} j_{m}=n$ form a basis of $S^{n}\left(E^{*}\right)$ and that the elements $\left(u_{1}\right)^{k_{1}} \cdots\left(u_{N}\right)^{k_{N}}$ with $\sum_{m} k_{m}=n$ form a basis of $S^{n}(E)$. We show that $L$ of the basis of $S^{n}\left(E^{*}\right)$ is the dual basis of the basis of $S^{n}(E)$, except for nonzero scalar factors. Thus let $f_{1}, \ldots, f_{j_{1}}$ all be $u_{1}^{*}$, let $f_{j_{1}+1}, \ldots, f_{j_{1}+j_{2}}$ all be $u_{2}^{*}$, and so on. Similarly let $w_{1}, \ldots, w_{k_{1}}$ all be $u_{1}$, let $w_{k_{1}+1}, \ldots, w_{k_{1}+k_{2}}$ all be $u_{2}$, and so on. Then

$$
\begin{aligned}
L\left(\left(u_{1}^{*}\right)^{j_{1}} \cdots\left(u_{N}^{*}\right)^{j_{N}}\right)\left(\left(u_{1}\right)^{k_{1}} \cdots\left(u_{N}\right)^{k_{N}}\right) & =L\left(f_{1} \cdots f_{n}\right)\left(w_{1} \cdots w_{n}\right) \\
& =l\left(f_{1}, \ldots, f_{n}\right)\left(w_{1} \cdots w_{n}\right) \\
& =\sum_{\tau \in \mathfrak{S}_{n}} \prod_{i=1}^{n} f_{i}\left(w_{\tau(i))}\right) .
\end{aligned}
$$

For given $\tau$, the product on the right side is 0 unless, for each index $i$, an inequality $j_{m-1}+1 \leq i \leq j_{m}$ implies that $k_{m-1}+1 \leq \tau(i) \leq k_{m}$. In this case the product is 1 ; so the right side counts the number of such $\tau$ 's. For given $\tau$, getting product nonzero forces $k_{m}=j_{m}$ for all $m$. And when $k_{m}=j_{m}$ for all $m$, the choice $\tau=1$ does lead to product 1 . Hence the members of $L$ of the basis are nonzero multiples of the members of the dual basis, as asserted.

Now let us suppose that $\mathbb{k}$ has characteristic 0 . We define an $n$-multilinear function from $E \times \cdots \times E$ into $T^{n}(E)$ by

$$
\left(v_{1}, \ldots, v_{n}\right) \mapsto \frac{1}{n!} \sum_{\tau \in \mathfrak{S}_{n}} v_{\tau(1)} \otimes \cdots \otimes v_{\tau(n)},
$$

and let $\sigma: T^{n}(E) \rightarrow T^{n}(E)$ be its linear extension. We call $\sigma$ the symmetrizer operator. The image of $\sigma$ is denoted $\widetilde{S}^{n}(E)$, and the members of this subspace are called symmetrized tensors.

Corollary A.25. Let $\mathbb{k}$ have characteristic 0 , and let $E$ be a vector space over $\mathbb{k}$. Then the symmetrizer operator $\sigma$ satisfies $\sigma^{2}=\sigma$. The kernel of $\sigma$ is exactly $T^{n}(E) \cap I$, and therefore

$$
T^{n}(E)=\widetilde{S}^{n}(E) \oplus\left(T^{n}(E) \cap I\right)
$$

REMARK. In view of this corollary, the quotient map $T^{n}(E) \rightarrow S^{n}(E)$ carries $\widetilde{S}^{n}(E)$ one-one onto $S^{n}(E)$. Thus $\widetilde{S}^{n}(E)$ can be viewed as a copy of $S^{n}(E)$ embedded as a direct summand of $T^{n}(E)$.

Proof. We have

$$
\begin{aligned}
\sigma^{2}\left(v_{1} \otimes \cdots \otimes v_{n}\right) & =\frac{1}{(n!)^{2}} \sum_{\rho, \tau \in \mathfrak{S}_{n}} v_{\rho \tau(1)} \otimes \cdots \otimes v_{\rho \tau(n)} \\
& =\frac{1}{(n!)^{2}} \sum_{\rho \in \mathfrak{S}_{n}} \sum_{\substack{\omega \in \mathfrak{S}_{n},(\omega \rho \rho \tau)}} v_{\omega(1)} \otimes \cdots \otimes v_{\omega(n)} \\
& =\frac{1}{n!} \sum_{\rho \in \mathfrak{S}_{n}} \sigma\left(v_{1} \otimes \cdots \otimes v_{n}\right) \\
& =\sigma\left(v_{1} \otimes \cdots \otimes v_{n}\right) .
\end{aligned}
$$

Hence $\sigma^{2}=\sigma$. Consequently $T^{n}(E)$ is the direct sum of image $\sigma$ and $\operatorname{ker} \sigma$. We thus are left with identifying $\operatorname{ker} \sigma$ as $T^{n}(E) \cap I$.

The subspace $T^{n}(E) \cap I$ is spanned by elements
$x_{1} \otimes \cdots \otimes x_{r} \otimes u \otimes v \otimes y_{1} \otimes \cdots \otimes y_{s}-x_{1} \otimes \cdots \otimes x_{r} \otimes v \otimes u \otimes y_{1} \otimes \cdots \otimes y_{s}$
with $r+2+s=n$, and it is clear that $\sigma$ vanishes on such elements. Hence $T^{n}(E) \cap I \subseteq \operatorname{ker} \sigma$. Suppose that the inclusion is strict, say with $t$ in $\operatorname{ker} \sigma$ but $t$ not in $T^{n}(E) \cap I$. Let $q$ be the quotient map $T^{n}(E) \rightarrow S^{n}(E)$. The kernel of $q$ is $T^{n}(E) \cap I$, and thus $q(t) \neq 0$. From Proposition A. 23 it is clear that $q$ carries $\widetilde{S}^{n}(E)=$ image $\sigma$ onto $S^{n}(E)$. Thus choose $t^{\prime} \in \widetilde{S}^{n}(E)$ with $q\left(t^{\prime}\right)=q(t)$. Then $t^{\prime}-t$ is in $\operatorname{ker} q=T^{n}(E) \cap I \subseteq \operatorname{ker} \sigma$. Since $\sigma(t)=0$, we see that $\sigma\left(t^{\prime}\right)=0$. Consequently $t^{\prime}$ is in $\operatorname{ker} \sigma \cap$ image $\sigma=0$, and we obtain $t^{\prime}=0$ and $q(t)=q\left(t^{\prime}\right)=0$, contradiction.

## 3. Exterior Algebra

We turn to a discussion of the exterior algebra. Let $\mathbb{k}$ be an arbitrary field, and let $E$ be a vector space over $\mathbb{k}$. The construction, results, and proofs for the exterior algebra $\bigwedge(E)$ are similar to those for the symmetric algebra $S(E)$. The elements of $\bigwedge(E)$ are to be all the alternating tensors ( $=$ skew-symmetric if $\mathbb{k}$ has characteristic $\neq 2$ ), and so we want to force $v \otimes v=0$. Thus we define the exterior algebra by

$$
\begin{equation*}
\bigwedge(E)=T(E) / I^{\prime} \tag{A.26a}
\end{equation*}
$$

where

$$
\begin{equation*}
I^{\prime}=\binom{\text { two-sided ideal generated by all }}{v \otimes v \text { with } v \text { in } T^{1}(E)} . \tag{A.26b}
\end{equation*}
$$

Then $\bigwedge(E)$ is an associative algebra with identity.
It is clear that $I^{\prime}$ is homogeneous: $I^{\prime}=\bigoplus_{n=0}^{\infty}\left(I^{\prime} \cap T^{n}(E)\right)$. Thus we can write

$$
\bigwedge(E)=\bigoplus_{n=0}^{\infty} T^{n}(E) /\left(I^{\prime} \cap T^{n}(E)\right) .
$$

We write $\bigwedge^{n}(E)$ for the $n^{\text {th }}$ summand on the right side, so that

$$
\begin{equation*}
\bigwedge(E)=\bigoplus_{n=0}^{\infty} \bigwedge^{n}(E) \tag{A.27}
\end{equation*}
$$

Since $I^{\prime} \cap T^{1}(E)=0$, the map of $E$ into first-order elements $\bigwedge^{1}(E)$ is one-one onto. The product operation in $\bigwedge(E)$ is denoted $\wedge$ rather than $\otimes$, the image in $\bigwedge^{n}(E)$ of $v_{1} \otimes \cdots v_{n}$ in $T^{n}(E)$ being denoted $v_{1} \wedge \cdots \wedge v_{n}$. If $a$ is in $\bigwedge^{m}(E)$ and $b$ is in $\bigwedge^{n}(E)$, then $a \wedge b$ is in $\bigwedge^{m+n}(E)$. Moreover $\bigwedge^{n}(E)$ is generated by elements $v_{1} \wedge \cdots \wedge v_{n}$ with all $v_{j}$ in $\bigwedge^{1}(E) \cong E$, since $T^{n}(E)$ is generated by corresponding elements $v_{1} \otimes \cdots \otimes v_{n}$. The defining relations for $\bigwedge(E)$ make $v_{i} \wedge v_{j}=-v_{j} \wedge v_{i}$ for $v_{i}$ and $v_{j}$ in $\bigwedge^{1}(E)$, and it follows that

$$
\begin{equation*}
a \wedge b=(-1)^{m n} b \wedge a \quad \text { if } a \in \bigwedge^{m}(E) \text { and } b \in \bigwedge^{n}(E) . \tag{A.28}
\end{equation*}
$$

## Proposition A.29.

(a) $\bigwedge^{n}(E)$ has the following universal mapping property: Let $\iota$ be the $\operatorname{map} \iota\left(v_{1}, \ldots, v_{n}\right)=v_{1} \wedge \cdots \wedge v_{n}$ of $E \times \cdots \times E$ into $\bigwedge^{n}(E)$. If $l$ is any alternating $n$-multilinear map of $E \times \cdots \times E$ into a vector space $U$, then there exists a unique linear map $L: \bigwedge^{n}(E) \rightarrow U$ such that the diagram

commutes.
(b) $\bigwedge(E)$ has the following universal mapping property: Let $\iota$ be the map that embeds $E$ as $\bigwedge^{1}(E) \subseteq \bigwedge(E)$. If $l$ is any linear map of $E$ into an associative algebra $A$ with identity such that $l(v)^{2}=0$ for all $v \in E$, then there exists a unique algebra homomorphism $L: \bigwedge(E) \rightarrow A$ with $L(1)=1$ such that the diagram

commutes.
PROOF. The proof is completely analogous to the proof of Proposition A. 20 .

Corollary A.30. If $E$ and $F$ are vector spaces over $\mathbb{k}$, then the vector space $\operatorname{Hom}_{\mathbb{k}}\left(\bigwedge^{n}(E), F\right)$ is canonically isomorphic (via restriction to pure tensors) to the vector space of $F$ valued alternating $n$-multilinear functions on $E \times \cdots \times E$.

Proof. Restriction is linear and one-one. It is onto by Proposition A.29a.

Next we shall identify a basis for $\bigwedge^{n}(E)$ as a vector space. The union of such bases as $n$ varies will then be a basis of $\bigwedge(E)$.

Proposition A.31. Let $E$ be a vector space over $\mathbb{k}$, let $\left\{u_{i}\right\}_{i \in A}$ be a basis of $E$, and suppose that a simple ordering has been imposed on the index set $A$. Then the set of all monomials $u_{i_{1}} \wedge \cdots \wedge u_{i_{n}}$ with $i_{1}<\cdots<i_{n}$ is a basis of $\bigwedge^{n}(E)$.

Proof. Since multiplication in $\bigwedge(E)$ satisfies (A.28) and since monomials span $T^{n}(E)$, the indicated set spans $\bigwedge^{n}(E)$. Let us see independence.

For $i \in A$, let $u_{i}^{*}$ be the member of $E^{*}$ with $u_{i}^{*}\left(u_{j}\right)$ equal to 1 for $j=i$ and equal to 0 for $j \neq i$. Fix $r_{1}<\cdots<r_{n}$, and define

$$
l\left(w_{1}, \ldots, w_{n}\right)=\operatorname{det}\left\{u_{r_{i}}^{*}\left(w_{j}\right)\right\} \quad \text { for } w_{1}, \ldots, w_{n} \text { in } E
$$

Then $l$ is alternating $n$-multilinear from $E \times \cdots \times E$ into $\mathbb{k}$ and extends by Proposition A.29a to $L: \bigwedge^{n}(E) \rightarrow \mathbb{k}$. If $k_{1}<\cdots<k_{n}$, then

$$
L\left(u_{k_{1}} \wedge \cdots \wedge u_{k_{n}}\right)=l\left(u_{k_{1}}, \ldots, u_{k_{n}}\right)=\operatorname{det}\left\{u_{r_{i}}^{*}\left(u_{k_{j}}\right)\right\},
$$

and the right side is 0 unless $r_{1}=k_{1}, \ldots, r_{n}=k_{n}$, in which case it is 1 . This proves that the $u_{r_{1}} \wedge \cdots \wedge u_{r_{n}}$ are linearly independent in $\bigwedge^{n}(E)$.

Corollary A.32. Let $E$ be a finite-dimensional vector space over $\mathbb{k}$ of dimension $N$. Then
(a) $\operatorname{dim} \bigwedge^{n}(E)=\binom{N}{n}$ for $0 \leq n \leq N$ and $=0$ for $n>N$,
(b) $\bigwedge^{n}\left(E^{*}\right)$ is canonically isomorphic to $\bigwedge^{n}(E)^{*}$ by

$$
\left(f_{1} \wedge \cdots \wedge f_{n}\right)\left(w_{1}, \ldots, w_{n}\right)=\operatorname{det}\left\{f_{i}\left(w_{j}\right)\right\} .
$$

Proof. Part (a) is an immediate consequence of Proposition A.31, and (b) is proved in the same way as Corollary A.24b, using Proposition A.29a as a tool.

Now let us suppose that $\mathbb{k}$ has characteristic 0 . We define an $n$-multilinear function from $E \times \cdots \times E$ into $T^{n}(E)$ by

$$
\left(v_{1}, \ldots, v_{n}\right) \mapsto \frac{1}{n!} \sum_{\tau \in \mathfrak{F}_{n}}(\operatorname{sgn} \tau) v_{\tau(1)} \otimes \cdots \otimes v_{\tau(n)}
$$

and let $\sigma^{\prime}: T^{n}(E) \rightarrow T^{n}(E)$ be its linear extension. We call $\sigma^{\prime}$ the antisymmetrizer operator. The image of $\sigma^{\prime}$ is denoted $\widetilde{\bigwedge}^{n}(E)$, and the members of this subspace are called antisymmetrized tensors.

Corollary A.33. Let $\mathbb{k}$ have characteristic 0 , and let $E$ be a vector space over $\mathbb{k}$. Then the antisymmetrizer operator $\sigma^{\prime}$ satisfies $\sigma^{\prime 2}=\sigma^{\prime}$. The kernel of $\sigma^{\prime}$ is exactly $T^{n}(E) \cap I^{\prime}$, and therefore

$$
T^{n}(E)=\widetilde{\bigwedge}^{n}(E) \oplus\left(T^{n}(E) \cap I^{\prime}\right)
$$

REMARK. In view of this corollary, the quotient map $T^{n}(E) \rightarrow \bigwedge^{n}(E)$ carries $\widetilde{\bigwedge}^{n}(E)$ one-one onto $\bigwedge^{n}(E)$. Thus $\widetilde{\Lambda}^{n}(E)$ can be viewed as a copy of $\bigwedge^{n}(E)$ embedded as a direct summand of $T^{n}(E)$.

Proof. We have

$$
\begin{aligned}
\sigma^{\prime 2}\left(v_{1} \otimes \cdots \otimes v_{n}\right) & =\frac{1}{(n!)^{2}} \sum_{\rho, \tau \in \mathfrak{S}_{n}}(\operatorname{sgn} \rho \tau) v_{\rho \tau(1)} \otimes \cdots \otimes v_{\rho \tau(n)} \\
& =\frac{1}{(n!)^{2}} \sum_{\rho \in \mathfrak{S}_{n}} \sum_{\substack{\omega \in \mathfrak{S}_{n},(\omega=\rho \tau)}}(\operatorname{sgn} \omega) v_{\omega(1)} \otimes \cdots \otimes v_{\omega(n)} \\
& =\frac{1}{n!} \sum_{\rho \in \mathfrak{S}_{n}} \sigma^{\prime}\left(v_{1} \otimes \cdots \otimes v_{n}\right) \\
& =\sigma^{\prime}\left(v_{1} \otimes \cdots \otimes v_{n}\right)
\end{aligned}
$$

Hence $\sigma^{\prime 2}=\sigma^{\prime}$. Consequently $T^{n}(E)$ is the direct sum of image $\sigma^{\prime}$ and $\operatorname{ker} \sigma^{\prime}$. We thus are left with identifying $\operatorname{ker} \sigma^{\prime}$ as $T^{n}(E) \cap I^{\prime}$.

The subspace $T^{n}(E) \cap I^{\prime}$ is spanned by elements

$$
x_{1} \otimes \cdots \otimes x_{r} \otimes v \otimes v \otimes y_{1} \otimes \cdots \otimes y_{s}
$$

with $r+2+s=n$, and it is clear that $\sigma^{\prime}$ vanishes on such elements. Hence $T^{n}(E) \cap I^{\prime} \subseteq \operatorname{ker} \sigma^{\prime}$. Suppose that the inclusion is strict, say with $t$ in $\operatorname{ker} \sigma^{\prime}$ but $t$ not in $T^{n}(E) \cap I^{\prime}$. Let $q$ be the quotient map $T^{n}(E) \rightarrow \bigwedge^{n}(E)$. The kernel of $q$ is $T^{n}(E) \cap I^{\prime}$, and thus $q(t) \neq 0$. From Proposition A. 31 it is clear that $q$ carries $\widetilde{\bigwedge}^{n}(E)=$ image $\sigma^{\prime}$ onto $\bigwedge^{n}(E)$. Thus choose $t^{\prime} \in \widetilde{\bigwedge}^{n}(E)$ with $q\left(t^{\prime}\right)=q(t)$. Then $t^{\prime}-t$ is in $\operatorname{ker} q=T^{n}(E) \cap I^{\prime} \subseteq$ ker $\sigma^{\prime}$. Since $\sigma^{\prime}(t)=0$, we see that $\sigma^{\prime}\left(t^{\prime}\right)=0$. Consequently $t^{\prime}$ is in $\operatorname{ker} \sigma^{\prime} \cap$ image $\sigma^{\prime}=0$, and we obtain $t^{\prime}=0$ and $q(t)=q\left(t^{\prime}\right)=0$, contradiction.

## 4. Filtrations and Gradings

Let $\mathbb{k}$ be any field. A vector space $V$ over $\mathbb{k}$ will be said to be filtered if there is a specified increasing sequence of subspaces

$$
\begin{equation*}
V_{0} \subseteq V_{1} \subseteq V_{2} \subseteq \cdots \tag{A.34}
\end{equation*}
$$

with union $V$. In this case we put $V_{-1}=0$ by convention. We shall say that $V$ is graded if there is a specified sequence of subspaces $V^{0}, V^{1}, V^{2}, \ldots$ such that

$$
\begin{equation*}
V=\bigoplus_{n=0}^{\infty} V^{n} \tag{A.35}
\end{equation*}
$$

When $V$ is graded, there is a natural filtration of $V$ given by

$$
\begin{equation*}
V_{n}=\bigoplus_{k=0}^{n} V^{k} \tag{A.36}
\end{equation*}
$$

When $E$ is a vector space, the tensor algebra $V=T(E)$ is graded as a vector space, and the same thing is true of the symmetric algebra $S(E)$ and the exterior algebra $\bigwedge(E)$. In each case the $n^{\text {th }}$ subspace of the grading consists of the subspace of tensors that are homogeneous of degree $n$.

When $V$ is a filtered vector space as in (A.34), the associated graded vector space is

$$
\begin{equation*}
\operatorname{gr} V=\bigoplus_{n=0}^{\infty} V_{n} / V_{n-1} . \tag{A.37}
\end{equation*}
$$

In the case that $V$ is graded and its filtration is the natural one given in (A.36), gr $V$ recovers the given grading on $V$, i.e., gr $V$ is canonically isomorphic with $V$ in a way that preserves the grading.

Let $V$ and $V^{\prime}$ be two filtered vector spaces, and let $\varphi$ be a linear map between them such that $\varphi\left(V_{n}\right) \subseteq V_{n}^{\prime}$ for all $n$. Since the restriction of $\varphi$ to $V_{n}$ carries $V_{n-1}$ into $V_{n-1}^{\prime}$, this restriction induces a linear map $\operatorname{gr}^{n} \varphi:\left(V_{n} / V_{n-1}\right) \rightarrow\left(V_{n}^{\prime} / V_{n-1}^{\prime}\right)$. The direct sum of these linear maps is then a linear map

$$
\begin{equation*}
\operatorname{gr} \varphi: \operatorname{gr} V \rightarrow \operatorname{gr} V^{\prime} \tag{A.38}
\end{equation*}
$$

called the associated graded map for $\varphi$.
Proposition A.39. Let $V$ and $V^{\prime}$ be two filtered vector spaces, and let $\varphi$ be a linear map between them such that $\varphi\left(V_{n}\right) \subseteq V_{n}^{\prime}$ for all $n$. If $\operatorname{gr} \varphi$ is an isomorphism, then $\varphi$ is an isomorphism.

Proof. It is enough to prove that $\left.\varphi\right|_{V_{n}}: V_{n} \rightarrow V_{n}^{\prime}$ is an isomorphism for every $n$. We establish this property by induction on $n$, the trivial case for the induction being $n=-1$. Suppose that

$$
\begin{equation*}
\left.\varphi\right|_{V_{n-1}}: V_{n-1} \rightarrow V_{n-1}^{\prime} \quad \text { is an isomorphism. } \tag{A.40}
\end{equation*}
$$

By assumption
(A.41) $\quad \operatorname{gr}^{n} \varphi:\left(V_{n} / V_{n-1}\right) \rightarrow\left(V_{n}^{\prime} / V_{n-1}^{\prime}\right) \quad$ is an isomorphism.

If $v$ is in $\operatorname{ker}\left(\left.\varphi\right|_{V_{n}}\right)$, then $\left(\operatorname{gr}^{n} \varphi\right)\left(v+V_{n-1}\right)=0+V_{n-1}^{\prime}$, and (A.41) shows that $v$ is in $V_{n-1}$. By (A.40), $v=0$. Thus $\left.\varphi\right|_{V_{n}}$ is one-one. Next suppose that $v^{\prime}$ is in $V_{n}^{\prime}$. By (A.41) there exists $v_{n}$ in $V_{n}$ such that $\left(\operatorname{gr}^{n} \varphi\right)\left(v_{n}+V_{n-1}\right)=$ $v^{\prime}+V_{n-1}^{\prime}$. Write $\varphi\left(v_{n}\right)=v^{\prime}+v_{n-1}^{\prime}$ with $v_{n-1}^{\prime}$ in $V_{n-1}^{\prime}$. By (A.40) there exists $v_{n-1}$ in $V_{n-1}$ with $\varphi\left(v_{n-1}\right)=v_{n-1}^{\prime}$. Then $\varphi\left(v_{n}-v_{n-1}\right)=v^{\prime}$, and thus $\left.\varphi\right|_{V_{n}}$ is onto. This completes the induction.

Now let $A$ be an associative algebra over $\mathbb{k}$ with identity. If $A$ has a filtration $A_{0}, A_{1}, \ldots$ of vector subspaces with $1 \in A_{0}$ such that $A_{m} A_{n} \subseteq$ $A_{m+n}$ for all $m$ and $n$, then we say that $A$ is a filtered associative algebra. Similarly if $A$ is graded as $A=\bigoplus_{n=0}^{\infty} A^{n}$ in such a way that $A^{m} A^{n} \subseteq A^{m+n}$ for all $m$ and $n$, then we say that $A$ is a graded associative algebra.

Proposition A.42. If $A$ is a filtered associative algebra with identity, then the graded vector space gr $A$ acquires a multiplication in a natural way making it into a graded associative algebra with identity.

Proof. We define a product
by

$$
\left(A_{m} / A_{m-1}\right) \times\left(A_{n} / A_{n-1}\right) \rightarrow A_{m+n} / A_{m+n-1}
$$

$$
\left(a_{m}+A_{m-1}\right)\left(a_{n}+A_{n-1}\right)=a_{m} a_{n}+A_{m+n-1} .
$$

This is well defined since $a_{m} A_{n-1}, A_{m-1} a_{n}$, and $A_{m-1} A_{n-1}$ are all contained in $A_{m+n-1}$. It is clear that this multiplication is distributive and associative as far as it is defined. We extend the definition of multiplication to all of gr $A$ by taking sums of products of homogeneous elements, and the result is an associative algebra. The identity is the element $1+A_{-1}$ of $A_{0} / A_{-1}$.

## 5. Left Noetherian Rings

The first part of this section works with an arbitrary ring $A$ with identity. All left $A$ modules are understood to be unital in the sense that 1 acts as 1 . Later in the section we specialize to the case that $A$ is an associative algebra with identity over a field $\mathbb{k}$.

Let $M$ be a left $A$ module. We say that $M$ satisfies the ascending chain condition as a left $A$ module if whenever $M_{1} \subseteq M_{2} \subseteq \cdots$ is an infinite ascending sequence of left $A$ submodules of $M$, then there exists an integer $n$ such that $M_{i}=M_{n}$ for $i \geq n$. We say that $M$ satisfies the maximum condition as a left $A$ module if every nonempty collection of left $A$ submodules of $M$ has a maximal element under inclusion.

Proposition A.43. The left $A$ module $M$ satisfies the ascending chain condition if and only if it satisfies the maximum condition, if and only if every left $A$ submodule of $M$ is finitely generated.

Proof. If $M$ satisfies the ascending chain condition, we argue by contradiction that $M$ satisfies the maximum condition. Let a nonempty collection $\left\{M_{\alpha}\right\}$ of left $A$ submodules be given for which the maximum condition fails. Let $M_{1}$ be any $M_{\alpha}$. Since $M_{1}$ is not maximal, choose $M_{2}$ as an $M_{\alpha}$ properly containing $M_{1}$. Since $M_{2}$ is not maximal, choose $M_{3}$ as an $M_{\alpha}$ properly containing $M_{2}$. Continuing in this way results in a properly ascending infinite chain, in contradiction to the hypothesis that $M$ satisfies the ascending chain condition.

If $M$ satisfies the maximum condition and $N$ is a left $A$ submodule, define a left $A$ submodule $N_{F}=\sum_{m \in F} A m$ of $N$ for every finite subset $F$ of $N$. The maximum condition yields an $F_{0}$ with $N_{F} \subseteq N_{F_{0}}$ for all $F$, and we must have $N_{F_{0}}=N$. Then $F_{0}$ generates $N$.

If every left $A$ submodule of $M$ is finitely generated and if an ascending chain $M_{1} \subseteq M_{2} \subseteq \cdots$ is given, let $\left\{m_{\alpha}\right\}$ be a finite set of generators for $\bigcup_{j=1}^{\infty} M_{j}$. Then all $m_{\alpha}$ are in some $M_{n}$, and it follows that $M_{i}=M_{n}$ for $i \geq n$.

We say that the ring $A$ is left Noetherian if $A$, as a left $A$ module, satisfies the ascending chain condition, i.e., if the left ideals of $A$ satisfy the ascending chain condition.

Proposition A.44. The ring $A$ is left Noetherian if and only if every left ideal is finitely generated.

Proof. This follows from Proposition A. 43 .
Theorem A. 45 (Hilbert Basis Theorem). If $A$ is a commutative Noetherian ring with identity, then the polynomial ring $A[X]$ in one indeterminate is Noetherian.

Reference. Zariski-Samuel [1958], p. 201.
Examples. Any field $\mathbb{k}$ is Noetherian, having only the two ideals 0 and $\mathbb{k}$. Iterated application of Theorem A. 45 shows that any polynomial ring $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ is Noetherian. If $E$ is an $n$-dimensional vector space over $\mathbb{k}$, then $S(E)$ is noncanonically isomorphic as a ring to $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ as a consequence of Corollary A.24b, and $S(E)$ is therefore Noetherian.

Now let $A$ be a filtered associative algebra over $\mathbb{k}$, in the sense of the previous section, and let gr $A$ be the corresponding graded associative algebra. Let $a$ be an element of $A$, and suppose that $a$ is in $A_{n}$ but not $A_{n-1}$. The member $\bar{a}=a+A_{n-1}$ of $A^{n} \subseteq \operatorname{gr} A$ is called the leading term
of $a$. In the case of the 0 element of $A$, we define the leading term to be the 0 element of gr $A$.

Lemma A.46. Let $A$ be a filtered associative algebra, and let $\mathrm{gr} A$ be the corresponding graded associative algebra. If $I$ is a left ideal in $A$, then the set $\bar{I}$ of finite sums of leading terms of members of $I$ is a left ideal of gr $A$ that is homogeneous in the sense that $\bar{I}=\bigoplus_{n=0}^{\infty}\left(\bar{I} \cap A^{n}\right)$.

Proof. Every leading term other than 0 lies in some $A^{n}$, and therefore $\bar{I}$ is homogeneous. Let $\bar{x}$ be homogeneous in gr $A$, and let $\bar{y}$ be a leading term in $\bar{I}$, arising from some $y \in I$. We are to prove that $\bar{x} \bar{y}$ is in $\bar{I}$. From the definition of $\operatorname{gr} A, \bar{x}$ has to be the leading term of some $x \in A$. Then $x y$ is in $I$, and $\overline{x y}$ is in $\bar{I}$. From the rule for multiplication in $\operatorname{gr} A$ and the requirement that $A_{m} A_{n} \subseteq A_{m+n}$ in $A$, either $\bar{x} \bar{y}=\overline{x y}$ or $\bar{x} \bar{y}=0$. In either case, $\bar{x} \bar{y}$ is in $\bar{I}$.

Proposition A.47. Let $A$ be a filtered associative algebra, and let gr $A$ be the corresponding graded associative algebra. If gr $A$ is left Noetherian, then $A$ is left Noetherian.

Proof. By Proposition A. 44 every left ideal of gr $A$ is finitely generated, and we are to prove that $A$ has the same property. Suppose $I$ is a left ideal in $A$, and form $\bar{I}$. By Lemma A.46, $\bar{I}$ is a homogeneous left ideal, and thus it has finitely many generators $\bar{a}_{1}, \ldots, \bar{a}_{r}$. Without loss of generality we may assume that each $\bar{a}_{j}$ is homogeneous and is the leading term of some $a_{j}$ in $I$.

The claim is that $a_{1}, \ldots, a_{r}$ is a finite set of generators for $I$. We prove by induction on $n$ that each element $a$ whose leading term $\bar{a}$ has degree $n$ can be written as $a=\sum_{i=1}^{r} c_{i} a_{i}$ with $c_{i}$ in $A$, and then the claim follows. The claim is trivial for $n=0$. Thus assume the claim for elements with leading term of degree $<n$. Let $a$ be given with leading term $\bar{a}=\sum_{i=1}^{r} \bar{c}_{i} \bar{a}_{i}$, $\bar{c}_{i} \in \operatorname{gr} A$. Equating homogeneous parts, we may assume that each $\bar{c}_{i}$ is homogeneous and that each $\bar{c}_{i} \bar{a}_{i}$ is homogeneous of degree $n$. Then $\bar{c}_{i}$ is the leading term for some $c_{i}$, and the leading term of $\sum_{i=1}^{r} c_{i} a_{i}$ is $\bar{a}$. Hence $a-\sum_{i=1}^{r} c_{i} a_{i}$ is in $A_{n-1}$ and by inductive hypothesis is in the left ideal generated by the $a_{i}$. Hence $a$ is in the left ideal generated by the $a_{i}$. This completes the induction and the proof of the proposition.

## APPENDIX B

## Lie's Third Theorem


#### Abstract

A finite-dimensional real Lie algebra is the semidirect product of a semisimple subalgebra and the solvable radical, according to the Levi decomposition. As a consequence of this theorem and the correspondence between semidirect products of Lie algebras and semidirect products of simply connected analytic groups, every finitedimensional real Lie algebra is the Lie algebra of an analytic group. This is Lie's Third Theorem.

Ado's Theorem says that every finite-dimensional real Lie algebra admits a one-one finite-dimensional representation on a complex vector space. This result sharpens Lie's Third Theorem, saying that every real Lie algebra is the Lie algebra of an analytic group of matrices.

The Campbell-Baker-Hausdorff Formula expresses the multiplication rule near the identity in an analytic group in terms of the linear operations and bracket multiplication within the Lie algebra. Thus it tells constructively how to pass from a finite-dimensional real Lie algebra to the multiplication rule for the corresponding analytic group in a neighborhood of the identity.


## 1. Levi Decomposition

Chapter I omits several important theorems about general finitedimensional Lie algebras over $\mathbb{R}$ related to the realization of Lie groups, and those results appear in this appendix. They were omitted from Chapter I partly because in this treatment they use a result about semisimple Lie algebras that was not proved until Chapter V. One of the results in this appendix uses also some material from Chapter III.

Lemma B.1. Let $\varphi$ be an $\mathbb{R}$ linear representation of the real semisimple Lie algebra $\mathfrak{g}$ on a finite-dimensional real vector space $V$. Then $V$ is completely reducible in the sense that there exist invariant subspaces $U_{1}, \ldots, U_{r}$ of $V$ such that $V=U_{1} \oplus \cdots \oplus U_{r}$ and such that the restriction of the representation to each $U_{i}$ is irreducible.

Proof. It is enough to prove that any invariant subspace $U$ of $V$ has an invariant complement $W$. By Theorem 5.29, there exists an invariant
complex subspace $W^{\prime}$ of $V^{\mathbb{C}}$ such that $V^{\mathbb{C}}=U^{\mathbb{C}} \oplus W^{\prime}$. Let $P$ be the $\mathbb{R}$ linear projection of $V^{\mathbb{C}}$ on $V$ along $i V$, and put

$$
W=P\left(W^{\prime} \cap(V \oplus i U)\right) .
$$

Since $P$ commutes with $\varphi(\mathfrak{g})$, we see that $\varphi(\mathfrak{g})(W) \subseteq W$. To complete the proof, we show that $V=U \oplus W$.

Let $a$ be in $U \cap W$. Then $a+i b$ is in $W^{\prime} \cap(V \oplus i U)$ for some $b \in V$. The element $b$ must be in $U$, and we know that $a$ is in $U$. Hence $a+i b$ is in $U^{\mathbb{C}}$. But then $a+i b$ is in $U^{\mathbb{C}} \cap W^{\prime}=0$, and $a=0$. Hence $U \cap W=0$.

Next let $v \in V$ be given. Since $V^{\mathbb{C}}=U^{\mathbb{C}}+W^{\prime}$, we can write $v=$ $(a+i b)+(x+i y)$ with $a \in U, b \in U$, and $x+i y \in W^{\prime}$. Since $v$ is in $V, y=-b$. Therefore $x+i y$ is in $V \oplus i U$, as well as $W^{\prime}$. Since $P(x+i y)=x, x$ is in $W$. Then $v=a+x$ with $a \in U$ and $x \in W$, and $V=U+W$.

Theorem B. 2 (Levi decomposition). If $\mathfrak{g}$ is a finite-dimensional Lie algebra over $\mathbb{R}$, then there exists a semisimple subalgebra $\mathfrak{s}$ of $\mathfrak{g}$ such that $\mathfrak{g}$ is the semidirect product $\mathfrak{g}=\mathfrak{s} \oplus_{\pi}(\operatorname{rad} \mathfrak{g})$ for a suitable homomorphism $\pi: \mathfrak{s} \rightarrow \operatorname{Der}_{\mathbb{R}}(\operatorname{rad} \mathfrak{g})$.

Proof. Let $\mathfrak{r}=\operatorname{rad} \mathfrak{g}$. We begin with two preliminary reductions. The first reduction will enable us to assume that there is no nonzero ideal $\mathfrak{a}$ of $\mathfrak{g}$ properly contained in $\mathfrak{r}$. In fact, an argument by induction on the dimension would handle such a situation: Proposition 1.11 shows that the radical of $\mathfrak{g} / \mathfrak{a}$ is $\mathfrak{r} / \mathfrak{a}$. Hence induction gives $\mathfrak{g} / \mathfrak{a}=\mathfrak{s} / \mathfrak{a} \oplus \mathfrak{r} / \mathfrak{a}$ with $\mathfrak{s} / \mathfrak{a}$ semisimple. Since $\mathfrak{s} / \mathfrak{a}$ is semisimple, $\mathfrak{a}=\operatorname{rad} \mathfrak{s}$. Then induction gives $\mathfrak{s}=\mathfrak{s}^{\prime} \oplus \mathfrak{a}$ with $\mathfrak{s}^{\prime}$ semisimple. Consequently $\mathfrak{g}=\mathfrak{s}^{\prime} \oplus \mathfrak{r}$, and $\mathfrak{s}^{\prime}$ is the required complementary subalgebra.

As a consequence, $\mathfrak{r}$ is abelian. In fact, otherwise Proposition 1.7 shows that $[\mathfrak{r}, \mathfrak{r}]$ is an ideal in $\mathfrak{g}$, necessarily nonzero and properly contained in $\mathfrak{r}$. So the first reduction eliminates this case.

The second reduction will enable us to assume that $[\mathfrak{g}, \mathfrak{r}]=\mathfrak{r}$. In fact, $[\mathfrak{g}, \mathfrak{r}]$ is an ideal of $\mathfrak{g}$ contained in $\mathfrak{r}$. The first reduction shows that we may assume it is 0 or $\mathfrak{r}$. If $[\mathfrak{g}, \mathfrak{r}]=0$, then the real representation ad of $\mathfrak{g}$ on $\mathfrak{g}$ descends to a real representation of $\mathfrak{g} / \mathfrak{r}$ on $\mathfrak{g}$. Since $\mathfrak{g} / \mathfrak{r}$ is semisimple, Lemma B. 1 shows that the action is completely reducible. Thus $\mathfrak{r}$, which is an invariant subspace in $\mathfrak{g}$, has an invariant complement, and we may take this complement as $\mathfrak{s}$.

As a consequence,

$$
\begin{equation*}
\mathfrak{r} \cap Z_{\mathfrak{g}}=0 . \tag{B.3}
\end{equation*}
$$

In fact $\mathfrak{r} \cap Z_{\mathfrak{g}}$ is an ideal of $\mathfrak{g}$. It is properly contained in $\mathfrak{r}$ since $\mathfrak{r} \cap Z_{\mathfrak{g}}=\mathfrak{r}$ implies that $[\mathfrak{g}, \mathfrak{r}]=0$, in contradiction with the second reduction. Therefore the first reduction implies (B.3).

With the reductions in place, we imitate some of the proof of Theorem 5.29. That is, we put

$$
V=\left\{\gamma \in \operatorname{End} \mathfrak{g} \mid \gamma(\mathfrak{g}) \subseteq \mathfrak{r} \text { and }\left.\gamma\right|_{\mathfrak{r}} \text { is scalar }\right\}
$$

and define a representation $\sigma$ of $\mathfrak{g}$ on End $\mathfrak{g}$ by

$$
\sigma(X) \gamma=(\operatorname{ad} X) \gamma-\gamma(\operatorname{ad} X) \quad \text { for } \gamma \in \operatorname{End} \mathfrak{g} \text { and } X \in \mathfrak{g} .
$$

The subspace $V$ is an invariant subspace under $\sigma$, and

$$
U=\{\gamma \in V \mid \gamma=0 \text { on } \mathfrak{r}\}
$$

is an invariant subspace of codimension 1 in $V$ such that $\sigma(X)(V) \subseteq U$ for $X \in \mathfrak{g}$. Let

$$
T=\{\operatorname{ad} Y \mid Y \in \mathfrak{r}\} .
$$

This is a subspace of $U$ since $\mathfrak{r}$ is an abelian Lie subalgebra. If $X$ is in $\mathfrak{g}$ and $\gamma=\operatorname{ad} Y$ is in $T$, then $\sigma(X) \gamma=\operatorname{ad}[X, Y]$ with $[X, Y] \in \mathfrak{r}$. Hence $T$ is an invariant subspace under $\sigma$.

From $V \supseteq U \supseteq T$, we can form the quotient representations $V / T$ and $V / U$. The natural map of $V / T$ onto $V / U$ respects the $\mathfrak{g}$ actions, and the $\mathfrak{g}$ action of $V / U$ is 0 since $\sigma(X)(V) \subseteq U$ for $X \in \mathfrak{g}$. If $X$ is in $\mathfrak{r}$ and $\gamma$ is in $V$, then

$$
\sigma(X) \gamma=(\operatorname{ad} X) \gamma-\gamma(\operatorname{ad} X)=-\gamma(\operatorname{ad} X)
$$

since image $\gamma \subseteq \mathfrak{r}$ and $\mathfrak{r}$ is abelian. Since $\gamma$ is a scalar $\lambda(\gamma)$ on $\mathfrak{r}$, we can rewrite this formula as

$$
\begin{equation*}
\sigma(X) \gamma=\operatorname{ad}(-\lambda(\gamma) X) \tag{B.4}
\end{equation*}
$$

Equation (B.4) exhibits $\sigma(X) \gamma$ as in $T$. Thus $\left.\sigma\right|_{\mathrm{v}}$ maps $V$ into $T$, and $\sigma$ descends to representations of $\mathfrak{g} / \mathfrak{r}$ on $V / T$ and $V / U$. The natural map of $V / T$ onto $V / U$ respects these $\mathfrak{g} / \mathfrak{r}$ actions.

Since $\operatorname{dim} V / U=1$, the kernel of $V / T \rightarrow V / U$ is a $\mathfrak{g} / \mathfrak{r}$ invariant subspace of $V / T$ of codimension 1 , necessarily of the form $W / T$ with $W \subseteq V$. Since $\mathfrak{g} / \mathfrak{r}$ is semisimple, Lemma B. 1 allows us to write

$$
\begin{equation*}
V / T=W / T \oplus\left(\mathbb{R} \gamma_{0}+T\right) / T \tag{B.5}
\end{equation*}
$$

for a 1-dimensional invariant subspace $\left(\mathbb{R} \gamma_{0}+T\right) / T$. The directness of this sum means that $\gamma_{0}$ is not in $U$. So $\gamma_{0}$ is not 0 on $\mathfrak{r}$. Normalizing, we may assume that $\gamma_{0}$ acts by the scalar -1 on $\mathfrak{r}$. In view of (B.4), we have

$$
\begin{equation*}
\sigma(X) \gamma_{0}=\operatorname{ad} X \quad \text { for } X \in \mathfrak{r} . \tag{B.6}
\end{equation*}
$$

Since $\left(\mathbb{R} \gamma_{0}+T\right) / T$ is invariant in (B.5), we have $\sigma(X) \gamma_{0} \in T$ for each $X \in \mathfrak{g}$. Thus we can write $\sigma(X) \gamma_{0}=\operatorname{ad} \varphi(X)$ for some $\varphi(X) \in \mathfrak{r}$. The element $\varphi(X)$ is unique by (B.3), and therefore $\varphi$ is a linear function $\varphi: \mathfrak{g} \rightarrow \mathfrak{r}$. By (B.6), $\varphi$ is a projection. If we put $\mathfrak{s}=\operatorname{ker} \varphi$, then we have $\mathfrak{g}=\mathfrak{s} \oplus \mathfrak{r}$ as vector spaces, and we have only to show that $\mathfrak{s}$ is a Lie subalgebra. The subspace $\mathfrak{s}=\operatorname{ker} \varphi$ is the set of all $X$ such that $\sigma(X) \gamma_{0}=$ 0 . This is the set of all $X$ such that $(\operatorname{ad} X) \gamma_{0}=\gamma_{0}(\operatorname{ad} X)$. Actually if $\gamma$ is any element of End $\mathfrak{g}$, then the set of $X \in \mathfrak{g}$ such that $(\operatorname{ad} X) \gamma=\gamma(\operatorname{ad} X)$ is always a Lie subalgebra. Hence $\mathfrak{s}$ is a Lie subalgebra, and the proof is complete.

## 2. Lie's Third Theorem

Lie's Third Theorem, which Lie proved as a result about vector fields and local Lie groups, has come to refer to the following improved theorem due to Cartan.

Theorem B.7. Every finite-dimensional Lie algebra over $\mathbb{R}$ is isomorphic to the Lie algebra of an analytic group.

Proof. Let $\mathfrak{g}$ be given, and write $\mathfrak{g}=\mathfrak{s} \oplus_{\pi} \mathfrak{r}$ as in Theorem B.2, with $\mathfrak{s}$ semisimple and $\mathfrak{r}$ solvable. Corollary 1.126 shows that there is a simply connected Lie group $R$ with Lie algebra isomorphic to $\mathfrak{r}$. The group Int $\mathfrak{s}$ is an analytic group with Lie algebra ad $\mathfrak{s}$ isomorphic to $\mathfrak{s}$ since $\mathfrak{s}$ has center 0 . Let $S$ be the universal covering group of Int $\mathfrak{s}$. By Theorem 1.125 there exists a unique action $\tau$ of $S$ on $R$ by automorphisms such that $d \bar{\tau}=\pi$, and $G=S \times_{\tau} R$ is a simply connected analytic group with Lie algebra isomorphic to $\mathfrak{g}=\mathfrak{s} \oplus_{\pi} \mathfrak{r}$.

## 3. Ado's Theorem

Roughly speaking, Ado's Theorem is the assertion that every Lie algebra over $\mathbb{R}$ has a one-one representation on some finite-dimensional complex
vector space. This theorem can be regarded as sharpening Lie's Third Theorem: Each real Lie algebra is not merely the Lie algebra of an analytic group; it is the Lie algebra of an analytic group of complex matrices.

Throughout this section, $\mathfrak{g}$ will denote a finite-dimensional Lie algebra over $\mathbb{R}$, and $U\left(\mathfrak{g}^{\mathbb{C}}\right)$ will be the universal enveloping algebra of its complexification.

Theorem B. 8 (Ado's Theorem). Let $\mathfrak{g}$ be a finite-dimensional Lie algebra over $\mathbb{R}$, let rad $\mathfrak{g}$ be its radical, and let $\mathfrak{n}$ be its unique largest nilpotent ideal given as in Corollary 1.41. Then there exists a one-one finite-dimensional representation $\varphi$ of $\mathfrak{g}$ on a complex vector space such that $\varphi(Y)$ is nilpotent for every $Y$ in $\mathfrak{n}$. If $\mathfrak{g}$ is complex, then $\varphi$ can be taken to be complex linear.

The proof of the theorem will be preceded by two lemmas. The second lemma is the heart of the matter, using the left Noetherian property of universal enveloping algebras (Proposition 3.27) to prove that a certain natural representation is finite dimensional.

The last statement of the theorem is something that we shall dispose of now. Proving this extension of the theorem amounts to going over the entire argument to see that, in every case, real vector spaces and Lie algebras can be replaced by complex vector spaces and Lie algebras and that Lie algebras that get complexified when $\mathfrak{g}$ is real do not need to be complexified when $\mathfrak{g}$ is complex. In Theorem B. 2 the representation ad is complex linear, and no new analog of Lemma B. 1 is needed; Theorem 5.29 is enough by itself. In the proof of Theorem B. 2 and the argument that is about to come, when $\mathfrak{g}$ is complex, so is rad $\mathfrak{g}$ and so is the unique largest nilpotent ideal. In Lemmas B. 9 and B.12, $U\left(\mathfrak{g}^{\mathbb{C}}\right)$ and $T\left(\mathfrak{g}^{\mathbb{C}}\right)$ are simply to be replaced by $U(\mathfrak{g})$ and $T(\mathfrak{g})$, and $\operatorname{Der}_{\mathbb{R}} \mathfrak{g}$ and $\operatorname{End}_{\mathbb{R}} \mathfrak{g}$ are to be replaced by $\operatorname{Der}_{\mathbb{C}} \mathfrak{g}$ and $E d_{\mathbb{C}} \mathfrak{g}$. The details are all routine, and we omit them.

As in Appendix A, a derivation $D: A \rightarrow A$ of an associative algebra $A$ with identity is a linear mapping such that $D(u v)=(D u) v+u(D v)$ for all $u$ and $v$ in $A$. A derivation automatically has $D(1)=0$.

Lemma B.9. Any derivation $d$ of a real Lie algebra $\mathfrak{g}$ extends uniquely to a derivation $\widetilde{d}$ of $U\left(\mathfrak{g}^{\mathbb{C}}\right)$ to itself.

Proof. Uniqueness is clear since monomials span $U\left(\mathfrak{g}^{\mathbb{C}}\right)$ and since the assumptions determine $\widetilde{d}$ on monomials.

For existence we use Proposition A. 16 to construct a derivation $D$ of $T\left(\mathfrak{g}^{\mathbb{C}}\right)$ extending $d$. To get $D$ to descend to a derivation $\widetilde{d}$ of $U\left(\mathfrak{g}^{\mathbb{C}}\right)$, we
need to see that $D$ carries

$$
\begin{equation*}
\operatorname{ker}\left(T\left(\mathfrak{g}^{\mathbb{C}}\right) \rightarrow U\left(\mathfrak{g}^{\mathbb{C}}\right)\right) \tag{B.10}
\end{equation*}
$$

to itself, i.e., that

$$
\begin{equation*}
D(u(X \otimes Y-Y \otimes X-[X, Y]) v) \quad \text { is in (B.10) } \tag{B.11}
\end{equation*}
$$

for all monomials $u$ and $v$ in $T\left(\mathfrak{g}^{\mathrm{C}}\right)$ and for all $X$ and $Y$ in $\mathfrak{g}$. The derivation $D$ acts on one factor of a product at a time. If it acts in a factor of $u$ or $v$, then the factor $(X \otimes Y-Y \otimes X-[X, Y])$ is left alone by $D$, and the corresponding term of (B.11) is in (B.10). Next suppose it acts on the middle factor, leaving $u$ and $v$ alone. Since $d$ is a derivation of $\mathfrak{g}$, we have

$$
\begin{aligned}
D(X \otimes Y-Y \otimes X- & {[X, Y]) } \\
= & (d X \otimes Y+X \otimes d Y)-(d Y \otimes X+Y \otimes d X) \\
& -([d X, Y]+[X, d Y]) \\
= & (d X \otimes Y-Y \otimes d X-[d X, Y]) \\
& +(X \otimes d Y-d Y \otimes X-[X, d Y]) .
\end{aligned}
$$

The right side is the sum of two members of (B.10), and thus the remaining terms of (B.11) are in (B.10). Thus $D$ descends to give a definition of $\widetilde{d}$ on $U\left(\mathfrak{g}^{\mathrm{C}}\right)$.

Lemma B.12. Let $\mathfrak{g}$ be a real solvable Lie subalgebra of $\mathfrak{g l}(N, \mathbb{C})$, let $\mathfrak{d}$ be the Lie subalgebra $\operatorname{Der}_{\mathbb{R}} \mathfrak{g}$ of $\operatorname{End}_{\mathbb{R}} \mathfrak{g}$, and let $\pi$ be the natural action of $\mathfrak{d}$ on $\mathfrak{g}$. Suppose that all members of the largest nilpotent ideal $\mathfrak{n}$ of $\mathfrak{g}$ are nilpotent matrices. Then there exists a one-one representation $\varphi$ of the semidirect product $\mathfrak{d} \oplus_{\pi} \mathfrak{g}$ such that $\varphi(d+Y)$ is nilpotent whenever $Y$ is in $\mathfrak{n}$ and the member $d$ of $\mathfrak{d}$ is nilpotent as a member of $\operatorname{End}_{\mathbb{R}} \mathfrak{g}$.

Proof. Let $\mathcal{G}$ be the complex associative algebra of matrices generated by $\mathfrak{g}$ and 1 . By Proposition 3.3 the inclusion of $\mathfrak{g}$ into $\mathcal{G}$ extends to an associative algebra homomorphism $\rho: U\left(\mathfrak{g}^{\mathbb{C}}\right) \rightarrow \mathcal{G}$ sending 1 into 1 . Let $I$ be the kernel of $\rho$. Since $\mathcal{G}$ is finite dimensional, $I$ is a two-sided ideal of finite codimension in $U\left(\mathfrak{g}^{\mathbb{C}}\right)$.

Using Lemma B.9, we extend each derivation $d$ of $\mathfrak{g}$ to a derivation $\tilde{d}$ of $U\left(\mathfrak{g}^{\mathbb{C}}\right)$. Let $\mathcal{D}$ be the complex associative algebra of linear mappings of $U\left(\mathfrak{g}^{\mathbb{C}}\right)$ into itself generated by 1 and all the extensions $\widetilde{d}$.

Let $I_{0} \subseteq I$ be the subset of all $u \in I$ such that $D u$ is in $I$ for all $D \in \mathcal{D}$. We prove that $I_{0}$ is an ideal in $U\left(\mathfrak{g}^{\mathbb{C}}\right)$. It is certainly a vector subspace. To see that it is a left ideal, let $a$ be in $U\left(\mathfrak{g}^{\mathbb{C}}\right)$, let $u$ be in $I_{0}$, and let $D=\widetilde{d}_{1} \cdots \widetilde{d}_{k}$ be a monomial in $\mathcal{D}$. When we apply $D$ to $a u$, we obtain a sum of $2^{k}$ terms; each term is of the form $\left(D_{1} a\right)\left(D_{2} u\right)$, with $D_{1}$ equal to the product of a subset of the $\widetilde{d}_{j}$ and $D_{2}$ equal to the product of the complementary subset. Since $u$ is in $I_{0}$, each $D_{2} u$ is in $I$, and hence $\left(D_{1} a\right)\left(D_{2} u\right)$ is in $I$. Consequently $D(a u)$ is in $I$ for all $D \in \mathcal{D}$, and $u$ is in $I_{0}$. Thus $I_{0}$ is a left ideal, and a similar argument shows that it is a right ideal.

Recall that the members of $\mathfrak{g}$ are $N$-by- $N$ matrices. We are going to obtain the space of the desired representation $\varphi$ as $U\left(\mathfrak{g}^{\text {C }}\right) / I_{0}$. The finite dimensionality of this space will follow from Corollary 3.28 (a consequence of the left Noetherian property of $U\left(\mathfrak{g}^{\mathbb{C}}\right)$ ) once we prove that

$$
\begin{equation*}
I^{N} \subseteq I_{0} \subseteq I . \tag{B.13}
\end{equation*}
$$

By Lie's Theorem (Corollary 1.29) we may regard the $N$-by- $N$ matrices in $\mathfrak{g}$ as upper triangular. By assumption the matrices in $\mathfrak{n}$ are nilpotent. Since the latter matrices are simultaneously upper triangular and nilpotent, we see that $Y_{1} \cdots Y_{N}$ is the 0 matrix for any $Y_{1}, \ldots, Y_{N}$ in $\mathfrak{n}$. Lifting this result back via $\rho$ to a statement about $U\left(\mathfrak{g}^{\mathbb{C}}\right)$, we conclude that

$$
\begin{equation*}
Y_{1} \cdots Y_{N} \quad \text { is in } \quad I \tag{B.14}
\end{equation*}
$$

whenever all $Y_{j}$ lie in $\mathfrak{n} \subseteq U\left(\mathfrak{g}^{\mathbb{C}}\right)$.
Let $J$ be the two-sided ideal in $U\left(\mathfrak{g}^{\mathbb{C}}\right)$ generated by the members of $\mathfrak{n}$. Toward proving (B.13), we first show that (B.14) implies

$$
\begin{equation*}
J^{N} \subseteq I \tag{B.15}
\end{equation*}
$$

Let us begin by showing that inductively on $s$ that if $Y$ is in $\mathfrak{n}$ and $X_{1}, \ldots, X_{s}$ are in $\mathfrak{g}$, then

$$
\begin{equation*}
X_{1} \cdots X_{s} Y \quad \text { is in } \mathfrak{n} U\left(\mathfrak{g}^{\mathbb{C}}\right) . \tag{B.16}
\end{equation*}
$$

This is trivial for $s=0$. If $s$ is $\geq 1$ and if (B.16) holds for $s-1$, then

$$
X_{1} \cdots X_{s} Y=X_{1} \cdots X_{s-1} Y X_{s}+X_{1} \cdots X_{s-1}\left[X_{s}, Y\right]
$$

Since $\left[X_{s}, Y\right]$ is in $\mathfrak{n}$, the inductive hypothesis shows that both terms on the right side are in $\mathfrak{n} U\left(\mathfrak{g}^{\mathbb{C}}\right)$. Thus (B.16) follows for $s$. Consequently we obtain

$$
\begin{equation*}
U\left(\mathfrak{g}^{\mathbb{C}}\right) \mathfrak{n} \subseteq \mathfrak{n} U\left(\mathfrak{g}^{\mathbb{C}}\right) \tag{B.17}
\end{equation*}
$$

From (B.17) it follows that $\left(u_{1} Y_{1} u_{1}^{\prime}\right)\left(u_{2} Y_{2} u_{2}^{\prime}\right)$ is a sum of terms of the form $u_{1} Y_{1} Y_{2}^{\prime} u_{2}^{\prime \prime}$. Thus we can argue inductively on $r$ that

$$
\begin{equation*}
\left(u_{1} Y_{1} u_{1}^{\prime}\right)\left(u_{2} Y_{2} u_{2}^{\prime}\right) \cdots\left(u_{r} Y_{r} u_{r}^{\prime}\right) \tag{B.18}
\end{equation*}
$$

is a sum of terms of the form $u_{1} Y_{1} Y_{2}^{\prime} \cdots Y_{r}^{\prime} u_{r}^{\prime \prime}$. For $r=N$, the latter terms are in $I$ by (B.14). Every member of $J^{N}$ is a sum of terms (B.18) with $r=N$, and thus (B.15) follows.

From Proposition 1.40 we know that $d(X)$ is in $\mathfrak{n}$ for any $d \in \mathfrak{d}$ and $X \in \mathfrak{g}$. If $\widetilde{d}$ denotes the extension of $d$ to $U\left(\mathfrak{g}^{\mathbb{C}}\right)$, then it follows from the derivation property of $\widetilde{d}$ that

$$
\begin{equation*}
\tilde{d}\left(U\left(\mathfrak{g}^{\mathbb{C}}\right)\right) \subseteq J . \tag{B.19}
\end{equation*}
$$

From another application of the derivation property, we obtain $\widetilde{d}\left(J^{N}\right) \subseteq$ $J^{N}$. Taking products of such derivations and using (B.15), we see that $D\left(J^{N}\right) \subseteq J^{N} \subseteq I$ for all $D \in \mathcal{D}$. Therefore

$$
\begin{equation*}
J^{N} \subseteq I_{0} \tag{B.20}
\end{equation*}
$$

Now we can finish the proof of (B.13), showing that $I^{N} \subseteq I_{0}$. Certainly $I^{N} \subseteq I$. Let $u_{1}, \ldots, u_{N}$ be in $I$, and let $D$ be a monomial in $\mathcal{D}$. By the derivation property, $D\left(u_{1} \cdots u_{N}\right)$ is a linear combination of terms $\left(D_{1} u_{1}\right) \cdots\left(D_{N} u_{N}\right)$ with $D_{j}$ a monomial in $\mathcal{D}$. If some $D_{j}$ has degree 0 , then $D_{j} u_{j}$ is in $I$, and the corresponding term $\left(D_{1} u_{1}\right) \cdots\left(D_{N} u_{N}\right)$ is in $I$ since $I$ is a two-sided ideal. If all $D_{j}$ have degree $>0$, then (B.19) shows that all $D_{j} u_{j}$ are in $J$. The corresponding term $\left(D_{1} u_{1}\right) \cdots\left(D_{N} u_{N}\right)$ is then in $J^{N}$ and is in $I$ by (B.15). Thus all terms of $D\left(u_{1} \cdots u_{N}\right)$ are in $I$, and $u_{1} \cdots u_{N}$ is in $I_{0}$. This proves (B.13).

As was mentioned earlier, it follows from Corollary 3.28 that $\mathcal{G}^{*}=$ $U\left(\mathfrak{g}^{\mathbb{C}}\right) / I_{0}$ is finite dimensional. Let $u \mapsto u^{*}$ be the quotient map. Then $\mathcal{G}^{*}$ is a unital $U\left(\mathfrak{g}^{\mathbb{C}}\right)$ module, and we obtain a representation $\varphi$ of $\mathfrak{g}$ on it by the definition

$$
\begin{equation*}
\varphi(X)\left(u^{*}\right)=(X u)^{*} . \tag{B.21a}
\end{equation*}
$$

Since $I_{0}$ is stable under $\mathcal{D}$, each $d$ in $\mathfrak{d}$ induces a derivation $\varphi(d)$ of $\mathcal{G}^{*}$ given by

$$
\begin{equation*}
\varphi(d) u^{*}=(\widetilde{d} u)^{*} . \tag{B.21b}
\end{equation*}
$$

Formula (B.21b) defines a representation of $\mathfrak{d}=\operatorname{Der}_{\mathbb{R}} \mathfrak{g}$ on $\mathcal{G}^{*}$ because the uniqueness in Lemma B. 9 implies that

$$
\left[\widetilde{d_{1}, d_{2}}\right]=\tilde{d}_{1} \tilde{d}_{2}-\widetilde{d}_{2} \tilde{d}_{1} .
$$

Proposition 1.22 observes that $\mathfrak{d} \oplus_{\pi} \mathfrak{g}$ becomes a semidirect-product Lie algebra, and $\varphi$, as defined in (B.21), is a representation of $\mathfrak{d} \oplus_{\pi} \mathfrak{g}$ because

$$
\begin{aligned}
{[\varphi(d), \varphi(X)] u^{*} } & =\varphi(d) \varphi(X) u^{*}-\varphi(X) \varphi(d) u^{*} \\
& =\varphi(d)(X u)^{*}-\varphi(X)(\widetilde{d} u)^{*} \\
& =(\tilde{d}(X u))^{*}-(X \tilde{d} u)^{*} \\
& =((\tilde{d} X) u+X \widetilde{d} u)^{*}-(X \widetilde{d} u)^{*} \\
& =\varphi(d X) u^{*} \\
& =\varphi([d, X]) u^{*} .
\end{aligned}
$$

Now let us show that $\varphi$ is one-one as a representation of $\mathfrak{d} \oplus_{\pi} \mathfrak{g}$. If $\varphi(d+X)=0$, then

$$
0=\varphi(d+X) 1^{*}=(\tilde{d} 1)^{*}+(X 1)^{*}=X^{*}
$$

Then $X$ is in $I_{0} \subseteq I$, and $X=0$ as a member of $\mathfrak{g}$. So $\varphi(d)=0$. Every $X^{\prime}$ in $\mathfrak{g}$ therefore has

$$
0=\varphi(d)\left(X^{\prime}\right)^{*}=\left(\tilde{d} X^{\prime}\right)^{*}=\left(d X^{\prime}\right)^{*}
$$

Hence $d X^{\prime}$ is in $I_{0} \subseteq I$, and $d X^{\prime}=0$ as a member of $\mathfrak{g}$. So $d$ is the 0 derivation. We conclude that $\varphi$ is one-one.

To complete the proof, we show that $\varphi(d+Y)$ is nilpotent whenever $Y$ is in $\mathfrak{n}$ and $d$ is nilpotent as a member of $\operatorname{End}_{\mathbb{R}} \mathfrak{g}$. To begin with, $\varphi(Y)$ is nilpotent because (B.14) gives

$$
(\varphi(Y))^{N} u^{*}=\left(Y^{N} u\right)^{*}=0
$$

for every $u$. Next, let us see that $\varphi(d)$ is nilpotent. In fact, let $\mathcal{G}_{n}=U_{n}\left(\mathfrak{g}^{\mathbb{C}}\right)$, so that $\mathcal{G}_{n}^{*}$ is the subspace $U_{n}\left(\mathfrak{g}^{\mathbb{C}}\right)+I_{0}$ of $\mathcal{G}^{*}$. If $d^{p}=0$, we show by induction on $n \geq 1$ that $\widetilde{d}^{n p}\left(\mathcal{G}_{n}\right)=0$. It is enough to handle monomials in $\mathcal{G}_{n}$. For $n=1, \mathcal{G}_{1}$ is just $\mathbb{C}+\mathfrak{g}^{\mathbb{C}}$, and we have $\widetilde{d}^{p}(1)=0$ and $\widetilde{d}^{p} X=d^{p} X=0$ for $X$ in $\mathfrak{g}^{\mathbb{C}}$. For general $n$, suppose that $\widetilde{d}^{(n-1) p}\left(\mathcal{G}_{n-1}\right)=0$. Any monomial of $\mathcal{G}_{n}$ is of the form $X u$ with $X \in \mathfrak{g}^{\mathbb{C}}$ and $u \in \mathcal{G}_{n-1}$. Powers of a derivation
satisfy the Leibniz rule, and therefore $\widetilde{d}^{n p}(X u)=\sum_{\mathcal{d}^{n}=0}^{n p}\binom{n p}{k}\left(\widetilde{d}^{k} X\right)\left(\widetilde{d}^{n p-k} u\right)$. The factor $\widetilde{d}^{k} X$ is 0 for $k \geq p$, and the factor $\widetilde{d}^{n p-k} u$ is 0 for $k \leq p$; thus $\widetilde{d}^{n p}(X u)=0$, and we have proved that $\widetilde{d}^{n p}\left(\mathcal{G}_{n}\right)=0$. Then we have $\varphi(d)^{n p}\left(\mathcal{G}_{n}^{*}\right)=\left(\widetilde{d}^{n p} \mathcal{G}_{n}\right)^{*}=0$. Since $\mathcal{G}^{*}$ is finite dimensional and $\bigcup \mathcal{G}_{n}^{*}=\mathcal{G}^{*}$, $\varphi(d)^{n p}\left(\mathcal{G}^{*}\right)=0$ for $n$ large enough. Hence $\varphi(d)$ is nilpotent.

Now that we know $\varphi(d)$ and $\varphi(Y)$ to be nilpotent, let us form the solvable Lie subalgebra $\mathbb{R} d \oplus_{\pi} \mathfrak{n}$ of $\mathfrak{d} \oplus_{\pi} \mathfrak{g}$. It is a Lie subalgebra since $d(\mathfrak{g}) \subseteq \mathfrak{n}$, and it is solvable since $\mathbb{R} d$ is abelian. By Lie's Theorem (Corollary 1.29), we may choose a basis of $\mathcal{G}^{*}$ such that the matrix of every member of $\varphi(\mathbb{R} d+\mathfrak{n})$ is upper triangular. Since $\varphi(d)$ and $\varphi(Y)$ are nilpotent, their matrices are strictly upper triangular and hence the sum of the matrices is strictly upper triangular. Consequently $\varphi(d+Y)$ is nilpotent.

Proof of Theorem B.8. We begin with the special case in which $\mathfrak{g}$ is solvable, so that $\mathfrak{g}=\operatorname{rad} \mathfrak{g} \supseteq \mathfrak{n}$. We proceed by induction on $\operatorname{dim} \mathfrak{g}$. If $\operatorname{dim} \mathfrak{g}=1$, then $\mathfrak{g} \cong \mathbb{R}$, and $\varphi_{1}(t)=\left(\begin{array}{cc}0 & t \\ 0 & 0\end{array}\right)$ is the required representation.

Suppose that $\mathfrak{g}$ is solvable with $\operatorname{dim} \mathfrak{g}=n>1$, that the theorem has been proved for solvable Lie algebras of dimension $<n$, and that $\mathfrak{n}$ is the largest nilpotent ideal in $\mathfrak{g}$. By Proposition 1.23, $\mathfrak{g}$ contains an elementary sequence-a sequence of subalgebras going from 0 to $\mathfrak{g}$ one dimension at a time such that each is an ideal in the next. Moreover, the last members of this sequence can be taken to be any subspaces between $[\mathfrak{g}, \mathfrak{g}]$ and $\mathfrak{g}$ that go up one dimension at a time. Proposition 1.39 shows that $[\mathfrak{g}, \mathfrak{g}] \subseteq \mathfrak{n}$, and we may thus take $\mathfrak{n}$ to be one of the members of the elementary sequence.

Let $\mathfrak{h}$ be the member of the elementary sequence of codimension 1 in $\mathfrak{g}$, let $\mathfrak{n}_{\mathfrak{h}}$ be its largest nilpotent ideal, and let $X$ be a member of $\mathfrak{g}$ not in $\mathfrak{h}$. By inductive hypothesis we can find a one-one finite-dimensional representation $\varphi_{0}$ of $\mathfrak{h}$ such that $\varphi_{0}(Y)$ is nilpotent for all $Y \in \mathfrak{n}_{\mathfrak{h}}$. There are now two cases.

Case 1: ad $X=0$. Then ad $X$ is nilpotent and $X$ lies in $\mathfrak{n}$. Our construction forces $\mathfrak{n}=\mathfrak{g}$. Hence $\mathfrak{h}$ is nilpotent and $\mathfrak{g}$ must be the direct sum of $\mathbb{R} X$ and $\mathfrak{h}$. Let us write members of $\mathfrak{g}$ as pairs $(t, Y)$ with $t \in \mathbb{R}$ and $Y \in \mathfrak{h}$. Then $\varphi(t, Y)=\varphi_{1}(t) \oplus \varphi_{0}(Y)$ is the required representation.

Case 2: ad $X \neq 0$. We apply Lemma B. 12 to the solvable Lie algebra $\varphi_{0}(\mathfrak{h})$. Let $\mathfrak{d}=\operatorname{Der}_{\mathbb{R}} \mathfrak{h}$. The lemma gives us a one-one finite-dimensional representation $\varphi$ of the semidirect product $\mathfrak{d} \oplus \mathfrak{h}$ such that $\varphi(d+Y)$ is nilpotent for all $Y \in \mathfrak{n}_{\mathfrak{h}}$ and all nilpotent $d \in \mathfrak{d}$. We restrict this to the Lie subalgebra $\mathbb{R}(\operatorname{ad} X) \oplus \mathfrak{h}$, which is isomorphic with $\mathfrak{g}$. We consider separately the subcases that $\mathfrak{g}$ is nilpotent and $\mathfrak{g}$ is not nilpotent.

Subcase $2 \mathrm{a}: \mathfrak{g}$ is nilpotent. Then the member ad $X$ of $\mathfrak{d}$ is nilpotent by (1.31), and thus every member of $\varphi(\mathbb{R}(\operatorname{ad} X) \oplus \mathfrak{h})$ is nilpotent. So $\varphi$, interpreted as a representation of $\mathfrak{g}$, is the required representation.

Subcase $2 \mathfrak{b}$ : $\mathfrak{g}$ is not nilpotent. Then $\mathfrak{n}$ is a nilpotent ideal of $\mathfrak{h}$ and we must have $\mathfrak{n} \subseteq \mathfrak{n}_{\mathfrak{h}}$. Again $\varphi$, interpreted as a representation of $\mathfrak{g}$, is the required representation: Since $X$ is not in $\mathfrak{n}$, ad $X$ is not nilpotent, and no nonzero derivation in $\mathbb{R}(\operatorname{ad} X)$ is nilpotent. We know that every member of $\varphi\left(\mathfrak{n}_{\mathfrak{h}}\right)$ is nilpotent, and thus every member of $\varphi(\mathfrak{n})$ is nilpotent.

This completes the induction, and the theorem has now been proved for $\mathfrak{g}$ solvable.

Now we consider the general case in which $\mathfrak{g}$ does not need to be solvable. Let rad $\mathfrak{g}$ be the largest solvable ideal of $\mathfrak{g}$, and let $\mathfrak{n}$ be the largest nilpotent ideal. By the special case we can find a one-one finitedimensional representation $\psi$ of rad $\mathfrak{g}$ such that every member of $\psi(\mathfrak{n})$ is nilpotent. Let $\mathfrak{d}=\operatorname{Der}_{\mathbb{R}}(\operatorname{rad} \mathfrak{g})$. We apply Lemma B. 12 to the solvable Lie algebra $\psi(\operatorname{rad} \mathfrak{g})$, obtaining a one-one finite-dimensional representation $\varphi_{1}$ of $\mathfrak{d} \oplus \psi(\operatorname{rad} \mathfrak{g})$ such that $\varphi_{1}(d+\psi(Y))$ is nilpotent whenever $Y$ is in $\mathfrak{n}$ and $d$ is a nilpotent member of $\mathfrak{d}$.

We apply the Levi decomposition of Theorem B. 2 to write $\mathfrak{g}$ as a semidirect product $\mathfrak{s} \oplus \operatorname{rad} \mathfrak{g}$ with $\mathfrak{s}$ semisimple. For $S \in \mathfrak{s}$ and $X \in \operatorname{rad} \mathfrak{g}$, define $\varphi_{2}(S+X)=\operatorname{ad} S$ as a representation of $\mathfrak{g}$ on $\mathfrak{s}^{\mathbb{C}}$. Then we put

$$
\varphi(S+X)=\varphi_{1}(\operatorname{ad} S+\psi(X)) \oplus \varphi_{2}(S+X)
$$

as a representation of $\mathfrak{g}$ on the direct sum of the spaces for $\varphi_{1}$ and $\varphi_{2}$.
If $\varphi(S+X)=0$, then $\varphi_{2}(S+X)=0$ and ad $S=0$. Since $\mathfrak{s}$ is semisimple, $S=0$. Therefore $\varphi(X)=0$ and $\varphi_{1}(\psi(X))=0$. Since $\psi$ if one-one on $\operatorname{rad} \mathfrak{g}$ and $\varphi_{1}$ is one-one on $\psi(\operatorname{rad} \mathfrak{g})$, we obtain $X=0$. We conclude that $\varphi$ is one-one.

Finally if $Y$ is in $\mathfrak{n}$, then $\varphi_{1}(\psi(Y))$ is nilpotent by construction, and $\varphi_{2}(Y)$ is 0 since $Y$ has no $\mathfrak{s}$ term. Therefore $\varphi(Y)$ is nilpotent for every $Y$ in $\mathfrak{n}$.

## 4. Campbell-Baker-Hausdorff Formula

The theorem to be proved in this section is the following.
Theorem B. 22 (Campbell-Baker-Hausdorff Formula). Let $G$ be an analytic group with Lie algebra $\mathfrak{g}$. Then for all $A$ and $B$ sufficiently close
to 0 in $\mathfrak{g}, \exp A \exp B=\exp C$, where

$$
\begin{equation*}
C=A+B+H_{2}+\cdots+H_{n}+\cdots \tag{B.23}
\end{equation*}
$$

is a convergent series in which $H_{2}=\frac{1}{2}[A, B]$ and $H_{n}$ is a finite linear combination of expressions $\left(\operatorname{ad} X_{1}\right) \cdots\left(\operatorname{ad} X_{n-1}\right) X_{n}$ with each $X_{j}$ equal to either $A$ or $B$. The particular linear combinations that occur may be taken to be independent of $G$, as well as of $A$ and $B$.

A way of getting at the formula explicitly comes by thinking of $G$ as $G L(N, \mathbb{C})$ and using the formula from complex-variable theory

$$
z=\log e^{z}=\log \left(1+\left(e^{z}-1\right)\right)=\sum_{k=1}^{\infty}(-1)^{k+1} \frac{1}{k}\left(\sum_{n=1}^{\infty} \frac{1}{n!} z^{n}\right)^{k},
$$

valid for $|z|<\log 2$ since $\left|e^{z}-1\right| \leq e^{|z|}-1$. Because the sum of a convergent power series determines its coefficients, an identity of this kind forces identities on the coefficients; for example, the sum of the contributions from the right side to the coefficient of $z$ is 1 , the sum of the contributions from the right side to the coefficient of $z^{2}$ is 0 , etc. Hence the identity has to be correct in a ring of formal power series. Then we can substitute a matrix $C$, and we still have an identity if we have convergence. Thus we obtain

$$
\begin{align*}
& C= \sum_{k=1}^{\infty}(-1)^{k+1} \frac{1}{k}\left(e^{C}-1\right)^{k}  \tag{B.24}\\
&= \sum_{k=1}^{\infty}(-1)^{k+1} \frac{1}{k}\left(e^{A} e^{B}-1\right)^{k} \\
&= \sum_{k=1}^{\infty}(-1)^{k+1} \frac{1}{k}\left(\left(\sum_{m=0}^{\infty} \frac{1}{m!} A^{m}\right)\left(\sum_{n=0}^{\infty} \frac{1}{n!} B^{n}\right)-1\right)^{k} \\
&=\sum_{k=1}^{\infty}(-1)^{k+1} \frac{1}{k}\left((A+B)+\frac{1}{2!}\left(A^{2}+2 A B+B^{2}\right)\right. \\
&\left.\quad+\frac{1}{3!}\left(A^{3}+3 A^{2} B+3 A B^{2}+B^{3}\right)+\cdots\right)^{k},
\end{align*}
$$

and $H_{n}$ will have to be the sum of the terms on the right side that are homogeneous of degree $n$, rewritten in terms of brackets. For example, the quadratic term is

$$
\frac{1}{2!}\left(A^{2}+2 A B+B^{2}\right)-\frac{1}{2}(A+B)^{2}=\frac{1}{2}(2 A B-A B-B A)=\frac{1}{2}[A, B],
$$

as stated in the theorem. Similar computation shows that

$$
H_{3}=\frac{1}{12}[A,[A, B]]+\frac{1}{12}[B,[B, A]] \quad \text { and } \quad H_{4}=-\frac{1}{24}[A,[B,[A, B]]] .
$$

These formulas are valid as long as $A$ and $B$ are matrices that are not too large: The first line of (B.24) is valid if $\|C\|<\log 2$. The entire computation is valid if also $\|A\|+\|B\|<\log 2$ since

$$
\begin{aligned}
\left\|e^{A} e^{B}-1\right\| & \leq\left\|e^{A}-1\right\|\left\|e^{B}\right\|+\left\|e^{B}-1\right\| \\
& \leq\left(e^{\|A\|}-1\right) e^{\|B\|}+\left(e^{\|B\|}-1\right) \\
& =e^{\|A\|+\|B\|}-1 .
\end{aligned}
$$

This calculation indicates two important difficulties in the proof of Theorem B.22. First, although the final formula (B.23) makes sense for any $G$, the intermediate formula (B.24) and its terms like $A^{2} B$ do not make sense in general. We were able to use such expressions by using the matrix product operation within the associative algebra $\mathcal{A}_{N}$ of all $N$-by- $N$ complex matrices. Thus (B.24) is a formula that may help with $G L(N, \mathbb{C})$, but it has no meaning for general $G$. To bypass this difficulty, we shall use Ado's Theorem, Theorem B.8. We formalize matters as in the first reduction below.

A second important difficulty is that it is not obvious even in $G L(N, \mathbb{C})$ that the homogeneous terms of (B.24) can be rewritten as linear combinations of iterated brackets. Handling this step requires a number of additional ideas, and we return to this matter shortly.

First reduction. In order to prove Theorem B.22, it is enough to prove, within the associative algebra of all $N$-by- $N$ complex matrices, that the sum of the terms of

$$
\begin{aligned}
\sum_{k=1}^{\infty}(-1)^{k+1} \frac{1}{k}((A+B) & +\frac{1}{2!}\left(A^{2}+2 A B+B^{2}\right) \\
& \left.+\frac{1}{3!}\left(A^{3}+3 A^{2} B+3 A B^{2}+B^{3}\right)+\cdots\right)^{k}
\end{aligned}
$$

that are homogeneous of degree $n$, for $n \geq 2$, is a linear combination of expressions $\left(\operatorname{ad} X_{1}\right) \cdots\left(\operatorname{ad} X_{n-1}\right) X_{n}$ with each $X_{j}$ equal to $A$ or $B$, the particular combination being independent of $N$.

PROOF OF FIRST REDUCTION. The hypothesis is enough to imply the theorem for $G L(N, \mathbb{C})$. In fact, choose an open neighborhood $U$ about $C=0$ in $\mathfrak{g l}(N, \mathbb{C})$ where the exponential map is a diffeomorphism, then choose neighborhoods of $A=0$ and $B=0$ such that $e^{A} e^{B}$ lies in $\exp U$, and then cut down the neighborhoods of $A=0$ and $B=0$ further so that the computation (B.24) is valid. The hypothesis then allows us to rewrite the homogeneous terms of (B.24) as iterated brackets, and the theorem follows.

Let $G$ be a general analytic group, and use Theorem B. 8 to embed its Lie algebra $\mathfrak{g}$ in some $\mathfrak{g l}(N, \mathbb{C})$. Let $G_{1}$ be the analytic subgroup of $G L(N, \mathbb{C})$ with Lie algebra $\mathfrak{g}$, so that $G$ and $G_{1}$ are locally isomorphic and it is enough to prove the theorem for $G_{1}$. Choose an open neighborhood $U_{1}$ about $C=0$ in $\mathfrak{g}$ where $\exp : \mathfrak{g} \rightarrow G_{1}$ is a diffeomorphism, then choose open neighborhoods of $A=0$ and $B=0$ in $\mathfrak{g}$ such that $\exp A \exp B$ lies in $\exp U_{1}$, and then, by continuity of the inclusions $\mathfrak{g} \subseteq \mathfrak{g l}(N, \mathbb{C})$ and $G_{1} \subseteq G L(N, \mathbb{C})$, cut down these neighborhoods so that they lie in the neighborhoods constructed for $G L(N, \mathbb{C})$ in the previous paragraph. The partial sums in (B.23) lie in $\mathfrak{g}$, and they converge in $\mathfrak{g l}(N, \mathbb{C})$. Thus they converge in $\mathfrak{g}$. Since the exponential maps for $G_{1}$ and $G L(N, \mathbb{C})$ are continuous and are consistent with each other, formula (B.23) in $G L(N, \mathbb{C})$ implies validity of (B.23) in $G_{1}$.

Let $A$ and $B$ denote distinct elements of some set, and define a 2-dimensional complex vector space by $V=\mathbb{C} A \oplus \mathbb{C} B$. Let $T(V)$ be the corresponding tensor algebra. We shall omit the tensor signs in writing out products in $T(V)$. For $u$ in $V$ and $v$ in $T(V)$, define $(\operatorname{ad} u) v$ and $[u, v]$ to mean $u v-v u$. By Proposition A. 14, the linear map ad of $V$ into End $_{\mathbb{C}} T(V)$ extends to an algebra homomorphism ad of $T(V)$ into $\operatorname{End}_{\mathbb{C}} T(V)$ sending 1 to 1 . For this extension, $\operatorname{ad}\left(u_{1} u_{2}\right) v$ is $\left(\operatorname{ad} u_{1}\right)\left(\operatorname{ad} u_{2}\right) v$, not $u_{1} u_{2} v-v u_{1} u_{2}$.

SECOND REDUCTION. In order to prove Theorem B.22, it is enough to prove, within the tensor algebra $T(V)$, that the sum of the terms of the formal sum

$$
\begin{align*}
\sum_{k=1}^{\infty}(-1)^{k+1} \frac{1}{k}((A+B) & +\frac{1}{2!}\left(A^{2}+2 A B+B^{2}\right)  \tag{B.25}\\
& \left.+\frac{1}{3!}\left(A^{3}+3 A^{2} B+3 A B^{2}+B^{3}\right)+\cdots\right)^{k}
\end{align*}
$$

that are homogeneous of degree $n$, for $n \geq 2$, is a finite linear combination of expressions $\left(\operatorname{ad} X_{1}\right) \cdots\left(\operatorname{ad} X_{n-1}\right) X_{n}$ with each $X_{j}$ equal to $A$ or $B$.

Proof of second reduction. Let $\mathcal{A}_{N}$ be the associative algebra of all $N$-by- $N$ complex matrices, and let $A$ and $B$ be given in $\mathcal{A}_{N}$. The linear mapping of $V$ into $\mathcal{A}_{N}$ that sends the abstract elements $A$ and $B$ into the matrices with the same names extends to an associative algebra homomorphism of $T(V)$ into $\mathcal{A}_{N}$. If the asserted expansion in terms of brackets in $T(V)$ is valid, then it is valid in $\mathcal{A}_{N}$ as well, and the first reduction shows that Theorem B. 22 follows.

Now we come to the proof that the expression in (B.25) may be written as asserted in the second reduction. We isolate three steps as lemmas and then proceed with the proof.

Lemma B.26. For any $X$ in $T(V)$ and for $m \geq 1$,

$$
\begin{aligned}
X B^{m-1}+B X B^{m-2}+ & \cdots+B^{m-1} X \\
= & \binom{m}{1} X B^{m-1}+\binom{m}{2}((\operatorname{ad} B) X) B^{m-2} \\
& +\binom{m}{3}\left((\operatorname{ad} B)^{2} X\right) B^{m-3}+\cdots+\binom{m}{m}(\operatorname{ad} B)^{m-1} X
\end{aligned}
$$

PROOF. If $X$ is a polynomial $P(B)$ in $B$, then the identity reduces to $m P(B) B^{m-1}=m P(B) B^{m-1}$, and there is nothing to prove. Thus we may assume that $X$ is not such a polynomial.

Write $L(B)$ and $R(B)$ for the operators on $T(V)$ of left and right multiplication by $B$. These commute, and $L(B)=R(B)+\operatorname{ad} B$ shows that $R(B)$ and ad $B$ commute. Therefore the binomial theorem may be used to compute powers of $R(B)+$ ad $B$, and we obtain

$$
\begin{aligned}
& (\operatorname{ad} B)\left(L(B)^{m-1}+L(B)^{m-2} R(B)+\cdots+R(B)^{m-1}\right) \\
& =(L(B)-R(B))\left(L(B)^{m-1}+L(B)^{m-2} R(B)+\cdots+R(B)^{m-1}\right) \\
& =L(B)^{m}-R(B)^{m} \\
& =(R(B)+\operatorname{ad} B)^{m}-R(B)^{m} \\
& =\binom{m}{1} R(B)^{m-1}(\operatorname{ad} B)+\binom{m}{2} R(B)^{m-2}(\operatorname{ad} B)^{2}+\cdots+\binom{m}{m}(\operatorname{ad} B)^{m} \\
& =(\operatorname{ad} B)\left(\binom{m}{1} R(B)^{m-1}+\binom{m}{2} R(B)^{m-2}(\operatorname{ad} B)+\cdots+\binom{m}{m}(\operatorname{ad} B)^{m-1}\right) .
\end{aligned}
$$

We apply both sides of this identity to $X$. If $H$ denotes the difference of the left and right sides in the statement of the lemma, what we have just
showed is that $(\operatorname{ad} B) H=0$. A look at $H$ shows that $H$ is of the form

$$
c_{0} B^{m-1} X+c_{1} B^{m-2} X B+\cdots+c_{m-1} X B^{m-1},
$$

and ad $B$ of this is
$c_{0} B^{m} X+\left(c_{1}-c_{0}\right) B^{m-1} X B+\cdots+\left(c_{m-1}-c_{m-2}\right) B X B^{m-1}-c_{m-1} X B^{m}$.
To obtain the conclusion $H=0$, which proves the lemma, it is therefore enough to show that the elements $B^{m} X, B^{m-1} X B, \ldots, X B^{m}$ are linearly independent in $T(V)$.

Since $X$ is not a polynomial in $B$, we can write $X=(c+P A+Q B) B^{k}$ with $k \geq 0, c \in \mathbb{C}, P \in T(V), Q \in T(V)$, and $P \neq 0$. Assume a linear relation among $B^{m} X, B^{m-1} X B, \ldots, X B^{m}$, and substitute for $X$ in it. The resulting monomials with $A$ as close as possible to the right end force all coefficients in the linear relation to be 0 , and the linear independence follows. This proves the lemma.

It will be handy to express the above lemma in a slightly different language. For $X$ in $T(V)$, let $d_{X}$ be the linear map of $V$ into $T(V)$ given by

$$
d_{X}(a A+b B)=b X
$$

and extend $d_{X}$ to a derivation $D_{X}$ of $T(V)$ by means of Proposition A.16.
If $P(z)=a_{0}+a_{1} z+a_{2} z^{2}+\cdots+a_{M} z^{M}$ is any ordinary polynomial, we define $P(B)=a_{0}+a_{1} B+a_{2} B^{2}+\cdots+a_{M} B^{M}$. The derivatives $P^{\prime}(z), P^{\prime \prime}(z), \ldots$ are polynomials as well, and thus it is meaningful to speak of $P^{\prime}(B), P^{\prime \prime}(B), \ldots$

Lemma B.27. If $P(z)=a_{0}+a_{1} z+a_{2} z^{2}+\cdots+a_{M} z^{M}$ is a polynomial of degree $M$, then

$$
\begin{aligned}
D_{X}(P(B))= & X \frac{P^{\prime}(B)}{1!}+((\operatorname{ad} B) X) \frac{P^{\prime \prime}(B)}{2!} \\
& +\left((\operatorname{ad} B)^{2} X\right) \frac{P^{\prime \prime \prime}(B)}{3!}+\cdots+\left((\operatorname{ad} B)^{M-1} X\right) \frac{P^{(M)}(B)}{M!} .
\end{aligned}
$$

Proof. The special case of this result when $P(z)=z^{m}$ is exactly Lemma B.26. In fact, $D_{X}(P(B))$ is the left side of the expression in that lemma, and the right side here is the right side of the expression in that lemma. Thus Lemma B. 27 follows by taking linear combinations.

Let $T^{\leq M}(V)=\bigoplus_{n=0}^{M} T^{n}(V)$ and $T^{>M}(V)=\bigoplus_{n=M+1}^{\infty} T^{n}(V)$. The space $T^{>M}(V)$ is a two-sided ideal in $T(V)$, but $T^{\leq M}(V)$ is just a subspace. We have $T(V)=T^{\leq M}(V) \oplus T^{>M}(V)$ as vector spaces. Because $T^{>M}(V)$ is an ideal, the projection $\pi_{M}$ of $T(V)$ on $T^{\leq M}(V)$ along $T^{>M}(V)$ satisfies

$$
\begin{equation*}
\pi_{M}(u v)=\pi_{M}\left(\left(\pi_{M} u\right)\left(\pi_{M} v\right)\right)=\pi_{M}\left(u\left(\pi_{M} v\right)\right) \tag{B.28}
\end{equation*}
$$

for all $u$ and $v$ in $T(V)$.
Again let $X$ be a member of $T(V)$. From now on, we assume $X$ has no constant term. Since $X$ has no constant term, the derivation $D_{X}$ carries $T^{n}(V)$ to $T^{>n-1}(V)$ for all $n$. Then it follows that

$$
\begin{equation*}
\pi_{M} D_{X}=\pi_{M} D_{X} \pi_{M} . \tag{B.29}
\end{equation*}
$$

Since $T^{\leq M}(V)$ is finite dimensional, the exponential of a member of $\operatorname{End}_{\mathbb{C}}\left(T^{\leq M}(V)\right)$ is well defined. For $z$ in $\mathbb{C}$, we apply this observation to $z \pi_{M} D_{X} \pi_{M}$. We shall work with

$$
\begin{equation*}
\pi_{M} \exp \left(z \pi_{M} D_{X} \pi_{M}\right)=\exp \left(z \pi_{M} D_{X} \pi_{M}\right) \pi_{M} . \tag{B.30}
\end{equation*}
$$

Put

$$
\begin{equation*}
C(z)=C_{M}(z)=\pi_{M} \exp \left(z \pi_{M} D_{X} \pi_{M}\right)(B) . \tag{B.31}
\end{equation*}
$$

For each $z \in \mathbb{C}$, this is a member of $T(V)$ without constant term. For $z=0$, we have $C(0)=B$ for all $M>0$.

Lemma B.32. For any integer $k \geq 0$,

$$
\pi_{M}\left(C(z)^{k}\right)=\pi_{M} \exp \left(z \pi_{M} D_{X} \pi_{M}\right)\left(B^{k}\right) .
$$

Proof. Without loss of generality we may assume $k \geq 1$. Then

$$
\begin{array}{rlrl}
\frac{d C(t)}{d t} & =\frac{d}{d t} \pi_{M} \exp \left(t \pi_{M} D_{X} \pi_{M}\right)(B) & \\
& =\pi_{M} \frac{d}{d t} \exp \left(t \pi_{M} D_{X} \pi_{M}\right)(B) & & \text { since } \pi_{M} \text { is linear } \\
& =\left(\pi_{M} D_{X} \pi_{M}\right) \exp \left(t \pi_{M} D_{X} \pi_{M}\right)(B) & & \text { by Proposition } 0.11 \mathrm{~d} \\
& =\left(\pi_{M} D_{X}\right) C(t), & &
\end{array}
$$

and hence

$$
\begin{aligned}
& \frac{d}{d t} \pi_{M}\left(C(t)^{k}\right)=\pi_{M}\left(\frac{d}{d t} C(t)^{k}\right) \\
& =\pi_{M}\left(\frac{d C(t)}{d t} C(t)^{k-1}+C(t) \frac{d C(t)}{d t} C(t)^{k-2}+\cdots+C(t)^{k-1} \frac{d C(t)}{d t}\right) \\
& =\pi_{M}\left(\left(\pi_{M} D_{X} C(t)\right) C(t)^{k-1}+C(t)\left(\pi_{M} D_{X} C(t)\right) C(t)^{k-2}\right. \\
& \left.+\cdots+C(t)^{k-1}\left(\pi_{M} D_{X} C(t)\right)\right) \\
& =\pi_{M}\left(\left(D_{X} C(t)\right) C(t)^{k-1}+C(t)\left(D_{X} C(t)\right) C(t)^{k-2}\right. \\
& \left.+\cdots+C(t)^{k-1}\left(D_{X} C(t)\right)\right) \quad \text { by (B.28) and (B.29) } \\
& =\left(\pi_{M} D_{X}\right)\left(C(t)^{k}\right) .
\end{aligned}
$$

Therefore, using (B.29), we find

$$
\left(\frac{d}{d t}\right)^{m} \pi_{M}\left(C(t)^{k}\right)=\left(\pi_{M} D_{X}\right)^{m}\left(C(t)^{k}\right) .
$$

Since $z \mapsto \pi_{M}\left(C(z)^{k}\right)$ is analytic,

$$
\begin{aligned}
\pi_{M}\left(C(z)^{k}\right) & =\left.\pi_{M} \sum_{m=0}^{\infty} \frac{z^{m}}{m!}\left(\frac{d}{d t}\right)^{m} \pi_{M}\left(C(t)^{k}\right)\right|_{t=0} \\
& =\pi_{M} \sum_{m=0}^{\infty} \frac{z^{m}}{m!}\left(\pi_{M} D_{X}\right)^{m}\left(C(0)^{k}\right) \\
& =\pi_{M} \sum_{m=0}^{\infty} \frac{z^{m}}{m!}\left(\pi_{M} D_{X} \pi_{M}\right)^{m}\left(C(0)^{k}\right) \quad \text { by (B.29) } \\
& =\pi_{M} \exp \left(z \pi_{M} D_{X} \pi_{M}\right)\left(C(0)^{k}\right),
\end{aligned}
$$

and the lemma follows.

Proof of Theorem B.22. According to the statement of the second reduction, what needs proof is that, in the formal expression (B.25), the sum of the terms homogeneous of each particular degree greater than 1 is a finite linear combination of iterated brackets involving $A$ and $B$. Let $M$ be an odd integer greater than the degree of homogeneity to be addressed. Let $X$ be an element in $T(V)$ without constant term; $X$ will be specified shortly.

Define $E_{M}(z)=1+z+z^{2} / 2!+\cdots+z^{M} / M!$ to be the $M^{\text {th }}$ partial sum of the power series for $e^{z}$. Then $E_{M}(B)$ is in $T^{\leq M}(V)$. The derivatives of this particular polynomial have the property that $\pi_{M-k}\left(E_{M}^{(k)}(B)\right)=$ $\pi_{M-k}\left(E_{M}(B)\right)$ for $0 \leq k \leq M$. If $Y_{k}$ is in $T^{>k-1}(V)$, then it follows that

$$
\pi_{M}\left(Y_{k} E_{M}^{(k)}(B)\right)=\pi_{M}\left(Y_{k} E_{M}(B)\right) .
$$

Applying Lemma B. 27 with $P=E_{M}$ and taking $Y_{k}=(\operatorname{ad} B)^{k-1} X$ for $1 \leq k \leq M$, we obtain

$$
\begin{aligned}
& \pi_{M}\left(D_{X}\left(E_{M}(B)\right)\right) \\
& =\pi_{M}\left(\left(X+\frac{(\operatorname{ad} B) X}{2!}+\frac{(\operatorname{ad} B)^{2} X}{3!}+\cdots+\frac{(\operatorname{ad} B)^{M-1} X}{M!}\right) E_{M}(B)\right) \\
& =\pi_{M}\left(\pi_{M}\left(\left(1+\frac{(\operatorname{ad} B)}{2!}+\frac{(\operatorname{ad} B)^{2}}{3!}+\cdots+\frac{(\operatorname{ad} B)^{M-1}}{M!}\right)(X)\right)\left(E_{M}(B)\right)\right)
\end{aligned}
$$

by (B.28).
From complex-variable theory we have

$$
\frac{z}{e^{z}-1}=\left(1+\frac{z}{2!}+\frac{z^{2}}{3!}+\cdots\right)^{-1}=1-\frac{z}{2}+\frac{b_{1}}{2!} z^{2}+\frac{b_{2}}{4!} z^{4}+\cdots,
$$

where $b_{1}=\frac{1}{6}, b_{2}=-\frac{1}{30}, \ldots$ are Bernoulli numbers apart from signs. Remembering that $M$ is odd, we can finally define $X$ :

$$
X=\left(1-\frac{\operatorname{ad} B}{2}+\frac{b_{1}}{2!}(\operatorname{ad} B)^{2}+\frac{b_{2}}{4!}(\operatorname{ad} B)^{4}+\cdots+\frac{b_{(M-1) / 2}}{(M-1)!}(\operatorname{ad} B)^{M-1}\right) A .
$$

The element $X$ is in $T^{\leq M}(V)$. Substituting for $X$ in the expression

$$
\pi_{M}\left(\left(1+\frac{(\operatorname{ad} B)}{2!}+\frac{(\operatorname{ad} B)^{2}}{3!}+\cdots+\frac{(\operatorname{ad} B)^{M-1}}{M!}\right)(X)\right)
$$

above, we find that

$$
\begin{equation*}
\pi_{M}\left(D_{X}\left(E_{M}(B)\right)\right)=\pi_{M}\left(A E_{M}(B)\right) \tag{B.33}
\end{equation*}
$$

We shall now prove by induction for $m \geq 1$ that

$$
\begin{equation*}
\left(\pi_{M} D_{X} \pi_{M}\right)^{m}\left(E_{M}(B)\right)=\pi_{M}\left(A^{m} E_{M}(B)\right) . \tag{B.34}
\end{equation*}
$$

The result for $m=1$ is just (B.33). Assuming the result for $m-1$, we use (B.28), (B.29), and (B.33) repeatedly to write

$$
\begin{aligned}
\left(\pi_{M} D_{X} \pi_{M}\right)^{m}\left(E_{M}(B)\right) & =\left(\pi_{M} D_{X} \pi_{M}\right)\left(\pi_{M} D_{X} \pi_{M}\right)^{m-1}\left(E_{M}(B)\right) \\
& =\left(\pi_{M} D_{X} \pi_{M}\right)\left(\pi_{M}\left(A^{m-1} E_{M}(B)\right)\right) \\
& =\pi_{M} D_{X} \pi_{M}\left(A^{m-1} E_{M}(B)\right) \\
& =\pi_{M} D_{X}\left(A^{m-1} E_{M}(B)\right) \\
& =\pi_{M}\left(A^{m-1} D_{X}\left(E_{M}(B)\right)\right) \quad \text { since } D_{X}(A)=0 \\
& =\pi_{M}\left(A^{m-1} \pi_{M} D_{X}\left(E_{M}(B)\right)\right) \\
& =\pi_{M}\left(A^{m-1} \pi_{M}\left(A E_{M}(B)\right)\right) \\
& =\pi_{M}\left(A^{m} E_{M}(B)\right) .
\end{aligned}
$$

This completes the induction and proves (B.34).
Next we shall prove that

$$
\begin{equation*}
\pi_{M} D_{X} \pi_{M} \text { is nilpotent on } T^{\leq M}(V) . \tag{B.35}
\end{equation*}
$$

To do so, we shall exhibit a basis of $T^{\leq M}(V)$ with respect to which the matrix of $\pi_{M} D_{X} \pi_{M}$ is strictly lower triangular. The basis begins with

$$
1, B, A, B^{2}, B A, A B, A^{2},
$$

and it continues with bases of $T^{3}(V), T^{4}(V)$, and so on. The basis of $T^{m}(V)$ begins with $B^{m}$, then contains all monomials in $A$ and $B$ with 1 factor $A$ and $m-1$ factors $B$, then contains all monomials in $A$ and $B$ with 2 factors $A$ and $m-2$ factors $B$, and so on. Take a member of this basis, say a monomial in $T^{m}(V)$ with $k$ factors of $A$ and $m-k$ factors of $B$. When we apply $\pi_{M} D_{X} \pi_{M}$, the right-hand $\pi_{M}$ changes nothing, and the $D_{X}$ acts on the monomial as a derivation. Since $D_{X} A=0$, we get $m-k$ terms, each obtained by replacing one instance of $B$ by $X$. The definition of $X$ shows that $X$ is the sum of $A$ and higher-order terms. When we substitute for $X$, the $A$ gives us a monomial in $T^{m}(V)$ with one more $A$ and one less $B$, and the higher-order terms give us members of $T^{>m}(V)$. Application of the final $\pi_{M}$ merely throws away some of the terms. The surviving terms are linear combinations of members of the basis farther along than our initial monomial, and (B.35) follows.

Because of (B.35), we may assume that $\left(\pi_{M} D_{X} \pi_{M}\right)^{M^{\prime}}=0$, where $M^{\prime}$ is $\geq M$. Multiplying (B.34) by $1 / m$ ! and summing up to $M^{\prime}$, we obtain

$$
\begin{equation*}
\pi_{M} \exp \left(\pi_{M} D_{X} \pi_{M}\right)\left(E_{M}(B)\right)=\pi_{M}\left(E_{M}(A) E_{M}(B)\right) \tag{B.36}
\end{equation*}
$$

Meanwhile if we multiply the formula of Lemma B. 32 by $1 / k$ ! and sum for $0 \leq k \leq M$, we have

$$
\begin{equation*}
\pi_{M}\left(E_{M}(C(z))\right)=\pi_{M} \exp \left(z \pi_{M} D_{X} \pi_{M}\right)\left(E_{M}(B)\right) . \tag{B.37}
\end{equation*}
$$

Put $C=C(1)$. For $z=1$, equations (B.36) and (B.37) together give

$$
\begin{equation*}
\pi_{M}\left(E_{M}(C)\right)=\pi_{M}\left(E_{M}(A) E_{M}(B)\right) . \tag{B.38}
\end{equation*}
$$

We can recover $C$ from this formula by using the power series for $\log (1-z)$ in the same way as in the first line of (B.24), and we see from (B.38) that $C$ is the member of $T(V)$ whose expression in terms of brackets we seek.

To obtain a formula for $C$, we use (B.31) with $z=1$ to write

$$
\begin{aligned}
C= & \pi_{M} \exp \left(\pi_{M} D_{X} \pi_{M}\right)(B) \\
= & \pi_{M}\left(1+\left(\pi_{M} D_{X} \pi_{M}\right)+\frac{\left(\pi_{M} D_{X} \pi_{M}\right)^{2}}{2!}+\cdots+\frac{\left(\pi_{M} D_{X} \pi_{M}\right)^{M^{\prime}}}{M^{\prime}!}\right)(B) \\
= & B+\left(1+\frac{\left(\pi_{M} D_{X} \pi_{M}\right)}{2!}+\cdots+\frac{\left(\pi_{M} D_{X} \pi_{M}\right)^{M^{\prime}-1}}{M^{\prime}!}\right)\left(\pi_{M} D_{X} \pi_{M}\right)(B) \\
= & B+\left(1+\frac{\left(\pi_{M} D_{X} \pi_{M}\right)}{2!}+\cdots+\frac{\left(\pi_{M} D_{X} \pi_{M}\right)^{M^{\prime}-1}}{M^{\prime}!}\right)(X) \\
= & B+\left(1+\frac{\left(\pi_{M} D_{X} \pi_{M}\right)}{2!}+\cdots+\frac{\left(\pi_{M} D_{X} \pi_{M}\right)^{M^{\prime}-1}}{M^{\prime}!}\right) \\
& \quad \times\left(1-\frac{(\operatorname{ad} B)}{2}+\frac{b_{1}}{2!}(\operatorname{ad} B)^{2}+\cdots+\frac{b_{(M-1) / 2}}{(M-1)!}(\operatorname{ad} B)^{M-1}\right)(A) \\
= & A+B+\left(1+\frac{\left(\pi_{M} D_{X} \pi_{M}\right)}{2!}+\cdots+\frac{\left(\pi_{M} D_{X} \pi_{M}\right)^{M^{\prime}-1}}{M^{\prime}!}\right) \\
& \quad \times\left(-\frac{(\operatorname{ad} B)}{2}+\frac{b_{1}}{2!}(\operatorname{ad} B)^{2}+\cdots+\frac{b_{(M-1) / 2}}{(M-1)!}(\operatorname{ad} B)^{M-1}\right)(A),
\end{aligned}
$$

the last step holding since $D_{X}(A)=0$. The right side is the sum of $A+B$, a linear combination of various bracket terms $(\operatorname{ad} B)^{m}(A)$ with $m \geq 1$, and terms $\left(\pi_{M} D_{X} \pi_{M}\right)^{k}\left((\operatorname{ad} B)^{m}(A)\right)$ with $k \geq 1$ and $m \geq 1$.

To complete the proof, we are to show that each of the terms

$$
\begin{equation*}
\left(\pi_{M} D_{X} \pi_{M}\right)^{k}\left((\operatorname{ad} B)^{m}(A)\right) \tag{B.39}
\end{equation*}
$$

with $k \geq 1$ and $m \geq 1$ is a linear combination of iterated brackets. It is enough to prove that if
(B.40) $\left(\operatorname{ad} X_{1}\right)\left(\operatorname{ad} X_{2}\right) \cdots\left(\operatorname{ad} X_{n-1}\right) X_{n}$, with each $X_{j}$ equal to $A$ or $B$,
is given, then $\left(\pi_{M} D_{X} \pi_{M}\right)$ of it is a linear combination of other terms of the same general form as (B.40) with various $n$ 's.

Let us prove inductively on $k$ that $\operatorname{ad}\left((\operatorname{ad} B)^{k} A\right)$ is a linear combination of terms

$$
\begin{equation*}
(\operatorname{ad} B)^{j}(\operatorname{ad} A)(\operatorname{ad} B)^{k-j}, \quad 0 \leq j \leq k . \tag{B.41}
\end{equation*}
$$

This is trivial for $k=0$. If it is true for $k-1$, then

$$
\begin{aligned}
\operatorname{ad}\left((\operatorname{ad} B)^{k} A\right) & =\operatorname{ad}\left((\operatorname{ad} B)\left((\operatorname{ad} B)^{k-1} A\right)\right) \\
& =\operatorname{ad}\left(B\left((\operatorname{ad} B)^{k-1} A\right)-\left((\operatorname{ad} B)^{k-1} A\right) B\right) \\
& =(\operatorname{ad} B)\left(\operatorname{ad}\left((\operatorname{ad} B)^{k-1} A\right)\right)-\left(\operatorname{ad}\left((\operatorname{ad} B)^{k-1} A\right)\right)(\operatorname{ad} B),
\end{aligned}
$$

and substitution of the result for $k-1$ yields the result for $k$.
Since $X$ is a linear combination of terms $(\operatorname{ad} B)^{k} A$, we see from the above conclusion that ad $X$ is a linear combination of terms (B.41).

Next we observe the formula

$$
\begin{equation*}
D_{X}((\operatorname{ad} u) v)=\left(\operatorname{ad}\left(D_{X} u\right)\right) v+(\operatorname{ad} u)\left(D_{X} v\right) . \tag{B.42}
\end{equation*}
$$

In fact,

$$
\begin{aligned}
D_{X}((\operatorname{ad} u) v) & =D_{X}(u v-v u) \\
& =\left(D_{X} u\right) v+u\left(D_{X} v\right)-\left(D_{X} v\right) u-v\left(D_{X} u\right) \\
& =\left(\operatorname{ad}\left(D_{X} u\right)\right) v+(\operatorname{ad} u)\left(D_{X} v\right) .
\end{aligned}
$$

Now suppose that (B.40) is given. In applying $\pi_{M} D_{X} \pi_{M}$, we may disregard the occurrences of $\pi_{M}$ at the ends. Formula (B.42) allows us to compute the effect of $D_{X}$ on (B.40). We get the sum of $n$ terms. In the first $n-1$ terms the factor $\left(\operatorname{ad} X_{j}\right)$ gets replaced by $(\operatorname{ad} X)$ if $X_{j}=B$ or by 0 if $X_{j}=A$; we have seen that $(\operatorname{ad} X)$ is a linear combination of terms (B.41), and thus substitution in these $n-1$ terms give terms of the same general form as (B.40). In the last term that we obtain by applying $D_{X}$ to (B.40), the factor $X_{n}$ gets replaced by $X$ if $X_{n}=B$ or by 0 if $X_{n}=A$; since $X$ is a linear combination of terms $(\operatorname{ad} B)^{k} A$, substitution yields terms of the same general form as (B.40). This proves that application of ( $\pi_{M} D_{X} \pi_{M}$ ) to (B.40) yields terms of the same general form. The theorem follows.

Using the same notation $V=\mathbb{C} A \oplus \mathbb{C} B$ as in the last part of the proof of Theorem B.22, we can derive an explicit formula for how (B.25) may be expressed as the sum of $A+B$ and explicit iterated brackets. Being an associative algebra, $T(V)$ is also a Lie algebra under the bracket operation $[u, v]=u v-v u$. Let $L(V)$ be the Lie subalgebra of $T(V)$ generated by the elements of $V$. This consists of linear combinations of iterated brackets of elements of $V$.

Proposition B.43. The unique linear map $p: T(V) \rightarrow T(V)$ such that $p(1)=0, p(v)=v$ for $v$ in $V$, and

$$
p\left(v_{1} \cdots v_{n}\right)=n^{-1}\left(\operatorname{ad} v_{1}\right) \cdots\left(\operatorname{ad} v_{n-1}\right) v_{n}
$$

whenever $n>1$ and $v_{1}, \ldots, v_{n}$ are all in $V$ has the property of being a projection of $T(V)$ onto $L(V)$.

REmARKS. Since we know from Theorem B. 22 that the sum of all terms in (B.25) with a given homogeneity is in $L(V)$, we can apply the map $p$ to such a sum to get an expression in terms of iterated brackets. For example, consider the cubic terms. Many terms, like $A B^{2}$ and $(A+B)^{3}$, map to 0 under $p$. For the totality of cubic terms,

$$
\begin{aligned}
& p\left(\frac{1}{6}\left(A^{3}+3 A^{2} B+3 A B^{2}+B^{3}\right)-\frac{1}{2}\left(\frac{1}{2}\left(A^{2}+2 A B+B^{2}\right)(A+B)\right)\right. \\
& \left.\quad-\frac{1}{2}\left((A+B) \frac{1}{2}\left(A^{2}+2 A B+B^{2}\right)\right)+\frac{1}{3}\left((A+B)^{3}\right)\right) \\
& =\frac{1}{3}\left\{\frac{1}{2}(\operatorname{ad} A)^{2} B-\frac{1}{4}\left((\operatorname{ad} A)^{2} B+2(\operatorname{ad} A)(\operatorname{ad} B) A+(\operatorname{ad} B)^{2} A\right)\right. \\
& \left.\quad-\frac{1}{4}\left(2(\operatorname{ad} A)^{2} B+2(\operatorname{ad} B)(\operatorname{ad} A) B\right)\right\} \\
& = \\
& \frac{1}{12}\left((\operatorname{ad} A)^{2} B+(\operatorname{ad} B)^{2} A\right) .
\end{aligned}
$$

Proof. The map $p$ is unique since the monomials in $V$ generate $T(V)$. For existence, we readily define $p$ on each $T^{n}(V)$ by means of the universal mapping property of $n$-fold tensor products. It is clear that $p$ carries $T(V)$ into $L(V)$. To complete the proof, we show that $p$ is the identity on $L(V)$.

Recall that ad has been extended from $V$ to $T(V)$ as a homomorphism, so that $\operatorname{ad}(A B) A$, for example, is $(\operatorname{ad} A)(\operatorname{ad} B) A=2 A B A-A^{2} B-B A^{2}$, not $(A B) A-A(A B)$. However, we shall prove that

$$
\begin{equation*}
(\operatorname{ad} x) u=x u-u x \quad \text { for } x \in L(V) \tag{B.44}
\end{equation*}
$$

It is enough, for each $n$, to consider elements $x$ that are $n$-fold iterated brackets of members of $V$, and we proceed inductively on $n$. For degree $n=1$, (B.44) is the definition. Assuming (B.44) for degree $<n$, we suppose that $x$ and $y$ are iterated brackets of members of $V$ and that the sum of their degrees is $n$. Then

$$
\begin{aligned}
(\operatorname{ad}[x, y]) u & =\operatorname{ad}(x y-y x) u \\
& =(\operatorname{ad} x \operatorname{ad} y-\operatorname{ad} y \operatorname{ad} x) u \\
& =x(y u-u y)-(y u-u y) x-y(x u-u x)+(x u-u x) y \\
& =[x, y] u-u[x, y],
\end{aligned}
$$

and the induction is complete.
To prove that $p$ is the identity on $L(V)$, we introduce an auxiliary mapping $p^{*}: T(V) \rightarrow L(V)$ defined in the same way as $p$ except that the coefficient $n^{-1}$ is dropped in the definition on $v_{1} \cdots v_{n}$. The map $p^{*}$ has the property that

$$
\begin{equation*}
p^{*}(u v)=(\operatorname{ad} u) p^{*}(v) \tag{B.45}
\end{equation*}
$$

for all $u$ and $v$ in $T(V)$ as long as $v$ has no constant term. In fact, it is enough to consider the case of monomials, say $u=u_{1} \cdots u_{m}$ and $v=v_{1} \cdots v_{n}$ with $n \geq 1$. Then

$$
\begin{aligned}
p^{*}(u v) & =\left(\operatorname{ad} u_{1}\right) \cdots\left(\operatorname{ad} u_{m}\right)\left(\operatorname{ad} v_{1}\right) \cdots\left(\operatorname{ad} v_{n-1}\right) v_{n} \\
& =(\operatorname{ad} u)\left(\operatorname{ad} v_{1}\right) \cdots\left(\operatorname{ad} v_{n-1}\right) v_{n} \\
& =(\operatorname{ad} u) p^{*}(v),
\end{aligned}
$$

and (B.45) is proved.
Next let us see that

$$
\begin{equation*}
p^{*} \text { restricted to } L(V) \text { is a derivation of } L(V) \text {. } \tag{B.46}
\end{equation*}
$$

In fact, if $x$ and $y$ are in $L(V)$, (B.44) and (B.45) yield

$$
\begin{aligned}
p^{*}[x, y] & =p^{*}(x y-y x)=(\operatorname{ad} x) p^{*}(y)-(\operatorname{ad} y) p^{*}(x) \\
& =\left[x, p^{*}(y)\right]-\left[y, p^{*}(x)\right]=\left[x, p^{*}(y)\right]+\left[p^{*}(x), y\right],
\end{aligned}
$$

and (B.46) is proved.
Using (B.46), we prove inductively on the degree of the bracket that if $x \in L(V)$ is an iterated bracket involving $n$ elements of $V$, then $p^{*}(x)=$ $n x$. This is true by definition of $p^{*}$ for $n=1$. Suppose it is true for all degrees less than $n$. Let $x$ and $y$ be members of $L(V)$ given as $d$-fold and $(n-d)$-fold iterated brackets of members of $V$. Then

$$
p^{*}[x, y]=\left[x, p^{*} y\right]+\left[p^{*} x, y\right]=(n-d)[x, y]+d[x, y]=n[x, y],
$$

and the induction goes through. Thus $p^{*}$ acts on $L(V)$ as asserted, and $p$ acts on $L(V)$ as the identity. Thus $p$ is indeed a projection of $T(V)$ onto $L(V)$.

## APPENDIX C

## Data for Simple Lie Algebras


#### Abstract

This appendix contains information about irreducible root systems, simple Lie algebras over $\mathbb{C}$ and $\mathbb{R}$, and Lie groups whose Lie algebras are simple, noncompact, and noncomplex. The first two sections deal with the root systems themselves and the corresponding complex simple Lie algebras. The last two sections deal with the simple real Lie algebras that are noncompact and noncomplex and with their corresponding Lie groups.


## 1. Classical Irreducible Reduced Root Systems

This section collects information about the classical irreducible reduced root systems, those of types $A_{n}$ for $n \geq 1, B_{n}$ for $n \geq 2, C_{n}$ for $n \geq 3$, and $D_{n}$ for $n \geq 4$.

The first three items describe the underlying vector space $V$, the root system $\Delta$ as a subset of $V$, and the usual complex semisimple Lie algebra $\mathfrak{g}$ associated with $\Delta$. All this information appears also in (2.43). In each case the root system is a subspace of some $\mathbb{R}^{k}=\left\{\sum_{i=1}^{k} a_{i} e_{i}\right\}$. Here $\left\{e_{i}\right\}$ is the standard orthonormal basis, and the $a_{i}$ 's are real.

The next four items give the number $|\Delta|$ of roots, the dimension $\operatorname{dim} \mathfrak{g}$ of the Lie algebra $\mathfrak{g}$, the order $|W|$ of the Weyl group of $\Delta$, and the determinant $\operatorname{det}\left(A_{i j}\right)$ of the Cartan matrix. All this information appears also in Problems 15 and 28 for Chapter II.

The next two items give the customary choice of positive system $\Delta^{+}$ and the associated set $\Pi$ of simple roots. This information appears also in (2.50), and the corresponding Dynkin diagrams appear in Figure 2.3 and again in Figure 2.4.

The last three items give, relative to the listed positive system $\Delta^{+}$, the fundamental weights $\varpi_{1}, \ldots \varpi_{n}$, the largest root, and the half sum $\delta$ of the positive roots. The fundamental weights $\varpi_{j}$ are defined by the condition $2\left\langle\varpi_{j}, \alpha_{i}\right\rangle /\left|\alpha_{i}\right|^{2}=\delta_{i j}$ if $\Pi$ is regarded as the ordered set $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$. Their significance is explained in Problems $28-33$ for Chapter V. The $\varpi_{i}$ are expressed as members of $V$. The largest root is listed in two formats: (a) as a tuple like $(11 \cdots 1)$ that indicates the expansion in terms of the simple roots $\alpha_{1}, \ldots, \alpha_{n}$ and (b) as a member of $V$.
$\boldsymbol{A}_{n}$

$$
\begin{aligned}
& V=\left\{v \in \mathbb{R}^{n+1} \mid\left\langle v, e_{1}+\cdots+e_{n+1}\right\rangle=0\right\} \\
& \Delta=\left\{e_{i}-e_{j} \mid i \neq j j\right\} \\
& \mathfrak{g}=\mathfrak{s l}(n+1, \mathbb{C}) \\
& |\Delta|=n(n+1) \\
& \operatorname{dim} \mathfrak{g}=n(n+2) \\
& |W|=(n+1)! \\
& \operatorname{det}\left(A_{i j}\right)=n+1 \\
& \Delta^{+}=\left\{e_{i}-e_{j} \mid i<j\right\} \\
& \Pi=\left\{e_{1}-e_{2}, e_{2}-e_{3}, \ldots, e_{n}-e_{n+1}\right\}
\end{aligned}
$$

Fundamental weights:

$$
\begin{aligned}
\varpi_{i} & =e_{1}+\cdots+e_{i} \text { projected to } V \\
& =e_{1}+\cdots+e_{i}-\frac{i}{n+1}\left(e_{1}+\cdots+e_{n+1}\right)
\end{aligned}
$$

Largest root $=(11 \cdots 1)=e_{1}-e_{n+1}$
$\delta=\left(\frac{n}{2}\right) e_{1}+\left(\frac{n-2}{2}\right) e_{2}+\cdots+\left(-\frac{n}{2}\right) e_{n+1}$
$B_{n}$
$V=\mathbb{R}^{n}$
$\Delta=\left\{ \pm e_{i} \pm e_{j} \mid i<j\right\} \cup\left\{ \pm e_{i}\right\}$
$\mathfrak{g}=\mathfrak{s o}(2 n+1, \mathbb{C})$
$|\Delta|=2 n^{2}$
$\operatorname{dim} \mathfrak{g}=n(2 n+1)$
$|W|=n!2^{n}$
$\operatorname{det}\left(A_{i j}\right)=2$
$\Delta^{+}=\left\{e_{i} \pm e_{j} \mid i<j\right\} \cup\left\{e_{i}\right\}$
$\Pi=\left\{e_{1}-e_{2}, e_{2}-e_{3}, \ldots, e_{n-1}-e_{n}, e_{n}\right\}$
Fundamental weights:

$$
\varpi_{i}=e_{1}+\cdots+e_{i} \text { for } i<n
$$

$$
\varpi_{n}=\frac{1}{2}\left(e_{1}+\cdots+e_{n}\right)
$$

Largest root $=(122 \cdots 2)=e_{1}+e_{2}$
$\delta=\left(n-\frac{1}{2}\right) e_{1}+\left(n-\frac{3}{2}\right) e_{2}+\cdots+\frac{1}{2} e_{n}$
$C_{n}$

$$
\begin{aligned}
& V=\mathbb{R}^{n} \\
& \Delta=\left\{ \pm e_{i} \pm e_{j} \mid i<j\right\} \cup\left\{ \pm 2 e_{i}\right\} \\
& \mathfrak{g}=\mathfrak{s p}(n, \mathbb{C}) \\
& |\Delta|=2 n^{2} \\
& \operatorname{dim} \mathfrak{g}=n(2 n+1) \\
& |W|=n!2^{n} \\
& \operatorname{det}\left(A_{i j}\right)=2 \\
& \Delta^{+}=\left\{e_{i} \pm e_{j} \mid i<j\right\} \cup\left\{2 e_{i}\right\} \\
& \Pi=\left\{e_{1}-e_{2}, e_{2}-e_{3}, \ldots, e_{n-1}-e_{n}, 2 e_{n}\right\}
\end{aligned}
$$

Fundamental weights:

$$
\varpi_{i}=e_{1}+\cdots+e_{i}
$$

Largest root $=(22 \cdots 21)=2 e_{1}$
$\delta=n e_{1}+(n-1) e_{2}+\cdots+1 e_{n}$

## $D_{n}$

$V=\mathbb{R}^{n}$
$\Delta=\left\{ \pm e_{i} \pm e_{j} \mid i<j\right\}$
$\mathfrak{g}=\mathfrak{s o}(2 n, \mathbb{C})$
$|\Delta|=2 n(n-1)$
$\operatorname{dim} \mathfrak{g}=n(2 n-1)$
$|W|=n!2^{n-1}$
$\operatorname{det}\left(A_{i j}\right)=4$

$$
\begin{aligned}
& \Delta^{+}=\left\{e_{i} \pm e_{j} \mid i<j\right\} \\
& \Pi=\left\{e_{1}-e_{2}, e_{2}-e_{3}, \ldots, e_{n-1}-e_{n}, e_{n-1}+e_{n}\right\}
\end{aligned}
$$

Fundamental weights:

$$
\begin{aligned}
& \varpi_{i}=e_{1}+\cdots+e_{i} \text { for } i \leq n-2 \\
& \varpi_{n-1}=\frac{1}{2}\left(e_{1}+\cdots+e_{n-1}-e_{n}\right) \\
& \varpi_{n}=\frac{1}{2}\left(e_{1}+\cdots+e_{n-1}+e_{n}\right)
\end{aligned}
$$

Largest root $=(122 \cdots 211)=e_{1}+e_{2}$
$\delta=(n-1) e_{1}+(n-2) e_{2}+\cdots+1 e_{n-1}$

## 2. Exceptional Irreducible Reduced Root Systems

This section collects information about the exceptional irreducible reduced root systems, those of types $E_{6}, E_{7}, E_{8}, F_{4}$, and $G_{2}$.

The first two items describe the underlying vector space $V$ and the root system $\Delta$ as a subset of $V$. All this information appears also in Proposition 2.87 and in the last diagram of Figure 2.2. In each case the root system is a subspace of some $\mathbb{R}^{k}=\left\{\sum_{i=1}^{k} a_{i} e_{i}\right\}$. Here $\left\{e_{i}\right\}$ is the standard orthonormal basis, and the $a_{i}$ 's are real.

The next four items give the number $|\Delta|$ of roots, the dimension $\operatorname{dim} \mathfrak{g}$ of a Lie algebra $\mathfrak{g}$ with $\Delta$ as root system, the order $|W|$ of the Weyl group of $\Delta$, and the determinant $\operatorname{det}\left(A_{i j}\right)$ of the Cartan matrix. All this information appears also in Problems 16 and 29-34 for Chapter II.

The next three items give the customary choice of positive system $\Delta^{+}$, the associated set $\Pi$ of simple roots, and the numbering of the simple roots in the Dynkin diagram. This information about $\Pi$ appears also in (2.85b) and (2.86b), and the corresponding Dynkin diagrams appear in Figure 2.4.

The last three items give, relative to the listed positive system $\Delta^{+}$, the fundamental weights $\varpi_{1}, \ldots \varpi_{n}$, the positive roots with a coefficient $\geq 2$, and the half sum $\delta$ of the positive roots. The fundamental weights $\varpi_{j}$ are defined by the condition $2\left\langle\varpi_{j}, \alpha_{i}\right\rangle /\left|\alpha_{i}\right|^{2}=\delta_{i j}$ if $\Pi$ is regarded as the ordered set $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$. Their significance is explained in Problems 28-33 for Chapter V. Let the fundamental weights be expressed in terms of the simple roots as $\varpi_{j}=\sum_{i} C_{i j} \alpha_{i}$. Taking the inner product of both sides with $2\left|\alpha_{k}\right|^{-2} \alpha_{k}$, we see that the matrix $\left(C_{i j}\right)$ is the inverse of the Cartan matrix $\left(A_{i j}\right)$. Alternatively taking the inner product of both sides with $\varpi_{i}$, we see that $C_{i j}$ is a positive multiple of $\left\langle\varpi_{j}, \varpi_{i}\right\rangle$, which is $>0$ by Lemma 6.97. The forms $\omega_{i}$ that appear in $\S \mathrm{VI} .10$ are related to the fundamental weights $\varpi_{i}$ by $\varpi_{i}=\frac{1}{2}\left|\alpha_{i}\right|^{2} \omega_{i}$. The positive roots with a coefficient $\geq 2$ are listed in a format that indicates the expansion in terms of the simple roots $\alpha_{1}, \ldots, \alpha_{n}$. The last root in the list is the largest root.

The displays of the last two sets of items have been merged in the case of $G_{2}$.

## $\boldsymbol{E}_{6}$

$$
\begin{aligned}
& \left.V=\left\{v \in \mathbb{R}^{8} \mid\left\langle v, e_{6}-e_{7}\right\rangle=\left\langle v, e_{7}+e_{8}\right\rangle=0\right)\right\} \\
& \Delta=\left\{ \pm e_{i} \pm e_{j} \mid i<j \leq 5\right\} \cup\left\{\left.\frac{1}{2} \sum_{i=1}^{8}(-1)^{n(i)} e_{i} \in V \right\rvert\, \sum_{i=1}^{8} n(i) \text { even }\right\}
\end{aligned}
$$

$$
|\Delta|=72
$$

$$
\operatorname{dim} \mathfrak{g}=78
$$

$$
|W|=2^{7} \cdot 3^{4} \cdot 5
$$

$$
\operatorname{det}\left(A_{i j}\right)=3
$$

$$
\begin{aligned}
\Delta^{+}= & \left\{e_{i} \pm e_{j} \mid i>j\right\} \\
& \cup\left\{\left.\frac{1}{2}\left(e_{8}-e_{7}-e_{6}+\sum_{i=1}^{5}(-1)^{n(i)} e_{i}\right) \right\rvert\, \sum_{i=1}^{5} n(i) \text { even }\right\} \\
\Pi= & \left\{\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}, \alpha_{6}\right\} \\
= & \left\{\frac{1}{2}\left(e_{8}-e_{7}-e_{6}-e_{5}-e_{4}-e_{3}-e_{2}+e_{1}\right)\right. \\
& \left.e_{2}+e_{1}, e_{2}-e_{1}, e_{3}-e_{2}, e_{4}-e_{3}, e_{5}-e_{4}\right\}
\end{aligned}
$$

Numbering of simple roots in Dynkin diagram $=\binom{2}{65431}$
Fundamental weights in terms of simple roots:

$$
\begin{aligned}
& \varpi_{1}=\frac{1}{3}\left(4 \alpha_{1}+3 \alpha_{2}+5 \alpha_{3}+6 \alpha_{4}+4 \alpha_{5}+2 \alpha_{6}\right) \\
& \varpi_{2}=1 \alpha_{1}+2 \alpha_{2}+2 \alpha_{3}+3 \alpha_{4}+2 \alpha_{5}+1 \alpha_{6} \\
& \varpi_{3}=\frac{1}{3}\left(5 \alpha_{1}+6 \alpha_{2}+10 \alpha_{3}+12 \alpha_{4}+8 \alpha_{5}+4 \alpha_{6}\right) \\
& \varpi_{4}=2 \alpha_{1}+3 \alpha_{2}+4 \alpha_{3}+6 \alpha_{4}+4 \alpha_{5}+2 \alpha_{6} \\
& \varpi_{5}=\frac{1}{3}\left(4 \alpha_{1}+6 \alpha_{2}+8 \alpha_{3}+12 \alpha_{4}+10 \alpha_{5}+5 \alpha_{6}\right) \\
& \varpi_{6}=\frac{1}{3}\left(2 \alpha_{1}+3 \alpha_{2}+4 \alpha_{3}+6 \alpha_{4}+5 \alpha_{5}+4 \alpha_{6}\right)
\end{aligned}
$$

Positive roots having a coefficient $\geq 2$ :

$$
\begin{aligned}
& \binom{1}{01210},\binom{1}{11210},\binom{1}{01211},\binom{1}{12210},\binom{1}{11211},\binom{1}{01221}, \\
& \binom{1}{12211},\binom{1}{11221},\binom{1}{12221},\binom{1}{12321},\binom{2}{12321} \\
& \delta=e_{2}+2 e_{3}+3 e_{4}+4 e_{5}-4 e_{6}-4 e_{7}+4 e_{8}
\end{aligned}
$$

## $\boldsymbol{E}_{7}$

$$
\begin{aligned}
V= & \left\{v \in \mathbb{R}^{8} \mid\left\langle v, e_{7}+e_{8}\right\rangle=0\right\} \\
\Delta= & \left\{ \pm e_{i} \pm e_{j} \mid i<j \leq 6\right\} \cup\left\{ \pm\left(e_{7}-e_{8}\right)\right\} \\
& \cup\left\{\left.\frac{1}{2} \sum_{i=1}^{8}(-1)^{n(i)} e_{i} \in V \right\rvert\, \sum_{i=1}^{8} n(i) \text { even }\right\}
\end{aligned}
$$

$|\Delta|=126$
$\operatorname{dim} \mathfrak{g}=133$
$|W|=2^{10} \cdot 3^{4} \cdot 5 \cdot 7$
$\operatorname{det}\left(A_{i j}\right)=2$

$$
\begin{aligned}
\Delta^{+}= & \left\{e_{i} \pm e_{j} \mid i>j\right\} \cup\left\{e_{8}-e_{7}\right\} \\
& \cup\left\{\left.\frac{1}{2}\left(e_{8}-e_{7}+\sum_{i=1}^{6}(-1)^{n(i)} e_{i}\right) \right\rvert\, \sum_{i=1}^{6} n(i) \text { odd }\right\} \\
\Pi= & \left\{\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}, \alpha_{6}, \alpha_{7}\right\} \\
= & \left\{\frac{1}{2}\left(e_{8}-e_{7}-e_{6}-e_{5}-e_{4}-e_{3}-e_{2}+e_{1}\right),\right. \\
& \left.e_{2}+e_{1}, e_{2}-e_{1}, e_{3}-e_{2}, e_{4}-e_{3}, e_{5}-e_{4}, e_{6}-e_{5}\right\}
\end{aligned}
$$

Numbering of simple roots in Dynkin diagram $=\binom{2}{765431}$
Fundamental weights in terms of simple roots:

$$
\begin{aligned}
& \varpi_{1}=2 \alpha_{1}+2 \alpha_{2}+3 \alpha_{3}+4 \alpha_{4}+3 \alpha_{5}+2 \alpha_{6}+1 \alpha_{7} \\
& \varpi_{2}=\frac{1}{2}\left(4 \alpha_{1}+7 \alpha_{2}+8 \alpha_{3}+12 \alpha_{4}+9 \alpha_{5}+6 \alpha_{6}+3 \alpha_{7}\right) \\
& \varpi_{3}=3 \alpha_{1}+4 \alpha_{2}+6 \alpha_{3}+8 \alpha_{4}+6 \alpha_{5}+4 \alpha_{6}+2 \alpha_{7} \\
& \varpi_{4}=4 \alpha_{1}+6 \alpha_{2}+8 \alpha_{3}+12 \alpha_{4}+9 \alpha_{5}+6 \alpha_{6}+3 \alpha_{7} \\
& \varpi_{5}=\frac{1}{2}\left(6 \alpha_{1}+9 \alpha_{2}+12 \alpha_{3}+18 \alpha_{4}+15 \alpha_{5}+10 \alpha_{6}+5 \alpha_{7}\right) \\
& \varpi_{6}=2 \alpha_{1}+3 \alpha_{2}+4 \alpha_{3}+6 \alpha_{4}+5 \alpha_{5}+4 \alpha_{6}+2 \alpha_{7} \\
& \varpi_{7}=\frac{1}{2}\left(2 \alpha_{1}+3 \alpha_{2}+4 \alpha_{3}+6 \alpha_{4}+5 \alpha_{5}+4 \alpha_{6}+3 \alpha_{7}\right)
\end{aligned}
$$

Positive roots having a coefficient $\geq 2$ and involving $\alpha_{7}$ :

$$
\begin{aligned}
& \binom{1}{111210},\binom{1}{111211},\binom{1}{112210},\binom{1}{111221},\binom{1}{112211}, \\
& \binom{1}{122210},\binom{1}{112221},\binom{1}{122211},\binom{1}{122221},\binom{1}{112321}, \\
& \binom{1}{122321},\binom{2}{112321},\binom{1}{123321},\binom{2}{122321},\left(\begin{array}{c}
23321
\end{array}\right), \\
& \binom{2}{123421},\binom{2}{123431},\binom{2}{123432} \\
& \delta=
\end{aligned}
$$

## $\boldsymbol{E}_{8}$

$$
\begin{aligned}
V= & \mathbb{R}^{8} \\
\Delta= & \left\{ \pm e_{i} \pm e_{j} \mid i<j\right\} \\
& \cup\left\{\left.\frac{1}{2} \sum_{i=1}^{8}(-1)^{n(i)} e_{i} \right\rvert\, \sum_{i=1}^{8} n(i) \text { even }\right\}
\end{aligned}
$$

$|\Delta|=240$
$\operatorname{dim} \mathfrak{g}=248$
$|W|=2^{14} \cdot 3^{5} \cdot 5^{2} \cdot 7$
$\operatorname{det}\left(A_{i j}\right)=1$

$$
\begin{aligned}
\Delta^{+}= & \left\{e_{i} \pm e_{j} \mid i>j\right\} \\
& \cup\left\{\left.\frac{1}{2}\left(e_{8}+\sum_{i=1}^{7}(-1)^{n(i)} e_{i}\right) \right\rvert\, \sum_{i=1}^{7} n(i) \text { even }\right\} \\
\Pi= & \left\{\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}, \alpha_{6}, \alpha_{7}, \alpha_{8}\right\} \\
= & \left\{\frac{1}{2}\left(e_{8}-e_{7}-e_{6}-e_{5}-e_{4}-e_{3}-e_{2}+e_{1}\right)\right. \\
& \left.e_{2}+e_{1}, e_{2}-e_{1}, e_{3}-e_{2}, e_{4}-e_{3}, e_{5}-e_{4}, e_{6}-e_{5}, e_{7}-e_{6}\right\}
\end{aligned}
$$

Numbering of simple roots in Dynkin diagram $=\binom{2}{8765431}$
Fundamental weights in terms of simple roots:

$$
\begin{aligned}
& \varpi_{1}=4 \alpha_{1}+5 \alpha_{2}+7 \alpha_{3}+10 \alpha_{4}+8 \alpha_{5}+6 \alpha_{6}+4 \alpha_{7}+2 \alpha_{8} \\
& \varpi_{2}=5 \alpha_{1}+8 \alpha_{2}+10 \alpha_{3}+15 \alpha_{4}+12 \alpha_{5}+9 \alpha_{6}+6 \alpha_{7}+3 \alpha_{8} \\
& \varpi_{3}=7 \alpha_{1}+10 \alpha_{2}+14 \alpha_{3}+20 \alpha_{4}+16 \alpha_{5}+12 \alpha_{6}+8 \alpha_{7}+4 \alpha_{8} \\
& \varpi_{4}=10 \alpha_{1}+15 \alpha_{2}+20 \alpha_{3}+30 \alpha_{4}+24 \alpha_{5}+18 \alpha_{6}+12 \alpha_{7}+6 \alpha_{8} \\
& \varpi_{5}=8 \alpha_{1}+12 \alpha_{2}+16 \alpha_{3}+24 \alpha_{4}+20 \alpha_{5}+15 \alpha_{6}+10 \alpha_{7}+5 \alpha_{8} \\
& \varpi_{6}=6 \alpha_{1}+9 \alpha_{2}+12 \alpha_{3}+18 \alpha_{4}+15 \alpha_{5}+12 \alpha_{6}+8 \alpha_{7}+4 \alpha_{8} \\
& \varpi_{7}=4 \alpha_{1}+6 \alpha_{2}+8 \alpha_{3}+12 \alpha_{4}+10 \alpha_{5}+8 \alpha_{6}+6 \alpha_{7}+3 \alpha_{8} \\
& \varpi_{8}=2 \alpha_{1}+3 \alpha_{2}+4 \alpha_{3}+6 \alpha_{4}+5 \alpha_{5}+4 \alpha_{6}+3 \alpha_{7}+2 \alpha_{8}
\end{aligned}
$$

Positive roots having a coefficient $\geq 2$ and involving $\alpha_{8}$ :


```
    (\begin{array}{c}{2}\\{1223432}\end{array}),(\begin{array}{c}{2}\\{1233431}\end{array}),(\begin{array}{c}{2}\\{1234421}\end{array}),(\begin{array}{c}{2}\\{1233432}\end{array}),(\begin{array}{c}{2}\\{1234431}\end{array}),
    (\begin{array}{c}{2}\\{1234531}\end{array}),(\begin{array}{c}{2}\\{1234432}\end{array}),(\begin{array}{c}{3}\\{1234531}\end{array}),(\begin{array}{c}{2}\\{1234532}\end{array}),(\begin{array}{c}{3}\\{1234532}\end{array}),
    (\begin{array}{c}{2}\\{1234542 )}\end{array}),(\begin{array}{c}{3}\\{1234542}\end{array}),(\begin{array}{c}{3}\\{1234642}\end{array}),(\begin{array}{c}{3}\\{1235642}\end{array}),(\begin{array}{c}{3}\\{1245642}\end{array}),
    (}\begin{array}{c}{3}\\{1345642}\end{array}),(\begin{array}{c}{3}\\{2345642}\end{array}
\delta= e}\mp@subsup{e}{2}{}+2\mp@subsup{e}{3}{}+3\mp@subsup{e}{4}{}+4\mp@subsup{e}{5}{}+5\mp@subsup{e}{6}{}+6\mp@subsup{e}{7}{}+23\mp@subsup{e}{8}{
```


## $\boldsymbol{F}_{4}$

$V=\mathbb{R}^{4}$
$\Delta=\left\{ \pm e_{i} \pm e_{j} \mid i<j\right\} \cup\left\{ \pm e_{i}\right\} \cup\left\{\frac{1}{2}\left( \pm e_{1} \pm e_{2} \pm e_{3} \pm e_{4}\right)\right\}$
$|\Delta|=48$
$\operatorname{dim} \mathfrak{g}=52$
$|W|=2^{7} \cdot 3^{2}$
$\operatorname{det}\left(A_{i j}\right)=1$
$\Delta^{+}=\left\{e_{i} \pm e_{j} \mid i<j\right\} \cup\left\{e_{i}\right\} \cup\left\{\frac{1}{2}\left(e_{1} \pm e_{2} \pm e_{3} \pm e_{4}\right)\right\}$
$\Pi=\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right\}$
$=\left\{\frac{1}{2}\left(e_{1}-e_{2}-e_{3}-e_{4}\right), e_{4}, e_{3}-e_{4}, e_{2}-e_{3}\right\}$
Numbering of simple roots in Dynkin diagram $=(1234)$
Fundamental weights in terms of simple roots:

$$
\begin{aligned}
& \varpi_{1}=2 \alpha_{1}+3 \alpha_{2}+2 \alpha_{3}+1 \alpha_{4} \\
& \varpi_{2}=3 \alpha_{1}+6 \alpha_{2}+4 \alpha_{3}+2 \alpha_{4} \\
& \varpi_{3}=4 \alpha_{1}+8 \alpha_{2}+6 \alpha_{3}+3 \alpha_{4} \\
& \varpi_{4}=2 \alpha_{1}+4 \alpha_{2}+3 \alpha_{3}+2 \alpha_{4}
\end{aligned}
$$

Positive roots having a coefficient $\geq 2$ :
(0210), (0211), (1210), (0221), (1211), (2210), (1221),
(2211), (1321), (2221), (2321), (2421), (2431), (2432)
$\delta=\frac{1}{2}\left(11 e_{1}+5 e_{2}+3 e_{3}+e_{4}\right)$
$G_{2}$
$V=\left\{v \in \mathbb{R}^{3} \mid\left\langle v, e_{1}+e_{2}+e_{3}\right\rangle=0\right\}$
$\Delta=\left\{ \pm\left(e_{1}-e_{2}\right), \pm\left(e_{2}-e_{3}\right), \pm\left(e_{1}-e_{3}\right)\right\}$
$\cup\left\{ \pm\left(2 e_{1}-e_{2}-e_{3}\right), \pm\left(2 e_{2}-e_{1}-e_{3}\right), \pm\left(2 e_{3}-e_{1}-e_{2}\right)\right\}$
$|\Delta|=12$
$\operatorname{dim} \mathfrak{g}=14$
$|W|=2^{2} \cdot 3$
$\operatorname{det}\left(A_{i j}\right)=1$
$\Pi=\left\{\alpha_{1}, \alpha_{2}\right\}$
$=\left\{e_{1}-e_{2},-2 e_{1}+e_{2}+e_{3}\right\}$
Numbering of simple roots in Dynkin diagram $=(12)$
$\Delta^{+}=\{(10),(01),(11),(21),(31),(32)\}$
Fundamental weights in terms of simple roots:

$$
\begin{aligned}
& \varpi_{1}=2 \alpha_{1}+1 \alpha_{2} \\
& \varpi_{2}=3 \alpha_{1}+2 \alpha_{2} \\
& \delta=5 \alpha_{1}+3 \alpha_{2}
\end{aligned}
$$

## 3. Classical Noncompact Simple Real Lie Algebras

This section shows for the classical noncompact noncomplex simple real Lie algebras how the methods of $\S \S V I .10-11$ reveal the structure of each of these examples.

The first three items, following the name of a Lie algebra $\mathfrak{g}_{0}$, describe a standard Vogan diagram of $\mathfrak{g}_{0}$, the fixed subalgebra $\mathfrak{k}_{0}$ of a Cartan involution, and the simple roots for $\mathfrak{k}_{0}$. In $\S V I .10$ each $\mathfrak{g}_{0}$ has at most two standard Vogan diagrams, and one of them is selected and described here. References to roots use the notation of $\S 1$ of this appendix. If the Dynkin diagram has a double line or a triple point, then the double line or triple point is regarded as near the right end.

The simple roots of $\mathfrak{k}_{0}$ are obtained as follows. When the automorphism in the Vogan diagram is nontrivial, the remarks before Lemma 7.127 show that $\mathfrak{k}_{0}$ is semisimple. The simple roots for $\mathfrak{k}_{0}$ then include the compact imaginary simple roots and the average of the members of each 2-element orbit of simple roots. If the Vogan diagram has no painted imaginary root, there is no other simple root for $\mathfrak{k}_{0}$. Otherwise there is one other simple root for $\mathfrak{k}_{0}$, obtained by taking a minimal complex root containing the painted imaginary root in its expansion and averaging it over its 2-element orbit under the automorphism. When the automorphism is trivial, the remarks near the end of $\S$ VII. 9 show that either $\operatorname{dim} \mathfrak{c}_{0}=1$, in which case the simple roots for $\mathfrak{k}_{0}$ are the compact simple roots for $\mathfrak{g}_{0}$, or else $\operatorname{dim} \mathfrak{c}_{0}=0$, in which case the simple roots for $\mathfrak{k}_{0}$ are the compact imaginary simple roots for $\mathfrak{g}_{0}$ and one other compact imaginary root. In the latter case this other compact imaginary root is the unique smallest root containing the noncompact simple root twice in its expansion.

The next two items give the real rank and a list of roots to use in Cayley transforms to pass from a maximally compact Cartan subalgebra to a maximally noncompact Cartan subalgebra. The list of roots is obtained by an algorithm described in §VI.11. In every case the members of the list are strongly orthogonal noncompact imaginary roots. When the automorphism in the Vogan diagram is nontrivial, the noncompactness of the roots is not necessarily obvious but may be verified with the aid of Proposition 6.104. The real rank of $\mathfrak{g}_{0}$ is the sum of the number of 2-element orbits among the simple roots, plus the number of roots in the Cayley transform list. The Cayley transform list is empty if and only if $\mathfrak{g}_{0}$ has just one conjugacy class of Cartan subalgebras.

The next three items identify the system of restricted roots, the real-rank-one subalgebras associated to each restricted root, and the subalgebra $\mathfrak{m}_{\mathfrak{p}, 0}$. Let $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be the given maximally compact Cartan subalgebra. The information in the previous items has made it possible to identify
the Cayley transform of $\mathfrak{a}_{\mathfrak{p}, 0}$ as a subspace of $i \mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$. The restriction of the roots to this subspace therefore identifies the restricted roots. By (6.109) the multiplicities of the restricted roots determine the real-rank-one subalgebras associated by $\S$ VII. 6 to each restricted root $\lambda$ for which $\frac{1}{2} \lambda$ is not a restricted root. The computation of these subalgebras is simplified by the fact that any two restricted roots of the same length are conjugate by the Weyl group of the restricted roots; the associated subalgebras are then conjugate. The roots of $\mathfrak{g}_{0}$ orthogonal to all roots in the Cayley transform list and to the -1 eigenspace of the automorphism are the roots of $\mathfrak{m}_{\mathfrak{p}, 0}$; such roots therefore determine the semisimple part of $\mathfrak{m}_{\mathfrak{p}, 0}$. The dimension of the center of $\mathfrak{m}_{\mathfrak{p}, 0}$ can then be deduced by comparing rank $\mathfrak{g}_{0}$, $\operatorname{dim} \mathfrak{a}_{\mathfrak{p}, 0}$, and $\operatorname{rank}\left[\mathfrak{m}_{\mathfrak{p}, 0}, \mathfrak{m}_{\mathfrak{p}, 0}\right]$.

The next three items refer to the customary analytic group $G$ with Lie algebra $\mathfrak{g}_{0}$. The group $G$ is listed together with the customary maximal compact subgroup $K$ and the number of components of $M_{\mathfrak{p}}$. For results about the structure of $M_{\mathfrak{p}}$, see $\S \S V I I .5-6$.

An item of "special features" notes if $G / K$ is Hermitian or if $\mathfrak{g}_{0}$ is a split or quasisplit real form or if $\mathfrak{g}_{0}$ has just one conjugacy class of Cartan subalgebras. For each complex simple Lie algebra of rank $\geq 2$, there is a unique real form such that $G / K$ has a kind of quaternionic structure (see the Historical Notes); the subalgebra $\mathfrak{k}_{0}$ always has a summand $\mathfrak{s u}(2)$ for this case. Under the item of special features, a notation appears if $G / K$ is quaternionic.

Finally an item of "further information" points to some places in the book where this $\mathfrak{g}_{0}$ or $G$ has been discussed as an example.

Vogan diagrams of the Lie algebras in this section are indicated in Figure 6.1. A table of real ranks and restricted-root systems appears as (6.107).
$\mathfrak{s l}(\boldsymbol{n}, \mathbb{R}), n$ odd $\geq 3$
Vogan diagram:
$A_{n-1}$, nontrivial automorphism, no imaginary simple roots
$\mathfrak{k}_{0}=\mathfrak{s o}(n)$
Simple roots for $\mathfrak{k}_{0}$ :
$\frac{1}{2}\left(e_{\frac{1}{2}(n-1)}-e_{\frac{1}{2}(n+3)}\right)$ and
all $\frac{1}{2}\left(e_{i}-e_{i+1}+e_{n-i}-e_{n+1-i}\right)$ for $1 \leq i \leq \frac{1}{2}(n-3)$
Real rank $=n-1$
Cayley transform list: all $e_{i}-e_{n+1-i}$ for $1 \leq i \leq \frac{1}{2}(n-1)$
$\Sigma=A_{n-1}$
Real-rank-one subalgebras: $\mathfrak{s l}(2, \mathbb{R})$ for all restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=0$
$G=S L(n, \mathbb{R})$
$K=S O(n)$
$\left|M_{\mathfrak{p}}\right|=2^{n-1}$
Special feature:
$\mathfrak{g}_{0}$ is a split real form
Further information:
For $\mathfrak{h}_{0}$, compare with Example 2 in §VI.8.
For $M_{\mathfrak{p}}$, see Example 1 in $\S$ VI. 5 .
$\mathfrak{s l}(n, \mathbb{R}), n$ even $\geq 2$
Vogan diagram:
$A_{n-1}$, nontrivial automorphism (if $n>2$ ),
unique imaginary simple root $e_{\frac{1}{2} n}-e_{\frac{1}{2} n+1}$ painted
$\mathfrak{k}_{0}=\mathfrak{s o}(n)$
Simple roots for $\mathfrak{k}_{0}$ :
$\frac{1}{2}\left(e_{\frac{1}{2}(n-2)}+e_{\frac{1}{2} n}-e_{\frac{1}{2}(n+2)}-e_{\frac{1}{2}(n+4)}\right)$ and
all $\frac{1}{2}\left(e_{i}-e_{i+1}+e_{n-i}-e_{n+1-i}\right)$ for $1 \leq i \leq \frac{1}{2}(n-2)$
Real rank $=n-1$
Cayley transform list:
all $e_{i}-e_{n+1-i}$ for $1 \leq i \leq \frac{1}{2} n$
$\Sigma=A_{n-1}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=0$
$G=S L(n, \mathbb{R})$
$K=S O(n)$
$\left|M_{\mathfrak{p}}\right|=2^{n-1}$
Special features:
$G / K$ is Hermitian when $n=2$, $\mathfrak{g}_{0}$ is a split real form for all $n$

Further information:
For $\mathfrak{h}_{0}$, see Example 2 in §VI.8.
For $M_{\mathfrak{p}}$, see Example 1 in §VI. 5 .
For Cartan subalgebras see Problem 13 for Chapter VI.
$\mathfrak{s l}(\boldsymbol{n}, \mathbb{H}), n \geq 2$
Vogan diagram:
$A_{2 n-1}$, nontrivial automorphism,
unique imaginary simple root $e_{n}-e_{n+1}$ unpainted
$\mathfrak{k}_{0}=\mathfrak{s p}(n)$
Simple roots for $\mathfrak{k}_{0}$ :
$e_{n}-e_{n+1}$ and
all $\frac{1}{2}\left(e_{i}-e_{i+1}+e_{2 n-i}-e_{2 n+1-i}\right)$ for $1 \leq i \leq n-1$
Real rank $=n-1$
Cayley transform list: empty
$\Sigma=A_{n-1}$
Real-rank-one subalgebras:
$\mathfrak{s o}(5,1)$ for all restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0} \cong \mathfrak{s u}(2)^{n}$,
simple roots equal to
all $e_{i}-e_{2 n+1-i}$ for $1 \leq i \leq n$
$G=S L(n, \mathbb{H})$
$K=S p(n)$
$\left|M_{\mathfrak{p}} /\left(M_{\mathfrak{p}}\right)_{0}\right|=1$
Special feature:
$\mathfrak{g}_{0}$ has one conjugacy class of Cartan subalgebras
Further information:
For $M_{\mathfrak{p}}$, see Example 1 in §VI.5.
$\mathfrak{s u}(\boldsymbol{p}, \boldsymbol{q}), 1 \leq p \leq q$
Vogan diagram:
$A_{p+q-1}$, trivial automorphism,
$p^{\text {th }}$ simple root $e_{p}-e_{p+1}$ painted
$\mathfrak{k}_{0}=\mathfrak{s}(\mathfrak{u}(p) \oplus \mathfrak{u}(q))$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots only
Real rank $=p$
Cayley transform list:
all $e_{i}-e_{2 p+1-i}$ for $1 \leq i \leq p$
$\Sigma=\left\{\begin{array}{cl}(B C)_{p} & \text { if } p<q \\ C_{p} & \text { if } p=q\end{array}\right\}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{C})$ for all restricted roots $\pm f_{i} \pm f_{j}$
$\mathfrak{s u}(q-p+1,1)$ for all $\pm\left\{f_{i}, 2 f_{i}\right\}$
$\mathfrak{m}_{\mathfrak{p}, 0}=\left\{\begin{array}{cc}\mathbb{R}^{p} \oplus \mathfrak{s u}(q-p) & \text { if } p<q \\ \mathbb{R}^{p-1} & \text { if } p=q\end{array}\right\}$,
simple roots by Cayley transform from
all $e_{2 p+i}-e_{2 p+i+1}$ for $1 \leq i \leq q-p-1$
$G=S U(p, q)$
$K=S(U(p) \times U(q))$
$\left|M_{\mathfrak{p}} /\left(M_{\mathfrak{p}}\right)_{0}\right|=\left\{\begin{array}{l}1 \text { if } p<q \\ 2 \text { if } p=q\end{array}\right\}$
Special features:
$G / K$ is Hermitian,
$G / K$ is quaternionic when $p=2$ or $q=2$,
$\mathfrak{g}_{0}$ is a quasisplit real form when $q=p$ or $q=p+1$
Further information:
For $\mathfrak{h}_{0}$, see Example 1 in §VI.8.
For $M_{\mathfrak{p}}$, see Example 2 in §VI. 5 .
For the Hermitian structure see the example in §VII.9.
For restricted roots see the example with (6.106) and also Problem 37 for Chapter VII.
$\mathfrak{s o}(\mathbf{2 p}, \mathbf{2 q}+\mathbf{1}), 1 \leq p \leq q$
Vogan diagram:
$B_{p+q}$, trivial automorphism,
$p^{\text {th }}$ simple root $e_{p}-e_{p+1}$ painted
$\mathfrak{k}_{0}=\mathfrak{s o}(2 p) \oplus \mathfrak{s o}(2 q+1)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots and
$\left\{\begin{array}{c}e_{p-1}+e_{p} \text { when } p>1 \\ \text { no other when } p=1\end{array}\right\}$
Real rank $=2 p$
Cayley transform list:
all $e_{i} \pm e_{2 p+1-i}$ for $1 \leq i \leq p$
$\Sigma=B_{2 p}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all long restricted roots
$\mathfrak{s o}(2 q-2 p+2,1)$ for all short restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=\mathfrak{s o}(2 q-2 p+1)$,
simple roots when $p<q$ by Cayley transform from
$e_{p+q}$ and all $e_{2 p+i}-e_{2 p+i+1}$ for $1 \leq i \leq q-p-1$
$G=S O(2 p, 2 q+1)_{0}$
$K=S O(2 p) \times S O(2 q+1)$
$\left|M_{\mathfrak{p}} /\left(M_{\mathfrak{p}}\right)_{0}\right|=2^{2 p-1}$
Special features:
$G / K$ is Hermitian when $p=1$,
$G / K$ is quaternionic when $p=2$,
$\mathfrak{g}_{0}$ is a split real form when $p=q$
Further information:
For $M_{\mathfrak{p}}$, see Example 3 in $\S$ VI. 5.
$\mathfrak{s o}(2 p, 2 q+1), p>q \geq 0$
Vogan diagram:
$B_{p+q}$, trivial automorphism,
$p^{\text {th }}$ simple root $e_{p}-e_{p+1}$ painted
$\mathfrak{k}_{0}=\mathfrak{s o}(2 p) \oplus \mathfrak{s o}(2 q+1)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots and
$\left\{e_{p-1}+e_{p}\right.$ when $p>1$
$\{$ no other when $p=1$ and $q=0\}$
Real rank $=2 q+1$
Cayley transform list:
$e_{p-q}$ and all $e_{i} \pm e_{2 p+1-i}$ for $p-q+1 \leq i \leq p$
$\Sigma=B_{2 q+1}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all long restricted roots
$\mathfrak{s o}(2 p-2 q, 1)$ for all short restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=\mathfrak{s o}(2 p-2 q-1)$,
simple roots when $p>q+1$ by Cayley transform from
$e_{p-q-1}$ and all $e_{i}-e_{i+1}$ for $1 \leq i \leq p-q-2$
$G=S O(2 p, 2 q+1)_{0}$
$K=S O(2 p) \times S O(2 q+1)$
$\left|M_{\mathfrak{p}} /\left(M_{\mathfrak{p}}\right)_{0}\right|=2^{2 q}$
Special features:
$G / K$ is Hermitian when $p=1$ and $q=0$,
$G / K$ is quaternionic when $p=2$ and $q \leq 1$,
$\mathfrak{g}_{0}$ is a split real form when $p=q+1$
Further information:
For $M_{\mathfrak{p}}$, see Example 3 in $\S$ VI. 5.
$\mathfrak{s p}(\boldsymbol{p}, \boldsymbol{q}), 1 \leq p \leq q$
Vogan diagram:
$C_{p+q}$, trivial automorphism,
$p^{\text {th }}$ simple root $e_{p}-e_{p+1}$ painted
$\mathfrak{k}_{0}=\mathfrak{s p}(p) \times \mathfrak{s p}(q)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots and $2 e_{p}$

Real rank $=p$
Cayley transform list:
all $e_{i}-e_{2 p+1-i}$ for $1 \leq i \leq p$
$\Sigma=\left\{\begin{array}{cl}(B C)_{p} & \text { if } p<q \\ C_{p} & \text { if } p=q\end{array}\right\}$
Real-rank-one subalgebras:
$\mathfrak{s o}(5,1)$ for all restricted roots $\pm f_{i} \pm f_{j}$
$\mathfrak{s p}(q-p+1,1)$ for all $\pm\left\{f_{i}, 2 f_{i}\right\}$
$\mathfrak{m}_{\mathfrak{p}, 0}=\mathfrak{s u}(2)^{p} \oplus \mathfrak{s p}(q-p)$,
simple roots by Cayley transform from
all $e_{i}+e_{2 p+1-i}$ for $1 \leq i \leq p$,
all $e_{2 p+i}-e_{2 p+i+1}$ for $1 \leq i \leq q-p-1$, and also $2 e_{p+q}$ if $p<q$
$G=S p(p, q)$
$K=S p(p) \times S p(q)$
$\left|M_{\mathfrak{p}} /\left(M_{\mathfrak{p}}\right)_{0}\right|=1$
Special feature:
$G / K$ is quaternionic when $p=1$
Further information:
$M_{\mathfrak{p}}$ is connected by Corollary 7.69 and Theorem 7.55.
$\mathfrak{s p}(n, \mathbb{R}), n \geq 1$
Vogan diagram:
$C_{n}$, trivial automorphism,
$n^{\text {th }}$ simple root $2 e_{n}$ painted
$\mathfrak{k}_{0}=\mathfrak{u}(n)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots only
Real rank $=n$
Cayley transform list:
all $2 e_{i}, 1 \leq i \leq n$
$\Sigma=C_{n}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=0$
$G=\operatorname{Sp}(n, \mathbb{R})$
$K=U(n)$
$\left|M_{\mathfrak{p}}\right|=2^{n}$
Special features:
$G / K$ is Hermitian,
$\mathfrak{g}_{0}$ is a split real form
Further information:
For isomorphisms see Problem 15 for Chapter VI and Problem 30 for Chapter VII.
For the Hermitian structure see Problems 31-33 for Chapter VII.
For restricted roots see Problem 38 for Chapter VII.
$\mathfrak{s o}(2 p+1,2 q+1), 0 \leq p \leq q$ but not $\mathfrak{s o}(1,1)$ or $\mathfrak{s o}(1,3)$
Vogan diagram:
$D_{p+q+1}$, nontrivial automorphism,
$p^{\text {th }}$ simple root $e_{p}-e_{p+1}$ painted, none if $p=0$
$\mathfrak{k}_{0}=\mathfrak{s o}(2 p+1) \oplus \mathfrak{s o}(2 q+1)$
Simple roots for $\mathfrak{k}_{0}$ :
$e_{p}$ (if $p>0$ ), $e_{p+q}$, and
all $e_{i}-e_{i+1}$ with $1 \leq i \leq p-1$ or $p+1 \leq i \leq p+q-1$
Real rank $=2 p+1$
Cayley transform list:
all $e_{i} \pm e_{2 p+1-i}, 1 \leq i \leq p$
$\Sigma=\left\{\begin{array}{l}B_{p} \text { if } p<q \\ D_{p} \text { if } p=q\end{array}\right\}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all long restricted roots
$\mathfrak{s o}(2 q-2 p+1,1)$ for all short restricted roots when $p<q$
$\mathfrak{m}_{\mathfrak{p}, 0}=\mathfrak{s o}(2 q-2 p)$,
simple roots when $p<q-1$ by Cayley transform from
$e_{p+q-1}+e_{p+q}$ and all $e_{2 p+i}-e_{2 p+i+1}$ for $1 \leq i \leq q-p-1$
$G=S O(2 p+1,2 q+1)_{0}$
$K=S O(2 p+1) \times S O(2 q+1)$
$\left|M_{\mathfrak{p}} /\left(M_{\mathfrak{p}}\right)_{0}\right|=2^{2 p}$
Special features:
$\mathfrak{g}_{0}$ is a split real form when $q=p$,
$\mathfrak{g}_{0}$ is a quasisplit real form when $q=p+1$,
$\mathfrak{g}_{0}$ has one conjugacy class of Cartan subalgebras when $p=0$
Further information:
For $p=0$ and $q=1, \mathfrak{s o}(1,3) \cong \mathfrak{s l}(2, \mathbb{C})$ is complex.
For $M_{\mathfrak{p}}$, see Example 3 in $\S$ VI. 5 .
$\mathfrak{s o}(\mathbf{2 p}, \mathbf{2 q}), 1 \leq p \leq q$ but not $\mathfrak{s o}(2,2)$
Vogan diagram:
$D_{p+q}$, trivial automorphism,
$p^{\text {th }}$ simple root $e_{p}-e_{p+1}$ painted
$\mathfrak{k}_{0}=\mathfrak{s o}(2 p) \oplus \mathfrak{s o}(2 q)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots and
$\left\{\begin{array}{c}e_{p-1}+e_{p} \text { when } p>1 \\ \text { no other when } p=1\end{array}\right\}$
Real rank $=2 p$
Cayley transform list:
all $e_{i} \pm e_{2 p+1-i}, 1 \leq i \leq p$
$\Sigma=\left\{\begin{array}{l}B_{p} \text { if } p<q \\ D_{p} \text { if } p=q\end{array}\right\}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all long restricted roots
$\mathfrak{s o}(2 q-2 p+1,1)$ for all short restricted roots when $p<q$
$\mathfrak{m}_{\mathfrak{p}, 0}=\mathfrak{s o}(2 q-2 p)$,
simple roots when $p<q-1$ by Cayley transform from
$e_{p+q-1}+e_{p+q}$ and all $e_{2 p+i}-e_{2 p+i+1}$ for $1 \leq i \leq q-p-1$
$G=S O(2 p, 2 q)_{0}$
$K=S O(2 p) \times S O(2 q)$
$\left|M_{\mathfrak{p}} /\left(M_{\mathfrak{p}}\right)_{0}\right|=2^{2 p-1}$
Special features:
$G / K$ is Hermitian when $p=1$,
$G / K$ is quaternionic when $p=2$ or $q=2$,
$\mathfrak{g}_{0}$ is a split real form when $p=q$
$\mathfrak{g}_{0}$ is a quasisplit real form when $q=p+1$
Further information:
For $p=q=2, \mathfrak{s o}(2,2) \cong \mathfrak{s l}(2, \mathbb{R}) \oplus \mathfrak{s l}(2, \mathbb{R})$ is not simple.
For $M_{\mathfrak{p}}$, see Example 3 in $\S$ VI. 5 .
$\mathbf{s o}^{*}(\mathbf{2 n}), n \geq 3$
Vogan diagram:
$D_{n}$, trivial automorphism,
$n^{\text {th }}$ simple root $e_{n-1}+e_{n}$ painted
$\mathfrak{k}_{0}=\mathfrak{u}(n)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots only

Real rank $=[n / 2]$
Cayley transform list:
all $e_{n-2 i+1}+e_{n-2 i+2}, 1 \leq i \leq[n / 2]$
$\Sigma=\left\{\begin{array}{cc}(B C)_{\frac{1}{2}(n-1)} & \text { if } n \text { odd } \\ C_{\frac{1}{2} n} & \text { if } n \text { even }\end{array}\right\}$
Real-rank-one subalgebras:
$\left\{\mathfrak{s l}(2, \mathbb{R})\right.$ for all $\pm 2 f_{i} \quad$ if $n$ even $\}$
$\mathfrak{s u}(3,1)$ for all $\pm\left\{f_{i}, 2 f_{i}\right\} \quad$ if $n$ odd
$\mathfrak{s o}(5,1)$ for all $\pm f_{i} \pm f_{j}$
$\mathfrak{m}_{\mathfrak{p}, 0}=\left\{\begin{array}{cl}\mathfrak{s u}(2)^{\frac{1}{2} n} & \text { if } n \text { even } \\ \mathfrak{s u}(2)^{\frac{1}{2}(n-1)} \oplus \mathbb{R} & \text { if } n \text { odd }\end{array}\right\}$,
simple roots by Cayley transform from
all $e_{n-2 i+1}-e_{n-2 i+2}$ for $1 \leq i \leq[n / 2]$
$G=S O^{*}(2 n)$
$K=U(n)$
$\left|M_{\mathfrak{p}} /\left(M_{\mathfrak{p}}\right)_{0}\right|=\left\{\begin{array}{l}2 \text { if } n \text { even } \\ 1 \text { if } n \text { odd }\end{array}\right\}$
Special feature:
$G / K$ is Hermitian
Further information:
When $n=2, \mathfrak{s o}^{*}(4) \cong \mathfrak{s l}(2, \mathbb{R}) \oplus \mathfrak{s u}(2)$ is not simple.
For $\mathfrak{h}_{0}$ and explicit root structure, see Problem 6 for Chapter VI.
$M_{\mathfrak{p}}$ is connected when $n$ is odd by Corollary 7.69 and Theorem 7.55.
For Hermitian structure see Problems 34-36 for Chapter VII.
For restricted roots see Problem 39 for Chapter VII.

## 4. Exceptional Noncompact Simple Real Lie Algebras

This section exhibits the structure of the exceptional noncompact noncomplex simple real Lie algebras by using the methods of §§VI.10-11.

The format is rather similar to that in the previous section. The first three items following the name of a Lie algebra $\mathfrak{g}_{0}$ (given as in the listing of Cartan [1927a] and Helgason [1978]) describe the standard Vogan diagram of $\mathfrak{g}_{0}$, the fixed subalgebra $\mathfrak{k}_{0}$ of a Cartan involution, and the simple roots of $\mathfrak{k}_{0}$. In the cases of $F_{4}$ and $G_{2}$, the left root in a Dynkin diagram is short. Techniques for obtaining the roots of $\mathfrak{k}_{0}$ are described in $\S 3$, and references to explicit roots use the notation of $\S 2$. As in $\S 3$, when the automorphism in the Vogan diagram is trivial and $\operatorname{dim} \mathfrak{c}_{0}=0$, there is one simple root of $\mathfrak{k}_{0}$ that is not simple for $\mathfrak{g}_{0}$. This root is the unique smallest root containing the noncompact simple root twice in its expansion. It may be found by referring to the appropriate table in $\S 2$ of "positive roots having a coefficient $\geq 2$."

One difference in format in this section, by comparison with $\S 3$, is that roots are displayed in two ways. The first way gives the expansion in terms of simple roots, using notation introduced in §2. The second way is in terms of the underlying space $V$ of the root system.

The next two items give the real rank and a list of roots to use in Cayley transforms to obtain a maximally noncompact Cartan subalgebra. The three items after that identify the system of restricted roots, the real-rankone subalgebras associated to each restricted root, and the subalgebra $\mathfrak{m}_{\mathfrak{p}, 0}$. The techniques are unchanged from $\S 3$.

The final item is the mention of any special feature. A notation appears if $G / K$ is Hermitian or if $\mathfrak{g}_{0}$ is a split or quasisplit real form or if $\mathfrak{g}_{0}$ has just one conjugacy class of Cartan subalgebras. For each complex simple Lie algebra of rank $\geq 2$, there is a unique real form such that $G / K$ has a kind of quaternionic structure (see the Historical Notes); the subalgebra $\mathfrak{k}_{0}$ always has a summand $\mathfrak{s u}(2)$ for this case. Under the item of special features, a notation appears if $G / K$ is quaternionic.

Vogan diagrams of the Lie algebras in this section appear also in Figures 6.2 and 6.3, and $\mathfrak{k}_{0}$ for each diagram is indicated in those figures. A table of real ranks and restricted-root systems appears as (6.108).

## E I


$\mathfrak{k}_{0}=\mathfrak{s p}(4)$
Simple roots for $\mathfrak{k}_{0}$ :

1) $\binom{0}{00100},\binom{0}{0 \frac{1}{2} 0 \frac{1}{2} 0},\binom{0}{\frac{1}{2} 000 \frac{1}{2}},\binom{1}{0 \frac{1}{2} 1 \frac{1}{2} 0}$
2) $e_{3}-e_{2}, \frac{1}{2}\left(e_{4}-e_{3}+e_{2}-e_{1}\right), \frac{1}{4}\left(e_{8}-e_{7}-e_{6}+e_{5}-3 e_{4}-e_{3}-e_{2}+e_{1}\right)$, $\frac{1}{2}\left(e_{4}+e_{3}+e_{2}+e_{1}\right)$

Real rank $=6$
Cayley transform lists:

1) $\binom{1}{00000},\binom{1}{01210},\binom{1}{11211},\binom{1}{12221}$
2) $e_{2}+e_{1}, e_{4}+e_{3}, \frac{1}{2}\left(e_{8}-e_{7}-e_{6}+e_{5}-e_{4}+e_{3}-e_{2}+e_{1}\right)$, $\frac{1}{2}\left(e_{8}-e_{7}-e_{6}+e_{5}+e_{4}-e_{3}+e_{2}-e_{1}\right)$
$\Sigma=E_{6}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=0$
Special feature:
$\mathfrak{g}_{0}$ is a split real form

## E II


$\mathfrak{k}_{0}=\mathfrak{s u}(6) \oplus \mathfrak{s u}(2)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots and

$$
\binom{2}{12321}=\frac{1}{2}\left(e_{8}-e_{7}-e_{6}+e_{5}+e_{4}+e_{3}+e_{2}+e_{1}\right)
$$

Real rank $=4$
Cayley transform lists:

1) $\binom{1}{00000},\binom{1}{01210},\binom{1}{11211},\binom{1}{12221}$
2) $e_{2}+e_{1}, e_{4}+e_{3}, \frac{1}{2}\left(e_{8}-e_{7}-e_{6}+e_{5}-e_{4}+e_{3}-e_{2}+e_{1}\right)$, $\frac{1}{2}\left(e_{8}-e_{7}-e_{6}+e_{5}+e_{4}-e_{3}+e_{2}-e_{1}\right)$
$\Sigma=F_{4}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all long restricted roots
$\mathfrak{s l}(2, \mathbb{C})$ for all short restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=\mathbb{R}^{2}$
Special features:
$G / K$ is quaternionic, $\mathfrak{g}_{0}$ is a quasisplit real form

## E III


$\mathfrak{k}_{0}=\mathfrak{s o}(10) \oplus \mathbb{R}$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots only
Real rank $=2$
Cayley transform lists:

1) $\binom{0}{10000},\binom{1}{12210}$
2) $e_{5}-e_{4}, e_{5}+e_{4}$
$\Sigma=(B C)_{2}$
Real-rank-one subalgebras:
$\mathfrak{s o}(7,1)$ for restricted roots $\pm f_{1} \pm f_{2}$ $\mathfrak{s u}(5,1)$ for $\pm\left\{f_{i}, 2 f_{i}\right\}$
$\mathfrak{m}_{\mathrm{p}, 0}=\mathfrak{s u}(4) \oplus \mathbb{R}$, simple roots by Cayley transform from
3) $\binom{1}{00000},\binom{0}{00010},\binom{0}{00100}$
4) $e_{2}+e_{1}, e_{2}-e_{1}, e_{3}-e_{2}$

Special feature:
$G / K$ is Hermitian

## E IV


$\mathfrak{k}_{0}=\mathfrak{f}_{4}$
Simple roots for $\mathfrak{k}_{0}$ :

1) $\binom{0}{00100},\binom{0}{0 \frac{1}{2} 0 \frac{1}{2} 0},\binom{0}{\frac{1}{2} 000 \frac{1}{2}},\binom{1}{00000}$
2) $e_{3}-e_{2}, \frac{1}{2}\left(e_{4}-e_{3}+e_{2}-e_{1}\right), \frac{1}{4}\left(e_{8}-e_{7}-e_{6}+e_{5}-3 e_{4}-e_{3}-e_{2}+e_{1}\right)$, $e_{2}+e_{1}$

Real rank $=2$
Cayley transform list: empty
$\Sigma=A_{2}$
Real-rank-one subalgebras: $\mathfrak{s o}(9,1)$ for all restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=\mathfrak{s o}(8)$, simple roots by Cayley transform from

1) $\binom{1}{00000},\binom{0}{00100},\binom{0}{01110},\binom{0}{11111}$
2) $e_{2}+e_{1}, e_{3}-e_{2}, e_{4}-e_{1}, \frac{1}{2}\left(e_{8}-e_{7}-e_{6}+e_{5}-e_{4}-e_{3}-e_{2}-e_{1}\right)$

Special feature:
$\mathfrak{g}_{0}$ has one conjugacy class of Cartan subalgebras

E V

$\mathfrak{k}_{0}=\mathfrak{s u}(8)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots and

$$
\binom{2}{012321}=\frac{1}{2}\left(e_{8}-e_{7}-e_{6}+e_{5}+e_{4}+e_{3}+e_{2}+e_{1}\right)
$$

Real rank $=7$
Cayley transform lists:

1) $\binom{1}{000000},\binom{1}{001210},\binom{1}{122210},\binom{1}{011211}$,

$$
\binom{1}{012221},\binom{1}{111221},\binom{1}{112211}
$$

2) $e_{2}+e_{1}, e_{4}+e_{3}, e_{6}+e_{5}$,

$$
\begin{aligned}
& \frac{1}{2}\left(e_{8}-e_{7}-e_{6}+e_{5}-e_{4}+e_{3}-e_{2}+e_{1}\right), \\
& \frac{1}{2}\left(e_{8}-e_{7}-e_{6}+e_{5}+e_{4}-e_{3}+e_{2}-e_{1}\right), \\
& \frac{1}{2}\left(e_{8}-e_{7}+e_{6}-e_{5}-e_{4}+e_{3}+e_{2}-e_{1}\right), \\
& \frac{1}{2}\left(e_{8}-e_{7}+e_{6}-e_{5}+e_{4}-e_{3}-e_{2}+e_{1}\right)
\end{aligned}
$$

$\Sigma=E_{7}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=0$
Special feature:
$\mathfrak{g}_{0}$ is a split real form

## E VI


$\mathfrak{k}_{0}=\mathfrak{s o}(12) \oplus \mathfrak{s u}(2)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots and

$$
\binom{2}{123432}=e_{8}-e_{7}
$$

Real rank $=4$
Cayley transform lists:

1) $\binom{0}{000001},\binom{1}{001221},\binom{1}{122221},\binom{2}{123421}$
2) $\frac{1}{2}\left(e_{8}-e_{7}-e_{6}-e_{5}-e_{4}-e_{3}-e_{2}+e_{1}\right)$,
$\frac{1}{2}\left(e_{8}-e_{7}-e_{6}-e_{5}+e_{4}+e_{3}+e_{2}-e_{1}\right)$,
$\frac{1}{2}\left(e_{8}-e_{7}+e_{6}+e_{5}-e_{4}-e_{3}+e_{2}-e_{1}\right)$,
$\frac{1}{2}\left(e_{8}-e_{7}+e_{6}+e_{5}+e_{4}+e_{3}-e_{2}+e_{1}\right)$
$\Sigma=F_{4}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all long restricted roots
$\mathfrak{s o}(5,1)$ for all short restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=\mathfrak{s u}(2) \oplus \mathfrak{s u}(2) \oplus \mathfrak{s u}(2)$, simple roots by Cayley transform from
3) $\binom{1}{000000},\binom{0}{001000},\binom{0}{100000}$
4) $e_{2}+e_{1}, e_{4}-e_{3}, e_{6}-e_{5}$

Special feature:
$G / K$ is quaternionic

E VII

$\mathfrak{k}_{0}=\mathfrak{e}_{6} \oplus \mathbb{R}$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots only
Real rank $=3$
Cayley transform lists:

1) $\binom{0}{100000},\binom{1}{122210},\binom{2}{123432}$
2) $e_{6}-e_{5}, e_{6}+e_{5}, e_{8}-e_{7}$
$\Sigma=C_{3}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all long restricted roots
$\mathfrak{s o}(9,1)$ for all short restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=\mathfrak{s o}(8)$, simple roots by Cayley transform from
3) $\binom{1}{000000},\binom{0}{000010},\binom{0}{000100},\binom{0}{001000}$
4) $e_{2}+e_{1}, e_{2}-e_{1}, e_{3}-e_{2}, e_{4}-e_{3}$

Special feature:
$G / K$ is Hermitian

## E VIII


$\mathfrak{k}_{0}=\mathfrak{s o}$ (16)
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots and

$$
\binom{2}{0123432}=e_{8}-e_{7}
$$

Real rank $=8$
Cayley transform lists:

1) $\binom{0}{0000001},\binom{1}{0001221},\binom{1}{0122221},\binom{2}{0123421}$,
$\binom{1}{1122321},\binom{1}{1223321},\binom{2}{1222321},\binom{2}{1123321}$
2) $\frac{1}{2}\left(e_{8}-e_{7}-e_{6}-e_{5}-e_{4}-e_{3}-e_{2}+e_{1}\right)$,
$\frac{1}{2}\left(e_{8}-e_{7}-e_{6}-e_{5}+e_{4}+e_{3}+e_{2}-e_{1}\right)$, $\frac{1}{2}\left(e_{8}-e_{7}+e_{6}+e_{5}-e_{4}-e_{3}+e_{2}-e_{1}\right)$, $\frac{1}{2}\left(e_{8}-e_{7}+e_{6}+e_{5}+e_{4}+e_{3}-e_{2}+e_{1}\right)$, $\frac{1}{2}\left(e_{8}+e_{7}-e_{6}+e_{5}-e_{4}+e_{3}-e_{2}-e_{1}\right)$, $\frac{1}{2}\left(e_{8}+e_{7}+e_{6}-e_{5}+e_{4}-e_{3}-e_{2}-e_{1}\right)$, $\frac{1}{2}\left(e_{8}+e_{7}+e_{6}-e_{5}-e_{4}+e_{3}+e_{2}+e_{1}\right)$, $\frac{1}{2}\left(e_{8}+e_{7}-e_{6}+e_{5}+e_{4}-e_{3}+e_{2}+e_{1}\right)$
$\Sigma=E_{8}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=0$
Special feature:
$\mathfrak{g}_{0}$ is a split real form

## E IX


$\mathfrak{k}_{0}=\mathfrak{e}_{7} \oplus \mathfrak{s u}(2)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots and

$$
\binom{3}{2345642}=e_{8}+e_{7}
$$

Real rank $=4$
Cayley transform lists:

1) $\binom{0}{1000000},\binom{1}{1222210},\binom{2}{1223432},\binom{3}{1245642}$
2) $e_{7}-e_{6}, e_{7}+e_{6}, e_{8}-e_{5}, e_{8}+e_{5}$
$\Sigma=F_{4}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all long restricted roots
$\mathfrak{s o}(9,1)$ for all short restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=\mathfrak{s o}(8)$, simple roots by Cayley transform from
3) $\binom{1}{0000000},\binom{0}{0000010},\binom{0}{0000100},\binom{0}{0001000}$
4) $e_{2}+e_{1}, e_{2}-e_{1}, e_{3}-e_{2}, e_{4}-e_{3}$

Special feature:
$G / K$ is quaternionic

## F I


$\mathfrak{k}_{0}=\mathfrak{s p}(3) \oplus \mathfrak{s u}(2)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots and $(2432)=e_{1}+e_{2}$, with (1000) short

Real rank $=4$
Cayley transform lists:

1) $(0001),(0221),(2221),(2421)$
2) $e_{2}-e_{3}, e_{2}+e_{3}, e_{1}-e_{4}, e_{1}+e_{4}$
$\Sigma=F_{4}$
Real-rank-one subalgebras: $\mathfrak{s l}(2, \mathbb{R})$ for all restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=0$
Special features:
$G / K$ is quaternionic, $\mathfrak{g}_{0}$ is a split real form

## F II

$\mathfrak{k}_{0}=\mathfrak{s o}(9)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple roots and $(2210)=e_{1}-e_{2}$, with (1000) short

Real rank $=1$
Cayley transform lists:

1) $(1000)$
2) $\frac{1}{2}\left(e_{1}-e_{2}-e_{3}-e_{4}\right)$
$\Sigma=(B C)_{1}$
Real-rank-one subalgebra:

## F II

$\mathfrak{m}_{\mathfrak{p}, 0}=\mathfrak{s o}(7)$, simple roots by Cayley transform from

1) $(0010),(0001),(1210)$
2) $e_{3}-e_{4}, e_{2}-e_{3}, \frac{1}{2}\left(e_{1}-e_{2}+e_{3}+e_{4}\right)$.

G
$\mathfrak{k}_{0}=\mathfrak{s u}(2) \oplus \mathfrak{s u}(2)$
Simple roots for $\mathfrak{k}_{0}$ : compact simple root and (32) $=-e_{1}-e_{2}+2 e_{3}$, with (10) short

Real rank $=2$
Cayley transform lists:

1) $(01),(21)$
2) $-2 e_{1}+e_{2}+e_{3},-e_{2}+e_{3}$
$\Sigma=G_{2}$
Real-rank-one subalgebras:
$\mathfrak{s l}(2, \mathbb{R})$ for all restricted roots
$\mathfrak{m}_{\mathfrak{p}, 0}=0$
Special features:
$G / K$ is quaternionic, $\mathfrak{g}_{0}$ is a split real form

# HINTS FOR SOLUTIONS OF PROBLEMS 

## Introduction

1. To see that exp is onto $G L(n, \mathbb{C})$, use of Jordan form shows that it is enough to handle a single Jordan block $B$ and that the diagonal entries of the block may be taken to be 1 . Set up an upper-triangular matrix $X$ with 0 on the diagonal, $a_{1}$ in all $(i, i+1)^{\text {st }}$ entries, $a_{2}$ in all $(i, i+2)^{\text {nd }}$ entries, and so on. The equation $\exp X=B$ leads to equations $a_{1}=1, a_{2}=f_{2}\left(a_{1}\right), a_{3}=f_{3}\left(a_{1}, a_{2}\right), \ldots$, and all these equations can be solved in turn. In $G L(2, \mathbb{R})$, the matrix $\left(\begin{array}{rr}-1 & 1 \\ 0 & -1\end{array}\right)$ is not an exponential. In fact, if it equals $\exp X$, then it commutes with $X$. This commutativity forces $X$ to be upper triangular, and each diagonal entry $d$ has to have the property that $e^{d}=-1$, which is impossible for real $d$.
2. $\left\{\left.\left(\begin{array}{rr}a & z \\ 0 & -a\end{array}\right) \right\rvert\, a \in \mathbb{R}, z \in \mathbb{C}\right\}$.
3. What needs to be shown is that every sufficiently small open neighborhood $N$ of 1 in $G_{1}$ is mapped to an open set by $\pi$. Since $G_{1}$ is locally compact and has a countable base, there exist open neighborhoods $U_{k}$ of 1 such that $\bar{U}_{k}$ is compact and $G_{1}=\bigcup_{k} U_{k}$. The Baire Category Theorem shows that $\pi\left(U_{n}\right)$ has nonempty interior $V$ for some $n$. Let $y$ be in $V$, and put $U=\pi^{-1}\left(y^{-1} V\right)$. Then $U$ is an open neighborhood of 1 in $G_{1}, \pi(U)$ is open in $G_{2}$, and $\bar{U}$ is compact. Let $N$ be any open neighborhood of 1 in $G_{1}$ that is contained in $U$. Since $\bar{U}$ is compact, $\pi$ is a homeomorphism from $\bar{U}$ with the relative topology to $\pi(\bar{U})$ with the relative topology. Thus $\pi(N)$ is relatively open in $\pi(\bar{U})$. Hence $\pi(N)=\pi(\bar{U}) \cap W$ for some open set $W$ in $G_{2}$. Since $\pi(N) \subseteq \pi(U)$, we can intersect both sides with $\pi(U)$ and get $\pi(N)=\pi(\bar{U}) \cap W \cap \pi(U)=W \cap \pi(U)$. Since $W \cap \pi(U)$ is open in $G_{2}, \pi(N)$ is open in $G_{2}$.
4. For (a) we know from Theorem 0.15 that $\bar{S}$ is a manifold. Suppose $\bar{S}$ is 1-dimensional. Then Corollary 0.26 shows that the continuous map $\left(e^{t}\right) \mapsto \operatorname{diag}\left(e^{i t}, e^{i t \sqrt{2}}\right)$ is onto. It is one-one since $\sqrt{2}$ is irrational. Problem 3 shows that it is a homeomorphism. But $\left\{\left(e^{t}\right)\right\}$ is noncompact and $\bar{S}$ is compact, so that we have a contradiction. For (b) we conclude from (a) that $\bar{S}$ is 2-dimensional. Then $\bar{S}$ and $T$ have the same linear Lie algebra and coincide by Corollary 0.21 . Hence $S$ is dense.
5. Put $\left(s_{1}, \ldots, s_{n}\right)=\varphi_{1}\left(x_{1}, \ldots, x_{n+1}\right)$ and $|s|^{2}=\sum s_{j}^{2}$. Solving gives $|s|^{2}=\left(1+x_{n+1}\right) /\left(1-x_{n+1}\right), 1+x_{n+1}=2|s|^{2} /\left(1+|s|^{2}\right)$, and $1-x_{n+1}=$
$2 /\left(1+|s|^{2}\right)$. So $x_{j}=2 s_{j} /\left(1+|s|^{2}\right)$ for $j \leq n$, and one finds that $\varphi_{2} \circ \varphi_{1}^{-1}\left(s_{1}, \ldots, s_{n}\right)=|s|^{-2}\left(s_{1}, \ldots, s_{n}\right)$.
6. Fixing the order of the coordinates, we can form the map $\Phi: S^{3} \rightarrow S U(2)$ given by $F\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=(\alpha, \beta)=\left(x_{1}+i x_{2}, x_{3}+i x_{4}\right)$. To see that $F$ is smooth into $G L(2, \mathbb{C})$, we form $F \circ \varphi_{1}^{-1}$ or $F \circ \varphi_{2}^{-1}$ as appropriate, say the former. Put $\left(s_{1}, s_{2}, s_{3}\right)=\varphi_{1}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$. The inversion formulas for the $x$ 's in terms of the $s$ 's are in the solution to Problem 5, and substitution shows the desired smoothness of $F$ into $G L(2, \mathbb{C})$. By Theorem 0.15 b, $F$ is smooth into $S U(2)$. Theorem 0.15 b says that the real and imaginary parts of $\alpha$ and $\beta$ are smooth functions on $S U(2)$, and this is just the statement that $F^{-1}$ is smooth.
7. For (a), we use $y_{1}^{2}+y_{2}^{2}+y_{3}^{2}=1$ to obtain $|w|^{2}=\left(1-y_{3}^{2}\right) /\left(1-y_{3}\right)^{2}=$ $\left(1+y_{3}\right) /\left(1-y_{3}\right)$. Then $|w|^{2}-1=2 y_{3} /\left(1-y_{3}\right)$ and $|w|^{2}+1=2 /\left(1-y_{3}\right)$, and division gives $y_{3}=\left(|w|^{2}-1\right) /\left(|w|^{2}+1\right)$. The formulas for $y_{1}$ and $y_{2}$ follow readily.
8. $\Phi\left(\begin{array}{cc}e^{i t} & 0 \\ 0 & e^{-i t}\end{array}\right)=\left(\begin{array}{ccc}\cos 2 t & -\sin 2 t & 0 \\ \sin 2 t & \cos 2 t & 0 \\ 0 & 0 & 1\end{array}\right)$, and then $d \Phi\left(\begin{array}{cc}i & 0 \\ 0 & -i\end{array}\right)=\left(\begin{array}{ccc}0 & -2 & 0 \\ 2 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$. Similarly $d \Phi\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)=\left(\begin{array}{rrr}0 & 0 & -2 \\ 0 & 0 & 0 \\ 2 & 0 & 0\end{array}\right)$ and $d \Phi\left(\begin{array}{cc}0 & i \\ i & 0\end{array}\right)=\left(\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & -2 \\ 0 & 2 & 0\end{array}\right)$.
9. For (a) the three computed values of $d \Phi$ in Problem 8 are linearly independent, and $\mathfrak{s o}$ (3) is 3 -dimensional. For (b) the thing that needs proof is that $S O$ (3) is connected. The group $S O(3)$ acts transitively on $S^{2}$ with isotropy subgroup $S O(2)$ at a suitable base point $p$. If $S O(3)$ were the disjoint union of $S O(3)_{0}$ and some nonempty open set $V$, then we would have $S^{2}=S O(3)_{0} p \cup V p$. Since $S^{2}$ is connected, $S O(3)_{0} p$ would have to meet $V p$. This says $v^{-1} s p=p$ for some $v \in V$ and $s \in S O(3)_{0}$. Then $v^{-1} s$ would be in $S O(2)$, which is contained in $S O(3)_{0}$. So we would have $v \in S O(3)_{0}$, contradiction. For (c) the question is what pairs $(\alpha, \beta)$ make the 3-by-3 matrix in Problem 7b equal to the identity. Since $|\alpha|^{2}+|\beta|^{2}=1$, the lower right entry forces $\beta=0$. Then $\alpha=e^{i \theta}$, and one checks that the identity matrix results if and only if $\theta$ is a multiple of $\pi$.

## Chapter I

1. In Example 12a, $[\mathfrak{g}, \mathfrak{g}]$ has $a=b=0$, and $[\mathfrak{g},[\mathfrak{g}, \mathfrak{g}]]=0$. In Example 12b an elementary sequence has $\mathfrak{a}_{1}$ with $t=0$ and $\mathfrak{a}_{2}$ with $t=x=0$.
2. For (c), the span of $X$ and $Y$ is characterized as [ $\mathfrak{g}, \mathfrak{g}$ ]. The given $Z$ is an element not in $[\mathfrak{g}, \mathfrak{g}$ ], and ad $Z$ has eigenvalues 0 (from $Z$ ), $\alpha$ (from $X$ ), and 1 (from $Y$ ). If $Z$ is replaced by $Z+s X+t Y$, then the eigenvalues are unchanged. If we multiply by $c \in \mathbb{R}$, the eigenvalues are multiplied by $c$. Hence $\alpha$ is characterized as follows: Let $Z$ be any vector not in $[\mathfrak{g}, \mathfrak{g}]$. Then $\alpha$ is the ratio of the larger nonzero absolute value of an eigenvalue to the smaller one.
3. The complexifications in this sense are both $\mathfrak{s l}(2, \mathbb{C})$.
4. Compute $B(X, Y)$ and $C(X, Y)$ for $X=Y=\operatorname{diag}(1,-1,0, \ldots, 0)$ and find that $B=2 n C$.
5. Abbreviate the displayed matrix as $(\theta, x, y)$. For (a) we have

$$
[(1,0,0),(\theta, x, y)]=(0, y,-x)
$$

Hence if $\mathbb{C}(\theta, x, y)$ is an ideal, $x=y=0$. But then $\theta=0$ also from the same bracket formula with $x=1, y=0$. For (b), ad $(1,0,0)$ has eigenvalues 0 and $\pm i$.
10. Since $[\mathfrak{g}, \mathfrak{g}] \subseteq \mathfrak{n}$ and $\mathfrak{g} /[\mathfrak{g}, \mathfrak{g}]$ is abelian, $\mathfrak{g} / \mathfrak{n}$ has to be abelian.
11. Let $E_{i j}$ be the matrix that is 1 in the $(i, j)^{\text {th }}$ place and 0 elsewhere. One solution is to take $\mathfrak{g}$ to be the linear span of $E_{11}+E_{22}, E_{12}, E_{13}, E_{21}$, and $E_{23}$.
12. Lie's Theorem shows that ad $\mathfrak{g}$ can be taken simultaneously upper triangular, and (1.31) shows that the diagonal entries are then 0 .
13. The Killing form $B$, being nondegenerate, gives a vector space isomorphism $b: \mathfrak{g} \rightarrow \mathfrak{g}^{*}$, while $C$ gives a linear map $c: \mathfrak{g} \rightarrow \mathfrak{g}^{*}$. Then $b^{-1} c: \mathfrak{g} \rightarrow \mathfrak{g}$ is a linear map that commutes with ad $\mathfrak{g}$. Since $\mathfrak{g}$ is simple, ad : $\mathfrak{g} \rightarrow$ End $\mathfrak{g}$ is an irreducible representation. As in Lemma $1.69, b^{-1} c$ must then be scalar.
14. For $\mathfrak{s l}(2, \mathbb{R})$, there is a 2-dimensional subalgebra, while for $\mathfrak{s u}(2)$, there is not.
16. No if $n>1$. $S U(n)$ and $Z$ have finite nontrivial intersection.
17. The linear map $\varphi\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$ acts on $P\binom{z_{1}}{z_{2}}=z_{2}^{n}$ with eigenvalue $n$. Since $\varphi$ is a direct sum of irreducibles and $n$ is an eigenvalue of $\varphi\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$, it follows that an irreducible of some dimension $n+2 k$ with $k \geq 0$ occurs in $V_{n}$. Dimensionality forces $k=0$ and gives the result.
19. We use Problem 18. Direct computation shows that $[\mathfrak{g}, \mathfrak{g}]$ is contained in the subspace with $\theta=0$. One still has to show that equality holds. For this purpose one is allowed to pick particular matrices to bracket and show that the span of such brackets is 3-dimensional.
20. The starting point is Theorem 1.127, and the rest is an induction downward on the index $i$.
21. $n ; 2-(n \bmod 2)$ if $n \geq 3 ; 2 ; n ; 2-(n \bmod 2)$ if $n \geq 3 ; 2$.
22. Let $M$ be the diagonal matrix with $n$ diagonal entries of $i$ and then $n$ diagonal entries of 1 . An isomorphism $G \rightarrow S O(2 n, \mathbb{C})$ is $x \mapsto y$, where $y=M x M^{-1}$.
24. $G=\left\{\operatorname{diag}\left(e^{k}, e^{-k}\right\}_{k=-\infty}^{\infty}\right.$.
27. A suitable linear combination $L$ of the two given linear mappings lowers the degree of $P(s)$ in $e^{-\pi s^{2}} P(s)$ by exactly one. Take a nonzero $e^{-\pi s^{2}} P(s)$ in an invariant subspace $U$ and apply $L^{\operatorname{deg} P}$ to $e^{-\pi s^{2}} P(s)$ to see that $e^{-\pi s^{2}}$ is in $U$. Apply powers of "multiplication by $-i \hbar s$ " to this to see that all of $V$ is contained in $U$.
28. Let $Z$ be nonzero in $[\mathfrak{g}, \mathfrak{g}]$. Extend to a basis $\{X, Y, Z\}$. If $[\mathfrak{g}, Z]=0$, then $[\mathfrak{g}, \mathfrak{g}]=\mathbb{R}[X, Y]$ and hence $[X, Y]=c Z$ with $c \neq 0$; in this case we can easily set up an isomorphism with the Heisenberg algebra. Otherwise $[\mathfrak{g}, Z]=\mathbb{R} Z$. Since $[X, Z]$ and $[Y, Z]$ are multiples of $Z$, some nonzero linear combination of $X$ and $Y$ brackets $Z$ to 0 . Thus we can find a basis $\left\{X^{\prime}, Y^{\prime}, Z\right\}$ with $\left[X^{\prime}, Z\right]=0$, $\left[Y^{\prime}, Z\right]=Z,\left[X^{\prime}, Y^{\prime}\right]=c Z$. Then $\left\{X^{\prime}+c Z, Y^{\prime}, Z\right\}$ has $\left[X^{\prime}+c Z, Z\right]=0$, $\left[Y^{\prime}, Z\right]=Z,\left[X^{\prime}+c Z, Y^{\prime}\right]=0$. Then $\mathfrak{g}=\mathbb{R}\left(X^{\prime}+c Z\right) \oplus \operatorname{span}\left\{Y^{\prime}, Z\right\}$ as required.
29. A 2-dimensional nilpotent Lie algebra is abelian; hence $[\mathfrak{g}, \mathfrak{g}]$ is abelian. The matrix $\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ is nonsingular since otherwise $\operatorname{dim}[\mathfrak{g}, \mathfrak{g}]<2$.
30. Classify by $\operatorname{dim}[\mathfrak{g}, \mathfrak{g}]$. If this is $3, \mathfrak{g}$ is simple by the remarks at the end of $\S 2$. If it is 2 or $1, \mathfrak{g}$ is analyzed by Problem 29 or Problem 28. If it is $0, \mathfrak{g}$ is abelian.
31. If $X=[Y, Z]$, then $\operatorname{ad} X=\operatorname{ad} Y$ ad $Z-\operatorname{ad} Z$ ad $Y$, and the trace is 0 .
32. One of the eigenvalues of ad $X_{0}$ is 0 , and the sum of the eigenvalues is 0 by Problem 31. Hence the eigenvalues are $0, \lambda,-\lambda$ with $\lambda \in \mathbb{C}$. The number $\lambda$ cannot be 0 since ad $X_{0}$ is by assumption not nilpotent. Since the characteristic polynomial of ad $X_{0}$ is real, $\lambda$ is real or purely imaginary. If $\lambda$ is real, then the sum of the eigenspaces in $\mathfrak{g}$ for $\lambda$ and $-\lambda$ is the required complement. If $\lambda$ is purely imaginary, then the intersection of $\mathfrak{g}$ with the sum of the $\lambda$ and $-\lambda$ eigenspaces in $\mathfrak{g}^{\mathbb{C}}$ is the required complement.
33. Let $\lambda$ be as in Problem 32. If $\lambda$ is real, then scale $X_{0}$ to $X$ to make $\lambda=2$ and show that ad $X$ has the first form. If $\lambda$ is purely imaginary, scale $X_{0}$ to $X$ to make $\lambda=i$ and show that ad $X$ has the second form.
34. The Jacobi identity gives $(\operatorname{ad} X)[Y, Z]=0$. So $[Y, Z]=a X$, and $a$ cannot be 0 since $[\mathfrak{g}, \mathfrak{g}]=\mathfrak{g}$. Scale one of $Y$ and $Z$ to make $a=1$, and then compare with (1.6) and (1.3) in the two cases.
35. In Problem 32 we still obtain $\lambda \in \mathbb{C}$ with $\lambda \neq 0$. Since the field is $\mathbb{C}$, we obtain eigenvectors for ad $X_{0}$ with eigenvalues $\lambda$ and $-\lambda$, respectively. Then we can proceed as in the first case of Problem 33.

## Chapter II

1. $(2 n+2)^{-1},(2 n-1)^{-1},(2 n+2)^{-1},(2 n-2)^{-1}$.
2. One of the ideals is the complex span of

$$
\left(\begin{array}{rrrr}
0 & 0 & 1 & i \\
0 & 0 & -i & 1 \\
-1 & i & 0 & 0 \\
-i & -1 & 0 & 0
\end{array}\right), \quad \text { its conjugate, and } \quad\left(\begin{array}{rrrr}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0
\end{array}\right) .
$$

3. For (c), $\mathfrak{g}=\mathbb{C} X \oplus \mathbb{C} Y$ with $\mathbb{C} Y$ the weight space for the linear functional $c X \rightarrow c$.
4. For (a), take $\mathfrak{g}=\mathfrak{s p}(2, \mathbb{C})$ and $\Delta^{\prime}=\left\{ \pm e_{1} \pm e_{2}\right\}$.
5. Propositions 2.17c and 2.17 e show that $\operatorname{dim} \mathfrak{g} \geq 3 \operatorname{dim} \mathfrak{h}$ and that $\operatorname{dim} \mathfrak{g} \equiv$ $\operatorname{dim} \mathfrak{h} \bmod 2$. Thus $\operatorname{dim} \mathfrak{h} \geq 3$ implies $\operatorname{dim} \mathfrak{g} \geq 9$. If $\operatorname{dim} \mathfrak{h}=2$, then $\operatorname{dim} \mathfrak{g}$ is even and is $\geq 6$. Hence $\operatorname{dim} \mathfrak{g}=4$, 5 , or 7 implies $\operatorname{dim} \mathfrak{h}=1$. Meanwhile Propositions 2.21 and 2.29 show that $\operatorname{dim} \mathfrak{h}=1$ implies $\operatorname{dim} \mathfrak{g}=3$. Hence $\operatorname{dim} \mathfrak{g}=4,5$, and 7 cannot occur.
6. From $|\alpha|^{2}>0$, we get $\left\langle\alpha, \alpha_{i}\right\rangle>0$ for some simple $\alpha_{i}$. Use this $i$ as $i_{k}$, repeat with $\alpha-\alpha_{i_{k}}$, and iterate.
7. Proposition 2.48e for the first conclusion. For the second conclusion use the positive roots in (2.50) and take $\beta_{0}=e_{1}$.
8. In (a) any two roots at an angle $150^{\circ}$ will do.
9. For (a) if the two roots are $\alpha$ and $\beta$, then $s_{\alpha} s_{\beta}(\alpha)=\beta$. For (b) combine (a) with Proposition 2.62, using a little extra argument in the nonreduced case.
10. By induction Chevalley's Lemma identifies the subgroup of the Weyl group fixing a given vector subspace as generated by its root reflections. For (a) use this extended result for the +1 eigenspace, inducting on the dimension of the -1 eigenspace. Then (b) is a special case.
11. Choose $w$ with $l(w)$ as small as possible so that $w \lambda$ and $\lambda$ are both dominant but $w \lambda \neq \lambda$. Write $w=v s_{\alpha}$ with $\alpha$ simple and $l(v)=l(w)-1$. Then $v \alpha>0$ by Lemma 2.71. So $\langle w \lambda, v \alpha\rangle \geq 0$, and we get $\langle\lambda, \alpha\rangle \leq 0$. Since $\lambda$ is dominant, $\langle\lambda, \alpha\rangle=0$. Then $\lambda \neq w \lambda=v \lambda$, in contradiction with the minimal choice of $w$.
12. For (b) if $\alpha=\sum c_{i} \alpha_{i}$ with all $c_{i} \geq 0$, then $\alpha^{\vee}=\sum d_{i} \alpha_{i}^{\vee}$ with $d_{i}=$ $c_{i}|\alpha|^{-2}\left|\alpha_{i}\right|^{2} \geq 0$.
13. For (a) use Theorem 2.63. For (b) the indicated Dynkin diagrams admit no nontrivial automorphisms. For (c) and (d) use the explicit descriptions of the Weyl groups in Example 1 of $\S 6$.
14. $(B C)_{1} \oplus A_{1}$ and $(B C)_{1} \oplus(B C)_{1}$ are missing.
15. Here $\mathfrak{g}^{\prime}=\mathfrak{g}, \mathfrak{h}^{\prime}=\mathfrak{h}$, and $\varphi=w$. Fix $\Pi$, and choose nonzero root vectors $E_{\alpha}$ for $\alpha \in \Pi$. For each $\alpha \in \Pi$, choose any nonzero root vector $E_{w \alpha}$, and require that $E_{\alpha}$ map to $E_{w \alpha}$.
16. For (a) Lemma 2.71 allows us to see that $\operatorname{sgn} w=-1$ if $w$ is a product of an odd number of simple reflections in any fashion and $\operatorname{sgn} w=+1$ if $w$ is a product of an even number of simple reflections in any fashion. The homomorphism property follows. In (b), $\operatorname{sgn} w$ and det $w$ are multiplicative and agree on simple reflections. Part (c) follows from (b).
17. We have

$$
\begin{aligned}
l\left(w_{1} w_{2}\right)= & \#\left\{\alpha>0 \mid w_{1} w_{2} \alpha<0\right\} \\
= & \#\left\{\alpha>0 \mid w_{2} \alpha>0, w_{1} w_{2} \alpha<0\right\} \\
& +\#\left\{\alpha>0 \mid w_{2} \alpha<0, w_{1} w_{2} \alpha<0\right\} \\
= & \#\left\{\alpha \mid \alpha>0, w_{2} \alpha>0, w_{1} w_{2} \alpha<0\right\} \\
& +l\left(w_{2}\right)-\#\left\{\alpha \mid \alpha>0, w_{2} \alpha<0, w_{1} w_{2} \alpha>0\right\} \\
= & \#\left\{\beta \mid w_{2}^{-1} \beta>0, \beta>0, w_{1} \beta<0\right\} \\
& +l\left(w_{2}\right)-\#\left\{\gamma \mid w_{2}^{-1} \gamma<0, \gamma>0, w_{1} \gamma<0\right\} \\
= & l\left(w_{1}\right)-\#\left\{\beta \mid w_{2}^{-1} \beta<0, \beta>0, w_{1} \beta<0\right\} \\
& +l\left(w_{2}\right)-\#\left\{\gamma \mid w_{2}^{-1} \gamma<0, \gamma>0, w_{1} \gamma<0\right\}
\end{aligned}
$$

with $\beta=w_{2} \alpha$ and $\gamma=-w_{2} \alpha$.
24. By Problem 23,

$$
l\left(w s_{\alpha}\right)=l(w)+l\left(s_{\alpha}\right)-2 \#\left\{\beta>0 \mid w \beta<0 \text { and } s_{\alpha} \beta<0\right\} .
$$

For the first conclusion we thus are to prove that $w \alpha<0$ implies

$$
\begin{equation*}
l\left(s_{\alpha}\right)<2 \#\left\{\beta>0 \mid w \beta<0 \text { and } s_{\alpha} \beta<0\right\} \tag{*}
\end{equation*}
$$

Here the left side is \#\{ $\left.\gamma>0 \mid s_{\alpha} \gamma<0\right\}$. Except for $\alpha$, such $\gamma$ 's come in pairs, $\gamma$ and $-s_{\alpha} \gamma$. From each pair at least one of $\gamma$ and $-s_{\alpha} \gamma$ is a $\beta$ for the right side of $(*)$ because $\gamma-s_{\alpha} \gamma=\frac{2\langle\gamma, \alpha\rangle}{|\alpha|^{2}} \alpha$ is $>0$ and $w \alpha$ is $<0$. So each pair, $\gamma$ and $-s_{\alpha} \gamma$, makes a contribution to $(*)$ for which the left side is $\leq$ the right side. The root $\alpha$ contributes 1 to the left side of $(*)$ and 2 to the right side. So the inequality $(*)$ is strict.
25. Use expansion in cofactors about the first column.
26. The Dynkin diagram should consist consecutively of vertex, single edge, vertex, single edge, and then the rest of the diagram.
28. In handling $C_{n}$ and $D_{n}$, take into account that $C_{2} \cong B_{2}$ and $D_{3} \cong A_{3}$.
31. In (a) the long roots are already as in (2.43); no isomorphism is involved. In (b) each member of $W_{F}$ preserves length when operating on roots. In (c) the two indicated reflections correspond to two distinct transpositions of the three outer roots of the Dynkin diagram of $D_{4}$, and together they generate the symmetric group on three letters. This group is the full group of automorphisms of the Dynkin diagram of $D_{4}$. For (d) the order of $W_{D}$ is given in Problem 15.
32. For (a) use Problem 11b. Let $\alpha$ be the root in (a). In (b) there are five simple roots orthogonal to $\alpha$, and all the roots orthogonal to $\alpha$ then have to be in the space
spanned by these simple roots. For (c) apply Chevalley's Lemma to $-s_{\alpha}$. For (d) use Chevalley's Lemma directly. For (e) the number of roots for $E_{6}$ is given in Problem 16, and the order of the Weyl group fixing $\alpha$ is given in Problem 15, by (d).
33. Same idea as for Problem 32.
34. Same idea as for Problem 32 once the result of Problem 33d is taken into account.
35. Multiply $X^{t} I_{3,3}+I_{3,3} X=0$ through on the left and right by $S^{-1}$.
36. Use the basis in the order

$$
\begin{array}{ll}
\left(e_{1} \wedge e_{4}\right)+\left(e_{2} \wedge e_{3}\right), & \left(e_{1} \wedge e_{2}\right)+\left(e_{3} \wedge e_{4}\right), \\
\left(e_{1} \wedge e_{1}\right)-\left(e_{2} \wedge e_{4}\right) \\
\left(e_{1}\right)-\left(e_{2} \wedge e_{3}\right), & \left(e_{1} \wedge e_{2}\right)-\left(e_{3} \wedge e_{4}\right),
\end{array}\left(e_{1} \wedge e_{3}\right)+\left(e_{2} \wedge e_{4}\right) .
$$

Then the matrix of $M$ is of the form $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ with $a, b, c, d$ each 3-by-3, with $a$ and $d$ skew symmetric, and with $c=b^{t}$. This is the condition that $M$ be in $\mathfrak{g}$.
37. Since $\mathfrak{s l}(4, \mathbb{C})$ is simple and the kernel is an ideal, it suffices to find one element that does not act as 0 , and a diagonal element will serve this purpose. Then the homomorphism is one-one. A count of dimensions shows it is onto.
38. The condition for a 4-by-4 matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, with $a, b, c, d$ each 2-by-2, to be in $\mathfrak{s p}(2, \mathbb{C})$ is that $d=-a^{t}$ and $c=b^{t}$. Putting this condition into place in Problem 36 as solved above, we find that the last row and column of the image matrix are always 0 .
39. The homomorphism is one-one by Problem 37, and a count of dimensions shows it is onto.
40. The projected system consists of the six vectors obtained by permuting the indices of $\pm \frac{1}{3} H_{e_{1}+e_{2}-2 e_{3}}$, together with the six vectors $H_{e_{i}-e_{j}}$ for $i \neq j$.
41. The centralizer is the direct sum of the Cartan subalgebra and the six 1-dimensional spaces $\mathbb{C} H_{e_{i}-e_{j}}$.
42. Showing closure under brackets involves several cases and makes systematic use of Corollary 2.37. Under the action of the complementary space to $H_{e_{1}+e_{2}+e_{3}}$ in the Cartan subalgebra, the roots are those in Problem 40 and form a system of type $G_{2}$.
43. The inductive step reduces matters from size $n$ to size $n-1$ if the $n$-by- $n$ matrix is not 0 . Conjugating $A$ by a permutation matrix, we may assume that some entry in the last column is $\neq 0$. If the diagonal entry $d$ is $\neq 0$, use $x=-b d^{-1}$ and reduce to $\left(\begin{array}{cc}a^{\prime} & 0 \\ 0 & d\end{array}\right)$. If $d=0$, some entry of $b$ is $\neq 0$, say the $i^{\text {th }}$. Then use $y=k E_{n i}$ with $a_{i i} k^{2}+2 b_{i} k \neq 0$ to reduce to a matrix whose lower right entry is $\neq 0$.
44. The inductive step reduces matters from size $n$ to size $n-2$ if the $n$-by- $n$ matrix is not 0 . Conjugating by a permutation matrix, we may arrange that the lower right 2-by-2 block $d$ is $\neq 0$. Then $d$ is invertible, and use of $x=-b d^{-1}$ reduces to the matrix $\left(\begin{array}{cc}a^{\prime} & 0 \\ 0 & d\end{array}\right)$.
45. For (a) we may assume by Problem 43 that $A$ is diagonal. Since $\mathbb{C}$ is closed under square roots, we can choose a diagonal $M$ with $M^{2}=A^{-1}$. Then $M$ commutes with $A$, and $M^{t} A M=1$. For (b) we can find by Problem 44 a nonsingular $N$ with $N^{t} A N$ block diagonal, all diagonal blocks being of sizes 1 or 2. Since $A$ is invertible, so is $N^{t} A N$, and then there can be no 1-by-1 blocks. So $n$ is even. In the 2-by-2 case, we have $\left(\begin{array}{cc}a & 0 \\ 0 & 1\end{array}\right)\left(\begin{array}{cc}0 & c \\ -c & 0\end{array}\right)\left(\begin{array}{cc}a & 0 \\ 0 & 1\end{array}\right)=\left(\begin{array}{cc}0 & a c \\ -a c & 0\end{array}\right)$. Taking $a=c^{-1}$, we see that we can find a nonsingular $P$ with $P^{t} A P$ block diagonal with diagonal blocks $\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$. Applying this result to $J$, we obtain $Q^{t} J Q$ block diagonal with diagonal blocks $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. Then $\left(P Q^{-1}\right)^{t} A\left(P Q^{-1}\right)=J$.
46. Part (a) is elementary by the methods of Chapter I. The reason that the definition of $\mathfrak{g}_{A}$ does not include $\operatorname{Tr} X=0$ is that this condition is implied: $0=\operatorname{Tr}\left(A X^{t} A^{-1}+X\right)=\operatorname{Tr}\left(X^{t}+X\right)=2 \operatorname{Tr} X$ implies $\operatorname{Tr} X=0$. For (b) we may assume that $B=1$. By Problem 45a, choose a nonsingular $M$ with $M^{t} A M=1$. Put $g=M^{t}$, so that $A=B^{-1}\left(B^{-1}\right)^{t}$. Then $x^{-1}=A x^{t} A^{-1}$ if and only if $y=g x g^{-1}$ satisfies $y^{-1}=y^{t}$. Also $\operatorname{det} x=1$ if and only if $\operatorname{det} y=1$. So $x$ is in $G_{A}$ if and only if $y$ is in $G_{1}$. In other words, $g G_{A} g^{-1}=G_{1}$. Part (c) is proved similarly, using Problem 45 b . For (d) recall that ${ }^{t} x=L x^{t} L^{-1}$. Then $G_{L}=S O^{\prime}(n, \mathbb{C})$ and $G_{1}=S O(n, \mathbb{C})$, so that the isomorphism of groups is a special case of (b). For (e) we have $J=I_{n, n} L$. The defining property of $x$ is then $x^{-1}=I_{n, n} L x^{t} L I_{n, n}=I_{n, n}{ }^{t} x I_{n, n}$.
47. Part (a) follows from Proposition 2.13 after one verifies (b). In (b) for $\mathfrak{s o}^{\prime}(n, \mathbb{C})$, the diagonal Cartan subalgebra $\mathfrak{h}$ is spanned by $E_{11}-E_{n n}$, $E_{22}-E_{n-1, n-1}, \ldots, E_{[n / 2],[n / 2]}-E_{n+1-[n / 2], n+1-[n / 2]}$, where the brackets indicate greatest integer. Let $e_{i}$ be evaluation of the $i^{\text {th }}$ diagonal entry of $H \in \mathfrak{h}, 1 \leq i \leq n$. Among the $e_{i}$ 's, the ones with $i \leq[n / 2]$ form a basis of $\mathfrak{h}^{*}$. From the theory for $\mathfrak{s l}(n, \mathbb{C})$, we have

$$
\left.\left[H, E_{i j}-E_{n+1-j, n+1-i}\right]=\left(e_{i}(H)-e_{j}(H)\right)\right)\left(E_{i j}-E_{n+1-j, n+1-i}\right)
$$

Thus $E_{i j}-E_{n+1-j, n+1-i}$ is a root vector for the root $e_{i}-e_{j}$. The vectors $E_{i j}-E_{n+1-j, n+1-i}$ with $i+j<n+1$ span the strictly upper triangular subalgebra of $\mathfrak{s o}^{\prime}(n, \mathbb{C})$. For $i<j$, the root equals $e_{i}-e_{j}$ if $j \leq[n / 2], e_{i}$ if $j=\frac{1}{2}(n+1)$, and $e_{i}+e_{n+1-j}$ if $i \leq[n / 2]$ and $j>\frac{1}{2}(n+1)$. So the usual positive roots for this Lie algebra are the roots corresponding to the upper triangular subalgebra of $\mathfrak{g}$.
48. This comes down to producing real matrices $M$ with $M^{t} L M=I_{n+1, n}$ and $M^{t} L M=I_{n, n}$ in the two cases.

## Chapter III

1. For (a) the argument is essentially the same as the proof of Lemma 1.68. Part (b) is trivial.
2. The finite-dimensional subspaces $U_{n}(\mathfrak{g})$ are invariant.
3. Use Proposition 3.16 and the fact that $S(\mathfrak{g})$ has no zero divisors.
4. For (a), $\mathfrak{F}$ is 1-dimensional abelian. For (b) let $V$ have basis $\{X, Y\}$. Then the element $[X,[\ldots,[X, Y]]]$ is in $\mathfrak{F}$ and is in $T^{n+1}(V)$ if there are $n$ factors $X$. When expanded out, this element contains the term $X \otimes \cdots \otimes X \otimes Y$ only once, the other terms being independent of this term. Hence the element is not 0 .
5. For (a) a basis is $X_{1}, X_{2}, X_{3},\left[X_{1}, X_{2}\right],\left[X_{2}, X_{3}\right],\left[X_{3}, X_{1}\right]$. Any triple bracket is 0 , and hence $\mathfrak{g}$ is nilpotent. The bracket of $X_{1}$ and $X_{2}$ is not zero, and hence $\mathfrak{g}$ is not abelian. In (b) one writes down the 6 -by- 6 symmetric matrix that incorporates the given values for $B$ and checks that it is nonsingular. This proves nondegeneracy. For invariance it is enough to check behavior on the basis, and expressions $B\left(X_{i},\left[X_{j}, X_{k}\right]\right)$ are the only ones that need to be checked.
6. Let $\mathfrak{F}$ be a free Lie algebra on $n$ elements $X_{1}, \ldots, X_{n}$, and let $\mathfrak{R}$ be the two-sided ideal generated by all $\left[X_{i},\left[X_{j}, X_{k}\right]\right]$. Then $\mathfrak{F} / \mathfrak{R}$ is two-step nilpotent and has the required universal property. The elements of $\mathfrak{F} \cap T_{2}\left(\operatorname{span}\left\{X_{i}\right\}_{i=1}^{n}\right)$ map onto $\mathfrak{F} / \mathfrak{R}$, and finite dimensionality follows.
7. Let $\pi: \mathfrak{F} \rightarrow A$ be a Lie algebra homomorphism of $\mathfrak{F}$ into an associative algebra $A$ with identity. Restrict $\pi$ to a linear map $\pi_{0}$ of $V$ into $A$, and use the universal mapping property of $T(V)$ to extend $\pi_{0}$ to an algebra homomorphism $\tilde{\pi}: T(V) \rightarrow A$ with $\tilde{\pi}(1)=1$. Then $\tilde{\pi}$ is the required extension of $\pi$.
8. See the comparable construction for Lie algebras in §I.3.
9. This is an application of Proposition 3.3.
10. Use Proposition 3.3.
11. See Knapp [1986], proof of Theorem 3.6.
12. See Knapp [1986], proof of Lemma 3.5.
13. Let $x_{1}, \ldots, x_{N}$ be a basis of $V$, and define $A_{i j}=\left\langle x_{i}, x_{j}\right\rangle$. The matrix $A$ is nonsingular since $\langle\cdot, \cdot\rangle$ is nondegenerate. The referenced problem says that $N$ is even, and it produces $M$ with $M^{t} A M=J$, hence with $\left\langle\sum_{k} x_{k} M_{k i}, \sum_{l} x_{l} M_{l j}\right\rangle=$ $J_{i j}$. Put $y_{i}=\sum_{k} x_{k} M_{k i}$. The result is that $V$ has a basis $y_{1}, \ldots, y_{N}$ with $\left\langle y_{i}, y_{j}\right\rangle=$ $J_{i j}$, and the isomorphism follows.
14. The matrix that corresponds to $X_{0}$ has $r=-2$.
15. To see that $\tilde{\imath}$ has the asserted properties, form the quotient map $T\left(H(V)^{\mathbb{C}}\right) \rightarrow T\left(V^{\mathbb{C}}\right)$ by factoring out the two-sided ideal generated by $X_{0}-1$. The composition $T\left(H(V)^{\mathbb{C}}\right) \rightarrow W\left(V^{\mathbb{C}}\right)$ is obtained by factoring out the twosided ideal generated by $X_{0}-1$ and all $u \otimes v-v \otimes u-\langle u, v\rangle 1$, hence by all $u \otimes v-v \otimes u-\langle u, v\rangle X_{0}$ and by $X_{0}-1$. Thus $T\left(H(V)^{\mathbb{C}}\right) \rightarrow W\left(V^{\mathbb{C}}\right)$ factors
into the standard quotient map $T\left(H(V)^{\mathbb{C}}\right) \rightarrow U\left(H\left(V^{\mathbb{C}}\right)\right)$ followed by the quotient map of $U\left(H(V)^{\mathbb{C}}\right)$ by the ideal generated by $X_{0}-1$. By uniqueness in Proposition 3.3, $\tau$ is given by factoring out by $X_{0}-1$.
16. Let $P$ be the extension of $\pi$ to an associative algebra homomorphism of $U\left(H(V)^{\mathbb{C}}\right)$ into $A$. Then $P\left(X_{0}\right)=1$ since $\pi\left(X_{0}\right)=1$. Problem 16 shows that $P$ descends to $W\left(V^{\mathbb{C}}\right)$, i.e., that there exists $\tilde{\pi}$ with $P=\tilde{\pi} \circ \tilde{\iota}$. Restriction to $V$ gives $\pi=\tilde{\pi} \circ \iota$.
17. This is immediate from Problem 16 and the easy half (the spanning) of the Poincaré-Birkhoff-Witt Theorem.
18. In Problem 15 take $V^{+}=i \mathbb{R}^{n}$ and $V^{-}=\mathbb{R}^{n}$. Let the bases be the standard basis of each.
19. For the irreducibility see the hint for Problem 27 in Chapter I.
20. Let $r_{i}=p_{i}+2 \pi q_{i}$, so that $\varphi\left(r_{i}\right)\left(P e^{-\pi|x|^{2}}\right)=\left(\partial P / \partial x_{i}\right) e^{-\pi|x|^{2}}$. It is enough to prove that no nontrivial linear combination of the members of the spanning set $q_{1}^{k_{1}} \cdots q_{n}^{k_{n}} r_{1}^{l_{1}} \cdots r_{n}^{l_{n}}$ maps to 0 under $\widetilde{\varphi}$. Let a linear combination of such terms map to 0 under $\widetilde{\varphi}$. Among all the terms that occur in the linear combination with nonzero coefficient, let $\left(L_{1}, \ldots, L_{n}\right)$ be the largest tuple of exponents $\left(l_{1}, \ldots, l_{n}\right)$ that occurs; here "largest" refers to the lexicographic ordering taking $l_{1}$ first, then $l_{2}$, and so on. Put $P\left(x_{1}, \ldots, x_{n}\right)=x_{1}^{L_{1}} \cdots x_{n}^{L_{n}}$. If $\left(l_{1}, \ldots, l_{n}\right)<\left(L_{1}, \ldots, L_{n}\right)$ lexicographically, then $\widetilde{\varphi}\left(r_{1}^{l_{1}} \cdots r_{n}^{l_{n}}\right)\left(P e^{-\pi|x|^{2}}\right)=0$. Thus $\widetilde{\varphi}\left(q_{1}^{k_{1}} \cdots q_{n}^{k_{n}} r_{1}^{l_{1}} \cdots r_{n}^{l_{n}}\right)\left(P e^{-\pi|x|^{2}}\right)$ is 0 if $\left(l_{1}, \ldots, l_{n}\right)<\left(L_{1}, \ldots, L_{n}\right)$ lexicographically and equals $x_{1}^{k_{1}} \cdots x_{n}^{k_{n}} L_{1}!\cdots L_{n}!e^{-\pi|x|^{2}}$ if $\left(l_{1}, \ldots, l_{n}\right)=\left(L_{1}, \ldots, L_{n}\right)$. The linear independence follows immediately.

## Chapter IV

1. For (a), $\Phi\left(t_{\theta}\right)\left(z_{1}^{k} z_{2}^{N-k}\right)=\left(e^{-i \theta} z_{1}\right)^{k}\left(e^{i \theta} z_{2}\right)^{N-k}=e^{i(N-2 k) \theta} z_{1}^{k} z_{2}^{N-k}$. For (c),

$$
\chi\left(t_{\theta}\right)=\sum_{k=0}^{N} e^{i(N-2 k) \theta}=\frac{e^{i(N+1) \theta}-e^{-i(N+1) \theta}}{e^{i \theta}-e^{-i \theta}}
$$

For (d) write $\chi_{M}$ as a sum and $\chi_{N}$ as a quotient, and then multiply and sort out.
2. If $x \in G$ is given, choose $X$ in the Lie algebra with $\exp X=x$. By Theorem 4.34 there is an element $g \in G$ with $\operatorname{Ad}(g) X$ in the Lie algebra of the given torus. Then $g x g^{-1}=\exp \operatorname{Ad}(g) X$ is in the given torus.
3. See Knapp [1986], pp. 86-87.
4. Use $\operatorname{diag}(-1,-1,1)$.
5. Matrices with one nonzero element in each row and column.
6. Let $\widetilde{G}$ be a nontrivial finite cover of $G$. Then Proposition 4.67 shows that there are analytically integral forms for $\widetilde{G}$ that are not algebraically integral, in contradiction with Proposition 4.59.
7. $\operatorname{dim} V$.
8. Expand the integrand as a sum, with four indices, of the product of matrix coefficients, and apply Schur orthogonality.
9. It is enough to check that $\mathfrak{s o}(n)$ acts in a skew-symmetric fashion, and this reduces to checking what happens with a Lie algebra element that is $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ in the upper left 2-by-2 block and is 0 elsewhere.
11. Let $v_{N-2}$ be in $V_{N-2}$ and $v_{N}$ be in $V_{N}$. Then

$$
\left.\left.\langle | x\right|^{2} v_{N-2}, v_{N}\right\rangle=\left\langle v_{N-2}, \partial\left(|x|^{2}\right) v_{N}\right\rangle .
$$

If $v_{N}$ is harmonic, then the right side vanishes and we see from the left side that $|x|^{2} V_{N-2}$ is orthogonal to $H_{N}$. In the reverse direction if $v_{N}$ is orthogonal to $|x|^{2} V_{N-2}$, then the left side vanishes and we see from the right side that $\partial\left(|x|^{2}\right) v_{N}$ is orthogonal to $V_{N-2}$ and must be 0 .
12. The dimension of the image of $\Delta$ in $V_{N-2}$ must equal the dimension of the orthogonal complement to the kernel in the domain.
13. Induction.
14. Use $\operatorname{dim} H_{N}=\operatorname{dim} V_{N}-\operatorname{dim} V_{N-2}$. The number of monomials in $V_{N}$ is the number of ways of choosing $n-1$ dividers from among $N+n-1$ contributions of 1 to an exponent, thus is $\binom{N+n-1}{n-1}$.
16. We have $\bigoplus_{p+q=N} V_{p, q}=V_{N}$ and $\bigoplus_{p+q=N} V_{p-1, q-1}=V_{N-2}$. Certainly $\Delta\left(V_{p, q}\right) \subseteq V_{p-1, q-1}$. If the inclusion is proper for one pair $(p, q)$, then $\Delta$ cannot map $V_{N}$ onto $V_{N-2}$.
17. Use $\operatorname{dim} V_{p, q}=\left(\operatorname{dim} V_{p}\right)\left(\operatorname{dim} V_{q}\right)$ and the computation for Problem 14.
18. For (c) let $\lambda=\sum c_{j} e_{j}$. If $c_{j}=a_{j}+\frac{k}{n}$ with $a_{j} \in \mathbb{Z}$ for all $j$, then $\xi_{\lambda}\left(\operatorname{diag}\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{n}}\right)\right)=\exp i\left(\sum a_{j} \theta_{j}\right)$. For (d), the quotient is canonically isomorphic to the set of all $k / n$ with $k$ taken modulo $n$.
19. For (c), use Proposition 4.68.
20. For (c), $\xi_{e_{k}}\left(\operatorname{diag}\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{n}}, e^{-i \theta_{1}}, \ldots, e^{-i \theta_{n}}\right)=e^{i \theta_{k}}\right.$.
21. For (d) the group is cyclic for $\operatorname{SO}(2 n)$ with $n$ odd, and it is the direct sum of two groups of order 2 for $S O(2 n)$ with $n$ even. In fact, two distinct nontrivial coset representatives are $e_{1}$ and $\frac{1}{2}\left(e_{1}+\cdots+e_{n}\right)$. The first one has order 2 as a coset, while the second one has order 2 as a coset if $n$ is even but order 4 if $n$ is odd.

## Chapter V

1. For (b) apply $w_{0}$ to (d) or (e) in Theorem 5.5.
2. For (a) Problem 11 in Chapter IV gives $P_{N}=P_{N-2} \oplus|x|^{2} H_{N}$. Once one has shown that $N e_{1}$ is the highest weight of $P_{n}$, then $(N-2) e_{1}$ must be the highest weight of $P_{N-2}$, and $N e_{1}$ must be the highest weight of $H_{N}$. For (b) the result of Problem 14 in Chapter IV is $\binom{N+n-1}{n-1}-\binom{N+n-3}{n-1}=\frac{(N+n-3)!(2 N+n-2)}{N!(n-2)!}$. When $n=2 m+1$ is odd, use $\delta=\left(m-\frac{1}{2}, m-\frac{3}{2}, \ldots, \frac{1}{2}\right)$ and $N e_{1}+\delta=$ $\left(N+m-\frac{1}{2}, m-\frac{3}{2}, \ldots, \frac{1}{2}\right)$ in the Weyl Dimension Formula to obtain

$$
\left(\frac{N+m-\frac{1}{2}}{m-\frac{1}{2}}\right)\left(\prod_{j=2}^{m} \frac{N+j-1}{j-1}\right)\left(\prod_{j=2}^{m} \frac{N+2 m-j}{2 m-j}\right)
$$

which reduces to the same result.
3. For (a) argue as in Problem 2a. For (b) the result of Problem 17 in Chapter IV is $\frac{(p+n-2)!(q+n-2)!(p+q+n-1)}{p!q!(n-1)!(n-2)!}$. Use $\left\langle\delta, e_{i}-e_{j}\right\rangle=j-i$ in the Weyl Dimension Formula to obtain

$$
\left(\frac{p+q+n-1}{n-1}\right)\left(\prod_{j=2}^{n-1} \frac{q+j-1}{j-1}\right)\left(\prod_{i=2}^{n-1} \frac{p+n-i}{n-i}\right)
$$

which reduces to the same result.
4. Abbreviate $H_{e_{1}-e_{2}}$ as $H_{12}$, etc. A nonzero homogeneous element of degree 3 is $\left(H_{12}+H_{13}\right)\left(H_{21}+H_{23}\right)\left(H_{31}+H_{32}\right)$.
5. Let $t=\operatorname{diag}\left(t_{1}, \ldots, t_{n}\right)$ with $\prod t_{i}=1$. Then $W$ is the symmetric group on $n$ letters, and $\varepsilon(w)$ is the sign of the permutation. The right side of the formula in Corollary 5.76, evaluated at $t$, is the determinant of the Vandermonde matrix with $(i, j)^{\text {th }}$ entry $\left(t_{n+1-j}\right)^{i-1}$. The left side, evaluated at $t$, is the value of the determinant, namely $\prod_{i<j}\left(t_{i}-t_{j}\right)$.
6. Use the Kostant Multiplicity Formula for occurrence of the weight $\lambda$ in the trivial representation.
7. The Weyl Dimension Formula gives

$$
\frac{\prod_{i<j}\left\langle\sum_{k=1}^{l} e_{k}+\delta, e_{i}-e_{j}\right\rangle}{\prod_{i<j}\left\langle\delta, e_{i}-e_{j}\right\rangle}=\prod_{i \leq l<j}\left(\frac{j-i+1}{j-i}\right)=\binom{n}{l} .
$$

8. Here $\delta=\left(n-\frac{1}{2}, n-\frac{3}{2}, \ldots, \frac{1}{2}\right)$, and the Weyl Dimension Formula gives us nontrivial factors for the $e_{i}-e_{j}$ with $i \leq l<j$, the $e_{i}$ with $i \leq l$, the $e_{i}+e_{j}$ with
$i<j \leq l$, and the $e_{i}+e_{j}$ with $i \leq l<j$, namely

$$
\begin{array}{r}
\left(\prod_{i \leq l<j} \frac{j-i+1}{j-i}\right)\left(\prod_{i \leq l} \frac{n+\frac{3}{2}-i}{n+\frac{1}{2}-i}\right)\left(\prod_{i<j \leq l} \frac{2 n+3-i-j}{2 n+1-i-j}\right)\left(\prod_{i \leq l<j} \frac{2 n+2-i-j}{2 n+1-i-j}\right) \\
=\binom{n}{l} \frac{n+\frac{1}{2}}{n+\frac{1}{2}-l}\left(\prod_{i \leq l} \frac{2 n+1-i-l}{n+1-i}\right)\left(\prod_{i<l} \frac{(2+2 n-2 i)(1+2 n-2 i)}{(2+2 n-i-l)(1+2 n-i-l)}\right),
\end{array}
$$

and this reduces to $\binom{2 n+1}{l}$.
9. Similar to Problem 8 but without factors from the $e_{i}$ 's.
10. The dimension of $\bigwedge^{n} \mathbb{C}^{2 n}$ is $\binom{2 n}{n}$, and the dimensions of the indicated irreducible representations are seen to be each $\frac{1}{2}\binom{2 n}{n}$. Each weight of $\bigwedge^{n} \mathbb{C}^{2 n}$ is of the form $\sum_{j=1}^{n} a_{j} e_{j}$ with $a_{j}=1,0$, or -1 and with $\sum a_{j}$ of the same parity as $n$. Here $\sum_{j=1}^{n} e_{j}$ has multiplicity one and corresponds to one of the irreducible constituents. The next highest weight is $\left(\sum_{j=1}^{n-1} e_{j}\right)-e_{n}$, which is not a weight of this irreducible constituent by Theorem 5.5 d . Hence it leads to a second irreducible constituent. These two constituents account for the full dimension of $\bigwedge^{n} \mathbb{C}^{2 n}$.
11. If not, then the action of $U\left(\mathfrak{n}^{-}\right)$in $V(\lambda)$ would not be one-one, in contradiction with Proposition 5.14b.
12. By Proposition 5.11c, $\mu-\delta=\lambda-\delta-q^{+}$with $q^{+}$in $Q^{+}$. Also $\mu$ is in $W \lambda$ by Theorem 5.62 and Example 2 at the end of $\S 5$.
13. $M$ must have at least one highest weight vector, and irreducibility implies that that vector must generate. By Proposition 5.14c, $M$ is isomorphic to a quotient of some $V(\mu)$. By Proposition 5.15, $M$ is isomorphic to $L(\mu)$.
16. To multiply two basis vectors, one deletes the common pairs of $u_{i}$ 's, inserts a factor of -1 for each such pair, puts the remaining $u_{i}$ 's in order, and inserts the sign of the permutation used to put the $u_{i}$ 's in order. In the same way it is possible to give a description of how to multiply three basis vectors, and associativity comes down to knowing that the sign function is multiplicative on the permutation group.
17. The bracket $\left[u_{i} u_{j}, u_{i^{\prime}} u_{j^{\prime}}\right]$ is 0 if all indices are different, is $2 u_{i} u_{j^{\prime}}$ if $j=i^{\prime}$ and $i \neq j^{\prime}$, and so on.
20. $c\left(u_{2 m+1}\right) z_{S}= \pm z_{S^{\prime}}$ and $c\left(u_{2 m+1}\right) z_{S^{\prime}}= \pm z_{S}$.
21. This follows from Problems 19 and 20.
22. The parity of the number of elements of $S$ changes under each $c\left(z_{j}\right)$ or $c\left(\bar{z}_{j}\right)$, hence under each $c\left(u_{2 j-1}\right)$ or $c\left(u_{2 j}\right)$. Hence $c\left(\mathfrak{q}^{\mathbb{C}}\right)$ leaves $\mathcal{S}^{+}$and $\mathcal{S}^{-}$invariant.
23. Argue as in Problem 22, taking the result of Problem 20 into account.
26. The computation in (b) is similar to the one for Problem 10.
27. The computation in (b) is similar to the one in Problem 8 when $l=n$.
28. For (a), $2\left\langle\sum_{k=1}^{l} e_{k}, e_{i}-e_{i+1}\right\rangle /\left|e_{i}-e_{i+1}\right|^{2}$ is 1 if $i=l, 0$ if $i \neq l$. For (b) Problem 7 shows that the alternating-tensor representation in $\bigwedge^{l} \mathbb{C}^{n}$ is irreducible with highest weight $\sum_{k=1}^{l} e_{k}$.
31. For the $\alpha^{\text {th }}$ factor of the Weyl Dimension Formula, we have

$$
\frac{\langle\lambda+\delta, \alpha\rangle}{\langle\delta, \alpha\rangle}=\frac{\left\langle\lambda^{\prime}+\delta, \alpha\right\rangle}{\langle\delta, \alpha\rangle}+\frac{\left\langle\lambda-\lambda^{\prime}, \alpha\right\rangle}{\langle\delta, \alpha\rangle} .
$$

The right side is $\geq$ the first term on the right for every $\alpha$, and there is some $\alpha$ for which the inequality is strict.
32. It follows from Problem 31 by induction that if $\lambda=\sum n_{i} \varpi_{i}$ and $M=$ $\sum n_{i}$, then the dimension of the irreducible representation with highest weight $\lambda$ is $\geq M+1$.
33. For (a) Problem 42 in Chapter II exhibits a complex simple Lie algebra of type $G_{2}$ inside a complex simple Lie algebra of type $B_{3}$. The latter can be taken to be $\mathfrak{s o}(7, \mathbb{C})$, for which the standard representation has dimension 7. The Cartan subalgebra of $G_{2}$ does not act trivially in this representation, and hence the representation is not 0 . For (c) the dimension of the fundamental representation attached to $\alpha_{2}$ is 7 . For (d) let $\varphi_{\lambda}$ be irreducible with highest weight $n_{1} \varpi_{1}+n_{2} \varpi_{2}$. Problem 31 shows that $\operatorname{dim} \varphi_{\lambda} \geq 14$ if $n_{1} \geq 1$. Also $\operatorname{dim} \varphi_{\lambda} \geq 7$ if $n_{2} \geq 1$ with equality only if $\left(n_{1}, n_{2}\right)=(0,1)$. Hence a nonzero irreducible representation must have dimension $\geq 7$. Since the representation in (a) is completely reducible (Theorem 5.29) and nonzero, one of its irreducible constituents has dimension $\geq 7$. This irreducible constituent must exhaust the representation.
34. Choose a basis of $\mathfrak{g}$ consistent with the root-space decomposition, and arrange the basis vectors in order so that their weights under $\mathfrak{h}$ are nondecreasing. Then the matrix of ad $(H+X)$ in this basis is lower triangular with the eigenvalues of ad $H$ along the diagonal. It follows that the generalized eigenspace for $\operatorname{ad}(H+X)$ and the eigenvalue 0 has dimension equal to $\operatorname{dim} \mathfrak{h}$. Therefore $H+X$ is regular, and Theorem $2.9^{\prime}$ shows that $\mathfrak{g}_{0, H+X}$ is a Cartan subalgebra. By Proposition 2.10 any Cartan subalgebra of $\mathfrak{g}$ is abelian, and thus $\mathfrak{g}_{0, H+X}$ equals the centralizer of $H+X$ in $\mathfrak{g}$. A second look at the matrix of $\operatorname{ad}(H+X)$ shows that the centralizer lies completely within $\mathfrak{b}$.
35. Start with Theorem 2.15 to reduce to $\mathfrak{h}^{\prime}=\mathfrak{h}$. Working with the analytic subgroup of Int $\mathfrak{g}$ whose Lie algebra is $\mathfrak{u}_{0}$, use Theorems 2.63 and 4.54 to reduce to $\mathfrak{b}^{\prime}=\mathfrak{b}$. Then the sets of root vectors can be aligned by means of $\operatorname{Ad}(\exp H)$ for some $H$ in $\mathfrak{h}$.

## Chapter VI

1. By Theorem 2.15 we can assume that the two split real forms $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ have a common Cartan subalgebra $\mathfrak{h}_{0}$. Fix a positive system of roots. For each
simple root $\alpha$, choose root vectors $X_{\alpha} \in \mathfrak{g}_{0}$ and $X_{\alpha}^{\prime} \in \mathfrak{g}_{0}^{\prime}$. Using the Isomorphism Theorem, construct an isomorphism $\varphi: \mathfrak{g} \rightarrow \mathfrak{g}$ that is the identity on $\mathfrak{h}_{0}$ and carries $X_{\alpha}$ to $X_{\alpha}^{\prime}$ for each simple root $\alpha$.
2. Let $G$ be semisimple with Lie algebra $\mathfrak{g}_{0}$, and let $K$ correspond to $\mathfrak{k}_{0}$. Then $\operatorname{Ad}_{\mathfrak{g}_{0}}(K)$ is compact with Lie algebra $\operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{k}_{0}\right)$, and hence $\mathfrak{k}_{0}$ is compactly embedded. If $\mathfrak{k}_{0} \subseteq \mathfrak{k}_{1}$ with $\mathfrak{k}_{1}$ compactly embedded, let $K_{1}$ correspond to $\mathfrak{k}_{1}$. Since Int $\mathfrak{g}_{0} \cong \operatorname{Ad}(G)$, the analytic subgroup of Int $\mathfrak{g}_{0}$ with Lie algebra $\operatorname{ad}_{\mathfrak{g}_{0}}\left(\mathfrak{k}_{1}\right)$, which is compact by assumption, is $\operatorname{Ad}_{\mathfrak{g}_{0}}\left(K_{1}\right)$. Apply Theorem 6.31 g to the group $\operatorname{Ad}(G)$.
3. Write $\exp \frac{1}{2} Y \exp X=k \exp X^{\prime}$ with $k \in K$ and $X^{\prime} \in \mathfrak{p}_{0}$. Apply $\theta$ to this identity, take the inverse, and multiply.
4. Write $g^{1 / 2}=k a n$ with $k \in K, a \in A, n \in N$. Apply $\theta$ to this identity, take the inverse, and multiply.
5. For (b) let $\alpha_{1}, \ldots, \alpha_{l}$ be the simple roots of $\Delta^{+}$, with $\alpha_{s+1}, \ldots, \alpha_{l}$ spanning $V$. For $i \leq s$, the root $-\theta \alpha_{i}$ has the same restriction to $\mathfrak{a}$ as $\alpha_{i}$. In particular it is positive. Write $-\theta \alpha_{i}=\sum_{j=1}^{l} n_{i j} \alpha_{j}$ with $n_{i j}$ an integer $\geq 0$. Then $-\theta \alpha_{i}$ is in $\sum_{j=1}^{s} n_{i j} \alpha_{j}+V$. Application of $-\theta$ shows that $\alpha_{i}$ is in $\sum_{j=1}^{s} \sum_{k=1}^{s} n_{i j} n_{j k} \alpha_{k}+V$. Hence $\left(n_{i j}\right)^{2}=\left(\delta_{i j}\right)$. Given $i$, choose $i^{\prime}$ with $n_{i i^{\prime}} n_{i^{\prime} i}=1$. Then $n_{i i^{\prime}} n_{i^{\prime} k}=0$ for $k \neq i$ says $n_{i^{\prime} k}=0$ for $k \neq i^{\prime}$. It follows that $\left(n_{i j}\right)$ is the matrix of a permutation of order 2. For (c) the definition makes $-\theta \alpha_{i}(H)=\alpha_{i}(H)$ for $1 \leq i \leq l$. So $\alpha_{i}(-\theta H)=\alpha_{i}(H)$ for all $i$, and $\theta H=-H$. Result (d) is immediate from (c). For (e) suppose that $\left.\alpha_{i}\right|_{\mathfrak{a}_{0}}=\beta^{\prime}+\beta^{\prime \prime}$ with $\beta^{\prime}$ and $\beta^{\prime \prime}$ in $\Sigma^{+}$. By (a), $\beta^{\prime}=\left.\alpha_{i^{\prime}}\right|_{\mathfrak{a}_{0}}$ and $\beta^{\prime \prime}=\left.\alpha_{i^{\prime \prime}}\right|_{\mathfrak{a}_{0}}$ with $\alpha_{i^{\prime}}$ and $\alpha_{i^{\prime \prime}}$ simple. Then the set of restrictions from the orbits is dependent, in contradiction with (d).
6. $\widetilde{\sim} \cong S U(2)$, and $\widetilde{\sim} \cong$ is a subgroup of $\widetilde{K}$ of order 8 with $M$ as a quotient. Since $\widetilde{M} \subseteq S U(2), \tilde{M}$ has a unique element of order 2 . Considering the five abstract groups of order 8 , we see that $\{ \pm 1, \pm i, \pm j, \pm k\}$ is the only possibility.
7. Theorem 6.74 reduces this to showing that a subdiagram $D$ of $D^{\prime}$ closed under the automorphism yields a subalgebra of $\mathfrak{g}_{0}^{\prime}$. There is no loss of generality in assuming that $\mathfrak{g}_{0}^{\prime}$ is set up as in the proof of Theorem 6.88 , with corresponding compact real form $\mathfrak{u}_{0}^{\prime}$ as in (6.89). Let $\mathfrak{u}_{0}$ be the sum as in (6.89) but taken just over roots $\alpha$ for $D$. Since $D$ is closed under the automorphism, $\theta^{\prime} \mathfrak{u}_{0}=\mathfrak{u}_{0}$. Thus $\mathfrak{u}_{0}=\left(\mathfrak{u}_{0} \cap \mathfrak{k}^{\prime}\right) \oplus\left(\mathfrak{u}_{0} \cap \mathfrak{p}^{\prime}\right)$, and we can take $\mathfrak{g}_{0}=\left(\mathfrak{u}_{0} \cap \mathfrak{k}^{\prime}\right) \oplus i\left(\mathfrak{u}_{0} \cap \mathfrak{p}^{\prime}\right)$.
8. For (a) let $\mathfrak{h}_{0}$ be the Cartan subalgebra, and let $\alpha_{1}, \ldots, \alpha_{l}$ be the simple roots. Define $H \in i \mathfrak{h}_{0}$ by $\alpha_{j}(H)=+1$ if $\alpha_{j}$ is noncompact, 0 if $\alpha_{j}$ is compact. Put $k=\exp \pi i H \in K$. Then $\operatorname{Ad}(k) X_{\alpha}=e^{\pi i \alpha(H)} X_{\alpha}$ for $\alpha$ simple. By the uniqueness in the Isomorphism Theorem, $\operatorname{Ad}(k)=\theta$. For $(b), \operatorname{Ad}(k)$ is -1 on $\mathfrak{p}_{0}$, hence on $\mathfrak{a}_{0}$. So $W(G, A)$ contains -1 . By Theorem 6.57, -1 is in $W(\Sigma)$.
9. Let $\mathfrak{h}_{0}=\mathfrak{t}_{0} \oplus \mathfrak{a}_{0}$ be a maximally compact Cartan subalgebra, choose $\Delta^{+}$ taking $i \mathfrak{t}_{0}$ before $\mathfrak{a}_{0}$, and suppose $k$ exists. Since $\operatorname{Ad}(k)$ fixes $\mathfrak{t}_{0}, k$ is in the analytic subgroup $T$ corresponding to $\mathfrak{t}_{0}$ (Corollary 4.51). Let $U$ be the adjoint group of the compact real form $\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$, and let $S$ be the maximal torus with Lie algebra $\mathfrak{t}_{0} \oplus i \mathfrak{a}_{0}$.

Then $\operatorname{Ad}(k)$ is in $S$. By Theorem 4.54, $\operatorname{Ad}(k)$ is in $W(\Delta)$. But $\theta \Delta^{+}=\Delta^{+}$. So Theorem 2.63 says that $\theta=1$ on $\mathfrak{h}_{0}$, in contradiction with $\mathfrak{a}_{0} \neq 0$.
12. If $E_{\alpha}$ is a root vector for $\alpha$, then $\theta\left[E_{\alpha}, \theta E_{\alpha}\right]=-\left[E_{\alpha}, \theta E_{\alpha}\right]$. So if $\alpha+\theta \alpha$ is a root (necessarily imaginary), it is noncompact. This contradicts Proposition 6.70 .
14. Let the third subalgebra be $\{H(t, \theta)\}$. Let $g \in G L(4, \mathbb{R})$ conjugate the third subalgebra so that $g\{H(t, 0)\} g^{-1}$ is contained in $\mathfrak{h}_{0}$ and $g\{H(0, \theta)\} g^{-1}$ is contained in $\mathfrak{h}_{0}^{\prime}$. Then $g H(t, 0) g^{-1}$ must be diagonal with diagonal entries $(t, t,-t,-t)$ or $(-t, t, t,-t)$ or $(t,-t,-t, t)$ or $(-t,-t, t, t)$. Since $g H(0, \theta) g^{-1}$ has to commute with one of these for all $t$, it has to occur in blocks, using entries $(12,21)$ and $(34,43)$, or $(14,41)$ and $(23,32)$. However, $\mathfrak{h}_{0}^{\prime}$ uses entries (13) (31), (24), (42), which are different.
15. The map carries $\mathfrak{s p}(n, \mathbb{C})$ to itself. Thus in (b) the members $Y$ of the image satisfy $J Y+Y^{*} J=0$ and $J Y+Y^{t} J=0$. Hence $Y$ is real.
16. The computation in (a) should be compared with the example at the beginning of §6. In (b) the exponential map commutes with matrix conjugation. Hence it is enough to find which matrices of (a) are in the image. To do so, one first checks that any matrix (like the $X$ that exponentiates to it) that commutes with $\left(\begin{array}{cc}a & 0 \\ 0 & a^{-1}\end{array}\right)$ for some $a$ with $a \neq a^{-1}$ is itself diagonal. Similarly, any matrix that commutes with $\pm\left(\begin{array}{ll}1 & t \\ 0 & 1\end{array}\right)$ for some $t \neq 0$ is upper triangular.
17. Two copies of the Dynkin diagram of $\mathfrak{g}$ with an arrow between each vertex of one diagram and the corresponding vertex of the other diagram.
18. A simple root $\beta$ in the Vogan diagram gets replaced by $s_{\alpha} \beta=$ $\beta-2\langle\beta, \alpha\rangle /|\alpha|^{2}$. Since $\theta$ fixes $\alpha$, expansion of $s_{\alpha} \beta$ in terms of $\alpha$ and $\beta$ shows that $\theta$ commutes with $s_{\alpha}$. Hence the automorphism of the Dynkin diagram of $s_{\alpha} \Delta^{+}$ has the same effect as it does on the Dynkin diagram of $\Delta^{+}$. For the imaginary roots the key fact for the painting is (6.99). Suppose $\alpha$ is compact. Since $s_{\alpha} \beta$ is the sum of $\beta$ and a multiple of $\alpha, \beta$ and $s_{\alpha} \beta$ get the same painting. If $\alpha$ is noncompact, $s_{\alpha} \beta=\beta-2\langle\beta, \alpha\rangle /|\alpha|^{2}$. For $\beta=\alpha, \alpha$ gets replaced by $-\alpha$, for no change in painting. For $\beta$ orthogonal to $\alpha, \beta$ is left unchanged. This proves (a) and (b). For $\beta$ adjacent to $\alpha$, the painting of $\beta$ gets reversed unless $2\langle\beta, \alpha\rangle /|\alpha|^{2}=-2$, in which case it is unchanged. This proves (c). The algorithm for (d) is repeatedly to let $s_{\alpha}$ be the second painted simple root from the left and to apply $s_{\alpha}$.
19. In (a) the root is the sum of $\frac{1}{2}\left(e_{1}-e_{2}-e_{3}-e_{4}\right), e_{3}-e_{4}, e_{4}$ and $e_{4}$. In (b) the roots are orthogonal but not strongly orthogonal. If a Cayley transform is performed relative to one of the two roots, the other root becomes compact by Proposition 6.72b.
20. $e_{2}-e_{3}, e_{2}+e_{3}, e_{1}-e_{4}, e_{1}+e_{4}$.
21. In the notation of (2.86), the algorithm gives $e_{6}-e_{5}, e_{6}+e_{5}, e_{8}-e_{7}$ as the strongly orthogonal sequence of noncompact roots.
22. $B\left(\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}^{\prime}{ }^{\perp}\right], \mathfrak{k}_{0}\right)=B\left(\mathfrak{p}_{0}^{\prime},\left[\mathfrak{p}_{0}^{\prime} \perp, \mathfrak{k}_{0}\right]\right) \subseteq B\left(\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}^{\prime \perp}\right)=0$. Since $\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}^{\prime}{ }^{\perp}\right] \subseteq$ $\mathfrak{k}_{0}$ and since $\left.B\right|_{\mathfrak{k}_{0} \times \mathfrak{k}_{0}}$ is negative definite, $\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}^{\prime \perp}\right]=0$.
23. Invariance under ad $\mathfrak{k}_{0}$ follows from the Jacobi identity. Since $\left.B\right|_{\mathfrak{p}_{0} \times \mathfrak{p}_{0}}$ is positive definite, $\mathfrak{p}_{0}=\mathfrak{p}_{0}^{\prime} \oplus \mathfrak{p}_{0}^{\prime \perp}$. By Problem 22, $\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}\right]=\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}^{\prime}\right]$. Then $\left[\mathfrak{p}_{0},\left\{\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}\right] \oplus \mathfrak{p}_{0}^{\prime}\right\}\right] \subseteq\left[\mathfrak{p}_{0},\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}^{\prime}\right]\right]+\left[\mathfrak{p}_{0}, \mathfrak{p}_{0}^{\prime}\right]$. The first term, by the Jacobi identity, is $\subseteq\left[\mathfrak{p}_{0}^{\prime},\left[\mathfrak{p}_{0}, \mathfrak{p}_{0}^{\prime}\right]\right] \subseteq\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{k}_{0}\right] \subseteq \mathfrak{p}_{0}^{\prime}$.
24. In (a) Problem 23 says that $\left[\mathfrak{p}_{0}, \mathfrak{p}_{0}\right] \oplus \mathfrak{p}_{0}$ is an ideal in $\mathfrak{g}_{0}$. Since $\mathfrak{g}_{0}$ is simple and $\mathfrak{p}_{0} \neq 0$, this ideal is $\mathfrak{g}_{0}$. Hence $\left[\mathfrak{p}_{0}, \mathfrak{p}_{0}\right]=\mathfrak{k}_{0}$. In (b) a larger subalgebra has to be of the form $\mathfrak{k}_{0} \oplus \mathfrak{p}_{0}^{\prime}$, where $\mathfrak{p}_{0}^{\prime}$ is an ad $\mathfrak{k}_{0}$ invariant subspace of $\mathfrak{p}_{0}$. If $\mathfrak{p}_{0}^{\prime} \neq 0$, Problem 23 forces $\left[\mathfrak{p}_{0}^{\prime}, \mathfrak{p}_{0}\right] \oplus \mathfrak{p}_{0}^{\prime}=\mathfrak{g}_{0}$, and then $\mathfrak{p}_{0}^{\prime}$ has to be $\mathfrak{p}_{0}$.
25. All the necessary Vogan diagrams are the special ones from Theorem 6.96. So this problem is a routine computation.
26. These are the restrictions to real matrices, and the images are the sets of real matrices in $\mathfrak{s o}(3,3)^{\mathbb{C}}$ and $\mathfrak{s o}(3,2)^{\mathbb{C}}$, respectively.
27. The point here is that the domain groups are not simply connected. But the analytic subgroups of matrices corresponding to the complexified Lie algebras are simply connected. The kernel in each case has order 2.
28. The transformation $\sigma_{m, n}$ is conjugate linear, has order 2 , and fixes exactly the members of $\mathfrak{s u}(m, n)$; therefore it is the required conjugation. The conjugations $\sigma_{m^{\prime}, n^{\prime}}$ and $\sigma_{m, n}$ are related by $\sigma_{m^{\prime}, n^{\prime}}=\operatorname{Ad}(g) \circ \sigma_{m, n}$, where $g=I_{m^{\prime}, n^{\prime}} I_{m, n}$. This particular $g$ is not necessarily in $S L(m+n, \mathbb{C})$ and it may be necessary to multiply it by a scalar matrix to complete the argument.
29. Let $\widetilde{G}$ be a simply connected cover of $\operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)$. Then $\sigma$ lifts to a homomorphism $\widetilde{\Sigma}$ of $\widetilde{G}$ onto $\operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)$. The center gets mapped to the center, and $\operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)$ has trivial center by Proposition 6.30. The condition for $\widetilde{\Sigma}$ to descend to a map $\Sigma: \operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right) \rightarrow \operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)$ is that $\widetilde{\Sigma}$ be trivial on the kernel of the covering map; this kernel equals the center.
30. The automatic existence of $\mathfrak{u}_{0}$ follows from Theorem 6.11 and the formula (6.12). For the proof of uniqueness of $g$, we may take the two triples to be the same. Writing $G=\operatorname{Int} \mathfrak{g}$, we need to be able to work with the normalizer $N_{G}(\mathfrak{h})$. We set up an Iwasawa decomposition in $G$. The group $K$ is the analytic subgroup of $G$ with Lie algebra $\mathfrak{u}_{0}$. The group $A$ is the analytic subgroup corresponding to $\mathfrak{a}=\mathfrak{h} \cap i \mathfrak{u}_{0}$, which is maximal abelian in $i \mathfrak{u}_{0}$. The Lie algebra $\mathfrak{m}$ in Proposition 6.47 is $i \mathfrak{a}$, and the Cartan subalgebra $\mathfrak{h}$ coincides with $\mathfrak{a} \oplus \mathfrak{m}$. Each root, being complex linear, is completely determined by its values on $\mathfrak{a}$. Each root space has complex dimension 1 and therefore real dimension 2. Thus the roots relative to $\mathfrak{h}$ may be identified with the restricted roots relative to $\mathfrak{a}$, each restricted root having multiplicity 2. Positivity for the roots is defined relative to the given $\mathfrak{b}$, and we may transfer this definition of positivity to the restricted roots. Since the real subspace $\mathfrak{a}$ of $\mathfrak{h}$ is exactly the space on which the roots are real valued, it follows readily
that $N_{G}(\mathfrak{h})=N_{G}(\mathfrak{a})$. Use of Theorems 6.57 and 2.63 reduce the possibilities for $g$ to something in $\exp \mathfrak{h}$, and an easy computation completes the argument.
31. By (1.82) and Problem 29, $\left(\sigma^{\prime}\right)^{2}=\operatorname{Ad}(g)^{-1} \circ \operatorname{Ad}(\Sigma(g))^{-1}$. This shows that $\left(\sigma^{\prime}\right)^{2}$ is inner. Since $\left(\sigma^{\prime}\right)^{2}$ sends $\left\{\left(\mathfrak{b}, \mathfrak{h}, X_{\alpha}\right\}\right)$ to itself, Problem 30 shows that $\left(\sigma^{\prime}\right)^{2}=1$. Thus $\sigma^{\prime}$, which is certainly a conjugate linear mapping respecting brackets, is the conjugation of $\mathfrak{g}$ with respect to some real form $\mathfrak{g}_{0}^{\prime}$. The formula $\sigma^{\prime}(\mathfrak{b})=\mathfrak{b}$ shows that the fixed set $\mathfrak{g}_{0}^{\prime}$ under $\sigma^{\prime}$ is a quasisplit real form, and the formula $\sigma^{\prime}=\operatorname{Ad}(g)^{-1} \circ \sigma$ shows that $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ are inner forms of one another.
32. Let $\pi$ and $\pi^{\prime}$ be the projections of $\mathfrak{b}$ on $\mathfrak{h}$ and $\mathfrak{n}$. Arrange the positive roots $\alpha$ in increasing order, and let $\left\{\sigma\left(X_{\alpha}\right)\right\}$ be the corresponding ordered basis of $\mathfrak{n}$. For $H \in \mathfrak{h}$, we compute the matrix of ad $H$ in this basis. We have $(\operatorname{ad} H)\left(\sigma\left(X_{\alpha}\right)\right)=$ $\left[H, \sigma\left(X_{\alpha}\right)\right]=\sigma\left[\sigma H, X_{\alpha}\right]=\sigma\left[\pi \sigma H, X_{\alpha}\right]+\sigma\left[\pi^{\prime} \sigma H, X_{\alpha}\right]=\alpha(\pi \sigma H) \sigma\left(X_{\alpha}\right)+$ $\sigma\left[\pi^{\prime} \sigma H, X_{\alpha}\right]$. Since $\pi^{\prime} \sigma H$ is in $\mathfrak{n}$, the term $\sigma\left[\pi^{\prime} \sigma H, X_{\alpha}\right]$ contributes strictly lower-triangular entries to the matrix. Thus the matrix of ad $H$ is lower triangular with diagonal entries $\alpha(\pi \sigma H)$, and it follows that the functions $H \mapsto \alpha(\pi \sigma H)$ are the positive roots. In other words, to each positive root $\alpha$ corresponds a positive root $\beta$ such that $\alpha(\pi \sigma H)=\beta(H)$. Since $\beta\left(H_{\delta}\right)>0$ for all $\beta$, we obtain $\alpha\left(H_{\delta}+\pi \sigma H_{\delta}\right) \neq 0$ for all positive roots $\alpha$. Problem 34 in Chapter V allows us to conclude from this fact that $\mathfrak{h}^{\prime}=Z_{\mathfrak{b}}\left(H_{\delta}+\sigma\left(H_{\delta}\right)\right)$ is a Cartan subalgebra of $\mathfrak{g}$. The equality $\sigma\left(\mathfrak{h}^{\prime}\right)=\mathfrak{h}^{\prime}$ follows because $\sigma$ fixes $H_{\delta}+\sigma\left(H_{\delta}\right)$.
33. Statements (b) and (c) are equivalent because the roots of $\left(\mathfrak{m}_{0}^{\mathbb{C}}, \mathfrak{t}_{0}^{\mathbb{C}}\right)$ are the imaginary roots of $(\mathfrak{g}, \mathfrak{h})$. If (b) holds, impose an ordering on the roots of $(\mathfrak{g}, \mathfrak{h})$ that takes $\mathfrak{a}_{0}$ before $i \mathfrak{t}_{0}$. If there are no imaginary roots, the conjugate of any positive root will be positive. Thus the Borel subalgebra built from $\mathfrak{h}$ and the root spaces for the positive roots will exhibit $\mathfrak{g}_{0}$ as quasisplit. This proves (a). Conversely if (a) holds, Problem 32 allows us to assume that the conjugation $\sigma$ of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}$ leaves $\mathfrak{b}=\mathfrak{h} \oplus \mathfrak{n}$ stable and also $\mathfrak{h}$. Then $\mathfrak{h} \cap \mathfrak{g}_{0}$ is a Cartan subalgebra of $\mathfrak{g}_{0}$. Apply Proposition 6.59 to obtain a $\theta$ stable Cartan subalgebra $\mathfrak{h}_{0}^{\prime}$ of $\mathfrak{g}_{0}$ and a Borel subalgebra $\mathfrak{b}^{\prime}$ containing it such that $\sigma\left(\mathfrak{b}^{\prime}\right)=\mathfrak{b}^{\prime}$. The condition $\sigma\left(\mathfrak{b}^{\prime}\right)=\mathfrak{b}^{\prime}$ implies that there are no imaginary roots, and there can be no imaginary roots only when $\mathfrak{h}_{0}^{\prime}$ is maximally noncompact.
34. Since $\sigma$ carries $\mathfrak{b}$ to $\mathfrak{b}$ and $\mathfrak{h}$ to $\mathfrak{h}$, it permutes the positive roots and therefore also the simple roots. Being of order 2, $\sigma$ operates with 1-element orbits and 2-element orbits. For a 2-element orbit $\{\alpha, \beta\}$, we put $X_{\alpha}^{\prime}=X_{\alpha}$, say, and define $X_{\beta}^{\prime}=\sigma\left(X_{\alpha}^{\prime}\right)$. Since $\sigma^{2}=1$, we obtain $\sigma\left(X_{\beta}^{\prime}\right)=X_{\alpha}^{\prime}$. For a 1-element orbit $\{\alpha\}$, we have $\sigma\left(X_{\alpha}\right)=c X_{\alpha}$ for some $c \neq 0$. From $\sigma^{2}=1$, we obtain $X_{\alpha}=\sigma^{2}\left(X_{\alpha}\right)=c \bar{c} X_{\alpha}$, and thus $|c|^{2}=1$. Choose $z$ so that $z^{2}=c$. Then $\sigma\left(z X_{\alpha}\right)=c \bar{z} X_{\alpha}=c z^{-2}\left(z X_{\alpha}\right)=z X_{\alpha}$, and hence $X_{\alpha}^{\prime}=z X_{\alpha}$ is fixed by $\sigma$.
35. The automorphism certainly sends $\left(\mathfrak{b}^{\prime}, \mathfrak{h}^{\prime},\left\{X_{\alpha^{\prime}}\right\}\right)$ to itself. Since $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ are inner forms of one another, there exists $g_{0} \in \operatorname{Int} \mathfrak{g}$ such that $\sigma^{\prime}=\operatorname{Ad}\left(g_{0}\right) \circ \sigma$. Then the automorphism equals $\operatorname{Ad}(g) \circ \sigma \circ \operatorname{Ad}(g)^{-1} \circ \operatorname{Ad}\left(g_{0}\right) \circ \sigma$. The class of this modulo $\operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)$ is $[\sigma]^{2}=1$, and thus it is $\operatorname{in} \operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)=\operatorname{Int} \mathfrak{g}$. Problem 30 says
that it is 1 . Therefore $\sigma^{\prime}=\operatorname{Ad}(g) \circ \sigma \circ \operatorname{Ad}(g)^{-1}$. If $X$ is in the fixed set of $\sigma$, then $\operatorname{Ad}(g) X$ is in the fixed set of $\sigma^{\prime}$, and conversely. Thus $\mathfrak{g}_{0}^{\prime}=\operatorname{Ad}(g) \mathfrak{g}_{0}$.

## Chapter VII

1. When $n>1$, the element $g=\operatorname{diag}(1, \ldots, 1,-1)$ yields a nontrivial automorphism of the Dynkin diagram. Then Theorem 7.8 implies that $\operatorname{Ad}(g)$ is not in Int $\mathfrak{g}$.
2. In (a) the main step is to show that $K$ is compact. The subgroup of $\widetilde{G}$ where $\Theta$ is 1 is $\mathbb{R}^{2}$, and $K$ is of the form $\mathbb{R}^{2} / D$, which is compact. In (b), $G_{s s}$ is $(\widetilde{S L}(2, \mathbb{R}) \times\{0\}) /(D \cap(\widetilde{S L}(2, \mathbb{R}) \times\{0\}))$, and the intersection on the bottom is trivial. Thus $G_{s s}$ has infinite center. If $G_{s s}$ were closed in $G, K_{s s}$ would be closed in $G$, hence in $K$. Then $K_{s s}$ would be compact, contradiction.
3. Let $M A N$ be block upper-triangular with respective blocks of sizes 2 and 1 . Then $M$ is isomorphic to the group of 2-by-2 real matrices of determinant $\pm 1$ and has a compact Cartan subalgebra. The group $M$ is disconnected, and its center $Z_{M}=\{ \pm 1\}$ is contained in $M_{0}$. Therefore $M \neq M_{0} Z_{M}$.
4. Refer to the diagram of the root system $G_{2}$ in Figure 2.2. Take this to be the diagram of the restricted roots. Arrange for $\mathfrak{a}_{0}$ to correspond to the vertical axis and for $\mathfrak{t}_{0}$ to correspond to the horizontal axis. The nonzero projections of the roots on the $\mathfrak{a}_{0}$ axis are of the required form.
5. In (b) one $M A$ is $\cong G L^{+}(2, \mathbb{R}) \times \mathbb{Z} / 2 \mathbb{Z}$ (the plus referring to positive determinant), and the other is $\cong G L(2, \mathbb{R})$. If the two Cartan subalgebras were conjugate, the two $M$ A's would be conjugate.
6. It is easier to work with $S O(2, n)_{0}$. For (a), conjugate the Lie algebra by $\operatorname{diag}(i, i, 1, \ldots, 1)$. In (b), $\mathfrak{c}_{0}$ comes from the upper left 2-by-2 block. For (c) the Cartan subalgebra $\mathfrak{h}$ given in §II. 1 is fixed by the conjugation in (a) and intersects with $\mathfrak{g}_{0}$ in a compact Cartan subalgebra of $\mathfrak{g}_{0}$. The noncompact roots are those that involve $\pm e_{1}$, and all others are compact. For (d) the usual ordering makes $e_{1} \pm e_{j}$ and $e_{1}$ larger than all compact roots; hence it is good.
7. It is one-one since $N_{K}\left(\mathfrak{a}_{0}\right) \cap Z_{G}\left(\mathfrak{a}_{0}\right)=Z_{K}\left(\mathfrak{a}_{0}\right)$. To see that it is onto, let $g \in N_{G}\left(\mathfrak{a}_{0}\right)$ be given, and write $g=k \exp X$. By Lemma 7.22, $k$ and $X$ normalize $\mathfrak{a}_{0}$. Then $X$ centralizes $\mathfrak{a}_{0}$. Hence $g$ can be adjusted by the member $\exp X$ of $Z_{G}\left(\mathfrak{a}_{0}\right)$ so as to be in $N_{K}\left(\mathfrak{a}_{0}\right)$.
8. Imitate the proof of Proposition 7.85.
9. For (a) when $\alpha$ is real, form the associated Lie subalgebra $\mathfrak{s l}(2, \mathbb{R})$ and argue as in Proposition 6.52c. When $\alpha$ is compact imaginary, reduce matters to $S U(2)$. For (b), fix a positive system $\Delta^{+}(\mathfrak{k}, \mathfrak{h})$ of compact roots. If $s_{\alpha}$ is in $W(G, H)$, choose $w \in W(\Delta(\mathfrak{k}, \mathfrak{h}))$ with $w s_{\alpha} \Delta^{+}(\mathfrak{k}, \mathfrak{h})=\Delta^{+}(\mathfrak{k}, \mathfrak{h})$. Let $\widetilde{w}$ and $\widetilde{s}_{\alpha}$ be representatives. By Theorem 7.8, $\operatorname{Ad}\left(\widetilde{w} \widetilde{s}_{\alpha}\right)=1$ on $\mathfrak{h}$. Hence $s_{\alpha}$ is in $W(\Delta(\mathfrak{k}, \mathfrak{h}))$. By

Chevalley's Lemma some multiple of $\alpha$ is in $\Delta(\mathfrak{k}, \mathfrak{h})$, contradiction. For (c) use the group of 2-by-2 real matrices of determinant $\pm 1$.
12. Parts (a) and (c) are trivial. In (b) put $M={ }^{0} Z_{G}\left(\mathfrak{a}_{0}\right)$. If $k$ is in $N_{K}\left(\mathfrak{a}_{0}\right)$, then $\operatorname{Ad}(k)$ carries $\mathfrak{t}_{0}$ to a compact Cartan subalgebra of $\mathfrak{m}_{0}$ and can be carried back to $\mathfrak{t}_{0}$ by Ad of a member of $K \cap M$, essentially by Proposition 6.61.
13. The given ordering on roots is compatible with an ordering on restricted roots. Any real or complex root whose restriction to $\mathfrak{a}_{0}$ is positive contributes to both $\mathfrak{b}$ and $\overline{\mathfrak{b}}$. Any imaginary root contributes either to $\mathfrak{b}$ or to $\overline{\mathfrak{b}}$. Therefore $\mathfrak{m} \oplus \mathfrak{a} \oplus \mathfrak{n}=\mathfrak{b}+\overline{\mathfrak{b}}$.
14. Otherwise $N_{\mathfrak{g}_{0}}\left(\mathfrak{k}_{0}\right)$ would contain a nonzero member $X$ of $\mathfrak{p}_{0}$. Then ad $X$ carries $\mathfrak{k}_{0}$ to $\mathfrak{k}_{0}$ because $X$ is in the normalizer, and ad $X$ carries $\mathfrak{k}_{0}$ to $\mathfrak{p}_{0}$ since $X$ is in $\mathfrak{p}_{0}$. So ad $X$ is 0 on $\mathfrak{k}_{0}$. It follows that $(\operatorname{ad} X)^{2}$ is 0 on $\mathfrak{g}_{0}$. If $B$ is the Killing form, then $B(X, X)=0$. Since $B$ is positive definite on $\mathfrak{p}_{0}, X=0$.
15. Using Corollary 7.6, we can set $G$ up as a closed linear group of matrices closed under conjugate transpose. Then Example 4 of reductive Lie groups will show that $N_{G^{\mathrm{C}}}\left(\mathfrak{g}_{0}\right)$ is reductive.
16. Without loss of generality, $G^{\mathbb{C}}$ is simply connected, so that $\theta$ extends to $\mathfrak{g}$ and lifts to $\Theta$ on $G^{\mathbb{C}}$. The closure of $\exp i \mathfrak{a}_{0}$ is a torus, and it is contained in the maximal torus $\exp \left(\mathfrak{t}_{0} \oplus i \mathfrak{a}_{0}\right)$. If $\exp i \mathfrak{a}_{0}$ is not closed, then there is some nonzero $X \in \mathfrak{t}_{0}$ such that $\exp r X$ is in the closure for all real $r$. Every element $x$ of $\exp i \mathfrak{a}_{0}$ has the property that $\Theta x=x^{-1}$. If $\exp r X$ has this property for all $r$, then $\theta X=-X$. Since $X$ is in $\mathfrak{t}_{0}, \theta X=X$. Hence $X=0$.
17. $G=S L(2, \mathbb{C})$ contains elements $\gamma_{\beta} \neq 1$ as in (7.57), but $K_{\text {split }}$ is trivial.
18. Let $T$ be a maximal torus of $K$ with Lie algebra $\mathfrak{t}_{0}$. Let $U$ be the analytic subgroup of $G^{\mathbb{C}}$ with Lie algebra $\mathfrak{k}_{0} \oplus i \mathfrak{p}_{0}$. The analytic subgroup $H$ of $G^{\mathbb{C}}$ with Lie algebra $\left(\mathfrak{t}_{0}\right)^{\mathbb{C}}$ is a Cartan subgroup of $G^{\mathbb{C}}$ and is of the form $H=T A$ for a Euclidean group $A$. The center of $G^{\mathbb{C}}$ lies in $U \cap H=T$ and hence lies in $G$.
19. Let $G \subseteq G_{1}^{\mathbb{C}}$ and $G \subseteq G_{2}^{\mathbb{C}}$. Define $\widetilde{G}^{\mathbb{C}}$ to be a simply connected cover of $G_{1}^{\mathrm{C}}$, and let $\widetilde{G}^{\mathbb{C}} \rightarrow G_{1}^{\mathrm{C}}$ be the covering map. Let $\widetilde{G}$ be the analytic subgroup of $\widetilde{G}^{\mathbb{C}}$ with Lie algebra $\mathfrak{g}_{0}$. The isomorphism between the Lie algebras of $G_{1}^{\mathbb{C}}$ and $G_{2}^{\mathbb{C}}$ induced by the identity map of $G$ yields a holomorphic homomorphism $\widetilde{G}^{\mathbb{C}} \rightarrow G_{2}^{\mathbb{C}}$, and the main step is to show that this map descends to $G_{1}^{\mathrm{C}}$. By Problem 18 the kernel of the holomorphic covering map $\widetilde{G}^{\mathbb{C}} \rightarrow G_{1}^{\mathbb{C}}$ and the constructed map $\widetilde{G}^{\mathbb{C}} \rightarrow G_{2}^{\mathbb{C}}$ are both equal to the kernel of $\widetilde{G} \rightarrow G$, hence are equal to each other. Therefore $\widetilde{G}^{\mathbb{C}} \rightarrow G_{2}^{\mathbb{C}}$ descends to a one-one holomorphic homomorphism $G_{1}^{\mathbb{C}} \rightarrow G_{2}^{\mathbb{C}}$. Reversing the roles of $G_{1}^{\mathbb{C}}$ and $G_{2}^{\mathbb{C}}$ shows that this is an isomorphism.
20. $G$ is isomorphic to the group $\operatorname{Ad}(G)$ of 8 -by-8 matrices, but $S L(3, \mathbb{C})$ is not isomorphic to $\operatorname{Ad}(S L(3, \mathbb{C}))$.
21. The multiplication-by- $i$ mapping $J: \mathfrak{p}_{0} \rightarrow \mathfrak{p}_{0}$ has to come from $\mathfrak{c}_{0}$ by Theorem 7.117, and $\mathfrak{g}_{0}$ simple implies that $\operatorname{dim} \mathfrak{c}_{0}=1$. Since $J^{2}=-1$, the only possibilities for $J$ are some operator and its negative.
24. Since $G / K$ is not Hermitian, there exist noncompact roots. Problem 23 shows that the lattices are distinct. By Theorem 6.96 we may assume that the simple roots are $\alpha_{1}, \ldots, \alpha_{l}$ with exactly one noncompact, say $\alpha_{l}$. Since $G / K$ is not Hermitian, some expression $2 \alpha_{l}+\sum_{j=1}^{l-1} n_{j} \alpha_{j}$ is a root, necessarily compact. Then the lattice generated by the compact roots has $\mathbb{Z}$ basis $\alpha_{1}, \ldots, \alpha_{l-1}, 2 \alpha_{l}$, while the lattice generated by all the roots has $\mathbb{Z}$ basis $\alpha_{1}, \ldots, \alpha_{l}$. Thus the index is 2 .
25. This is a special case of (6.103).
26. If $\mathfrak{s}$ is the subalgebra, then the fact that $\mathfrak{t} \subseteq \mathfrak{s}$ means that

$$
\mathfrak{s}=\mathfrak{t} \oplus \bigoplus_{\alpha}\left(\mathfrak{s} \cap \mathfrak{g}_{\alpha}\right)
$$

Then $\mathfrak{s}=\mathfrak{k} \oplus \bigoplus_{\alpha \in E} \mathfrak{g}_{\alpha}$ since each root space has dimension 1 .
27. This follows from the fact that $\overline{\mathfrak{g}_{\alpha}}=\mathfrak{g}_{-\alpha}$.
28. If $V$ is an invariant subspace of $\mathfrak{p}$, then $\mathfrak{k} \oplus V$ is a Lie subalgebra of $\mathfrak{g}$, hence is of the form in Problem 26 for some $E \subseteq \Delta_{n}$. By Problem 24b in Chapter VI, any proper nonempty $E$ satisfying the conditions in Problem 27 must have $E \cup(-E)=$ $\Delta_{n}$ and $E \cap(-E)=\emptyset$. Since $\mathfrak{p}$ is completely reducible, it follows that the only nontrivial splitting of $\mathfrak{p}$ can involve some $E$ and its complement. Hence there are at most two irreducible pieces.
29. Let $\mathfrak{p}_{1}$ be one of the two irreducible pieces, and let it correspond to $E$ as above. Let $\mathfrak{p}_{2}$ be the other irreducible piece. If $\alpha_{1}$ and $\alpha_{2}$ are in $E$ and $\alpha_{1}+\alpha_{2}$ is a root, then a nonzero root vector for $-\left(\alpha_{1}+\alpha_{2}\right)$ carries a nonzero root vector for $\alpha_{1}$ to a nonzero root vector for $-\alpha_{2}$, hence a nonzero member of $\mathfrak{p}_{1}$ to a nonzero member of $\mathfrak{p}_{2}$, contradiction. Thus a sum of two members of $E$ cannot be a root. Consequently $\langle\alpha, \beta\rangle \geq 0$ for all $\alpha, \beta \in E$. Let $\sigma=\sum_{\alpha \in E} \alpha$. Then it follows that $\langle\sigma, \alpha\rangle>0$ for all $\alpha \in E$. Proposition 5.99 implies that $\sigma$ is orthogonal to all compact roots. Hence $i H_{\sigma}$ is in $\mathfrak{c}_{0}$. If we determine an ordering by using $H_{\sigma}$ first, then $\mathfrak{p}_{1}=\mathfrak{p}^{+}$and $\mathfrak{p}_{2}=\mathfrak{p}^{-}$.
30. Problem 15b of Chapter VI gives a one-one map on matrices that exhibits the Lie algebras of the two groups as isomorphic. The group $S p(n, \mathbb{R})$ is connected by Proposition 1.145, and it is enough to prove that $S U(n, n) \cap S p(n, \mathbb{C})$ is connected. For this connectivity it is enough by Proposition 1.143 to prove that $U(2 n) \cap S U(n, n) \cap S p(n, \mathbb{C})$ is connected, i.e., that the unitary matrices $\left(\begin{array}{cc}u_{1} & 0 \\ 0 & u_{2}\end{array}\right)$ in $\operatorname{Sp}(n, \mathbb{C})$ are exactly those with $u_{2}=\bar{u}_{1}$. This is an easy computation from the definition of $\operatorname{Sp}(n, \mathbb{C})$.
31. The example in $\S 9$ shows that $S U(n, n)$ preserves the condition that $1_{n}-Z^{*} Z$ is positive definite. Let us check that the preservation of the condition $Z=Z^{t}$ depends only on $\operatorname{Sp}(n, \mathbb{C})$. The conditions for $\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ to be in $\operatorname{Sp}(n, \mathbb{C})$ are that $A^{t} C=C^{t} A, B^{t} D=D^{t} B$, and $A^{t} D-C^{t} B=1$. These conditions imply
that $\left(Z C^{t}+D^{t}\right)(A Z+B)=\left(Z A^{t}+B^{t}\right)(C Z+D)$ when $Z=Z^{t}$, and it follows that $(A Z+B)(C Z+D)^{-1}$ is symmetric when $(C Z+D)^{-1}$ is defined.
33. $e_{1} \geq e_{2} \geq \cdots \geq e_{n}$.
37. For (b) the question concerns the projection of a root $e_{r}-e_{s}$ on the linear span of the $\gamma_{j}$. The projection of $e_{r}-e_{s}$ can involve only those $\gamma_{j}$ 's containing $\pm e_{r}$ or $\pm e_{s}$. Hence there are at most two. The projection of $\pm\left(e_{i}-e_{n+m+1-i}\right)$ is $\pm \gamma_{i}$ if $i \leq m$, and the projection of $e_{i}-e_{j}$ is $\frac{1}{2}\left(\gamma_{i}-\gamma_{j}\right)$ if $i$ and $j$ are $\leq m$. Applying root reflections, we must get all $\frac{1}{2}\left( \pm \gamma_{i} \pm \gamma_{j}\right)$. If $m=n$, all $e_{r}$ 's contribute to the $\gamma_{i}^{\prime}$ 's, and we get no other restricted roots. If $m<n$, then $e_{n}$ does not contribute to the $\gamma_{i}$ 's. If $r$ is any index such that $e_{r}$ does not contribute, then $\pm\left(e_{i}-e_{r}\right)$ has projection $\pm \frac{1}{2} \gamma_{i}$.
40. The roots $\alpha+\beta$ and $\gamma$ are positive noncompact, and their sum cannot be a root in a good ordering since $\left[\mathfrak{p}^{+}, \mathfrak{p}^{+}\right]=0$.
41. For (a), $2\left\langle\gamma, \gamma_{i}\right\rangle /\left|\gamma_{i}\right|^{2}=2 c_{i}$ is an integer $\leq 3$ in absolute value. For (b) if $c_{i}=-\frac{3}{2}$, then $\gamma, \gamma+\gamma_{i}, \gamma+2 \gamma_{i}, \gamma+3 \gamma_{i}$ are roots. Either $\gamma$ or $\gamma+\gamma_{i}$ is compact, and then Problem 40 applies either to the first three roots or to the last three. For (c) let $c_{i}= \pm 1$ and $c_{j} \neq 0$. Applying root reflections suitably, we obtain a root $\gamma$ with $c_{i}=-1$ and $c_{j}<0$. Then we can argue as in (b) for the sequence $\gamma, \gamma+\gamma_{i}, \gamma+2 \gamma_{i}, \gamma+2 \gamma_{i}+\gamma_{j}$. In (d) if $c_{i} \neq 0, c_{j} \neq 0$, and $c_{k} \neq 0$, we may assume $\gamma$ has $c_{i}<0, c_{j}<0, c_{k}<0$. Then we argue similarly with $\gamma, \gamma+\gamma_{i}, \gamma+\gamma_{i}+\gamma_{j}, \gamma+\gamma_{i}+\gamma_{j}+\gamma_{k}$. In (e) the restricted roots are all possibilities for $\sum_{i=1}^{s} c_{i} \gamma_{i}$, and parts (a) through (d) have limited these to $\pm \gamma_{i}, \frac{1}{2}\left( \pm \gamma_{i} \pm \gamma_{j}\right), \pm \frac{1}{2} \gamma_{i}$. For (f) the $\pm \gamma_{i}$ are restricted roots, and the system is irreducible. If some $\pm \frac{1}{2} \gamma_{i}$ is a restricted root, then the system is $(B C)_{s}$ by Proposition 2.92. Otherwise the system is an irreducible subsystem of rank $s$ within all $\pm \gamma_{i}$ and $\frac{1}{2}\left( \pm \gamma_{i} \pm \gamma_{j}\right)$, and it must be $C_{s}$.
42. From $u G u^{-1}=G^{\prime}$, we have $u G B=G^{\prime} u B$. Also $G B=\Omega K^{\mathbb{C}} P^{-}$implies $u G B=u \Omega K^{\mathbb{C}} P^{-}$. Here $u\left(\begin{array}{cc}1 & z \\ 0 & 1\end{array}\right)=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}1 & z+i \\ i & i z+1\end{array}\right)$ has $P^{+}$component $\left(\begin{array}{cc}1 & \frac{z+i}{i z+1} \\ 0 & 1\end{array}\right)$, and hence $u G B=\Omega^{\prime \prime} K^{\mathbb{C}} P^{-}$, where $\Omega^{\prime \prime}$ consists of all $\left(\begin{array}{cc}1 & w \\ 0 & 1\end{array}\right)$ with $w=\frac{z+i}{i z+1}$ and $|z|<1$. Then $\Omega^{\prime \prime}$ is just $\Omega^{\prime}$ (the mapping from $\Omega$ to $\Omega^{\prime}$ being the classical Cayley transform). The action of $G^{\prime}$ on $\Omega^{\prime}$ is by $g\left(\omega^{\prime}\right)=$ ( $P^{+}$component of $g \omega^{\prime}$ ), and this is given by linear fractional transformations by the same computation as for the action of $G$ on $\Omega$.
43. For $\frac{1}{\sqrt{2}}\left(\begin{array}{ll}1 & i \\ i & 1\end{array}\right)$, the decomposition into $P^{+} K^{\mathbb{C}} P^{-}$is

$$
\left(\begin{array}{cc}
1 & i \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\sqrt{2} & 0 \\
0 & 1 / \sqrt{2}
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
i & 0
\end{array}\right)
$$

The element $u_{j}$ is the Cayley transform $\mathbf{c}_{\gamma_{j}}$ defined as in (6.65a), with root vectors normalized so that $\left[E_{\gamma_{j}}, \overline{E_{\gamma_{j}}}\right]=2\left|\gamma_{j}\right|^{-2} H_{\gamma_{j}}=H_{\gamma_{j}}^{\prime}$. More precisely we are to think of $E_{\gamma_{j}} \leftrightarrow\left(\begin{array}{rr}0 & -i \\ 0 & 0\end{array}\right)$ and $\overline{E_{\gamma_{j}}} \leftrightarrow\left(\begin{array}{ll}0 & 0 \\ i & 0\end{array}\right)$, so that $u_{j}=\exp \frac{\pi}{4}\left(\overline{E_{\gamma_{j}}}-E_{\gamma_{j}}\right) \leftrightarrow$ $\frac{1}{\sqrt{2}}\left(\begin{array}{ll}1 & i \\ i & 1\end{array}\right)$. Then the decomposition for (a) is

$$
u_{j}=\exp \left(-E_{\gamma_{j}}\right) \exp \left(\left(\frac{1}{2} \log 2\right) H_{\gamma_{j}}^{\prime}\right) \exp \left(\overline{E_{\gamma_{j}}}\right)
$$

In (b) the factor $u_{j}$ of $u$ affects only the $j^{\text {th }}$ factor of $\exp \left(\sum c_{j}\left(E_{\gamma_{j}}+\overline{E_{\gamma_{j}}}\right)\right)$, and the result of applying $\operatorname{Ad}(u)$ is therefore $\exp \sum c_{j} \operatorname{Ad}\left(u_{j}\right)\left(E_{\gamma_{j}}+\overline{E_{\gamma_{j}}}\right)=$ $\exp \sum\left(-c_{j} H_{\gamma_{j}}^{\prime}\right)$ by a computation in $\mathfrak{s l}(2, \mathbb{C})$. In (c) define a restricted root $\beta$ to be positive if $\beta\left(E_{\gamma_{j}}+\overline{E_{\gamma_{j}}}\right)<0$ for the first $j$ having $\beta\left(E_{\gamma_{j}}+\overline{E_{\gamma_{j}}}\right) \neq 0$. If $X$ is a restricted-root vector for such a $\beta$ and $j$ is the distinguished index, then $\left[E_{\gamma_{i}}+\overline{E_{\gamma_{i}}}, X\right]=-c_{i} X$ for all $i$, with $c_{1}=\cdots=c_{j-1}=0$ and $c_{j}>0$. Then

$$
\left[H_{\gamma_{i}}^{\prime}, \operatorname{Ad}(u) X\right]=-\left[\operatorname{Ad}(u)\left(E_{\gamma_{i}}+\overline{E_{\gamma_{i}}}\right), \operatorname{Ad}(u) X\right]=c_{i} \operatorname{Ad}(u) X
$$

So $\operatorname{Ad}(u) X$ is a sum of root vectors for roots $\widetilde{\beta}$ such that $\widetilde{\beta}\left(H_{\gamma_{i}}^{\prime}\right)=c_{i}$. If $\widetilde{\beta}$ is negative and noncompact, then $\left\langle\widetilde{\beta}, \gamma_{i}\right\rangle$ is $<0$ when it is $\neq 0$ for the first time. But $\left\langle\widetilde{\beta}, \gamma_{j}\right\rangle=c_{j}>0$. Hence $\widetilde{\beta}$ is compact or positive noncompact. Then (c) follows, and (d) is a consequence of $u G B=\left(u N_{\mathfrak{p}} u^{-1}\right)\left(u A_{\mathfrak{p}} u^{-1}\right) u K B \subseteq$ $P^{+} K^{\mathbb{C}} \cdot K^{\mathbb{C}} \cdot P^{+} K^{\mathbb{C}} P^{-} \cdot K B \subseteq P^{+} K^{\mathbb{C}} P^{-}$.
44. This follows from Problem 43 and the style of argument used in the proof of Theorem 7.129.
45. Assume the contrary. If $g$ is in Int $\mathfrak{g}$, then $\operatorname{Ad}(g)$ has to carry each term $\mathfrak{s l}(n, \mathbb{C})$ into itself. Thus $g$ must exhibit $\mathfrak{s l}(n, \mathbb{R})$ and $\mathfrak{s u}(n)$ as inner forms within $\mathfrak{s l}(n, \mathbb{C})$. If $[\cdot]$ denotes greatest integer, Problem 28 in Chapter VI says that $\mathfrak{s u}(n)$ and $\mathfrak{s u}([n / 2],[(n+1) / 2])$ are inner forms of one another. Hence the existence of $g$ would imply that $\mathfrak{s l}(n, \mathbb{R})$ and $\mathfrak{s u}([n / 2],[(n+1) / 2])$ are inner forms of one another. But this possibility is ruled out by Problem 35 in Chapter VI since these Lie algebras are quasisplit and nonisomorphic.
46. Use Theorem 7.8 for (a) and Problem 35 in Chapter VI for (b). Part (c) makes use of these results and also Problem 31 in Chapter VI.
47. Use Corollary 6.10.
48. Theorem 6.94a gives $\left(\mathfrak{g}^{\mathbb{R}}\right)^{\mathbb{C}} \cong \mathfrak{g} \oplus \mathfrak{g}$, and the proof shows that an isomorphism is given by $X+i Y \mapsto(X+J Y, \tau(X-J Y)$, where $\tau$ is any conjugation of $\mathfrak{g}$ with respect to a real form. If $\varphi$ is in $\operatorname{Aut}\left(\mathfrak{g}^{\mathbb{R}}\right)$, we complexify $\varphi$ by $\varphi(X+i Y)=\varphi(X)+i \varphi(Y)$ and obtain an automorphism of $\left(\mathfrak{g}^{\mathbb{R}}\right)^{\mathbb{C}}$. Using the above isomorphism we form the corresponding automorphism of $\mathfrak{g} \oplus \mathfrak{g}$, given by $\widetilde{\varphi}(X+J Y, \tau(X-J Y))=(\varphi(X)+J \varphi(Y), \tau(\varphi(X)-J \varphi(Y)))$. Putting $X=J Y$,
we obtain $\widetilde{\varphi}(2 X, 0)=(\varphi(X)-J \varphi(J X), \tau(\varphi(X)+J \varphi(J X)))$. The image of an ideal under the complex-linear $\widetilde{\varphi}$ is an ideal, and thus one of the two coordinates of $\widetilde{\varphi}(2 X, 0)$ is identically 0 . In other words either $\varphi(X)-J \varphi(J X)=0$ for all $X$ or $\varphi(X)+J \varphi(J X)=0$ for all $X$. In the first case $\varphi$ is conjugate linear, and in the second case $\varphi$ is complex linear. Thus the automorphisms of $\mathfrak{g}^{\mathbb{R}}$ are of two kinds, the complex linear ones and the product of the complex linear ones by a fixed conjugation. Then it follows readily that the order in question is $2 N$.
49. Let $\mathfrak{g}_{0}$ and $\mathfrak{g}_{0}^{\prime}$ be isomorphic real forms, and let $\sigma$ and $\sigma^{\prime}$ be the corresponding conjugations of $\mathfrak{g}$. Let $\tau: \mathfrak{g}_{0} \rightarrow \mathfrak{g}_{0}^{\prime}$ be an isomorphism, and extend $\tau$ to be complex linear from $\mathfrak{g}$ to itself. Then $\tau \circ \sigma \circ \tau^{-1}$ satisfies the defining properties of $\sigma^{\prime}$ and hence equals $\sigma^{\prime}$. Thus we have $\tau \circ \sigma \circ \tau^{-1} \circ \sigma^{\prime}=1$ in $\operatorname{Aut}\left(\mathfrak{g}^{\mathbb{R}}\right)$. Problem 48 says that the quotient group $\operatorname{Aut}\left(\mathfrak{g}^{\mathbb{R}}\right) / \operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)$ has order 4 and is therefore abelian. Passing to this quotient in our identity, we obtain $[\sigma]\left[\sigma^{\prime}\right]=[\tau][\sigma][\tau]^{-1}\left[\sigma^{\prime}\right]=1$. Thus $\sigma \circ \sigma^{\prime}$ is in $\operatorname{Int}\left(\mathfrak{g}^{\mathbb{R}}\right)=\operatorname{Int} \mathfrak{g}$, and we obtain $\sigma=\operatorname{Ad}(g) \circ \sigma^{\prime}$ for some $g \in \operatorname{Int} \mathfrak{g}$.
50. These are the situations in which $N=2$. When two nonisomorphic quasisplit real forms can be found, Problem 46 completes the argument. For $A_{n}$, the quasisplit forms are $\mathfrak{s l}(n+1, \mathbb{R})$ and $\mathfrak{s u}([(n+1) / 2],[(n+2) / 2])$. For $D_{n}$, they are $\mathfrak{s o}(n, n)$ and $\mathfrak{s o}(n-1, n+1)$. For $E_{6}$, they are E I and E II.
51. Let $\mathfrak{h}$ be the Cartan subalgebra $\mathfrak{h}_{0}^{\mathbb{C}}$, and let $\mathfrak{b}$ be the Borel subalgebra built from $\mathfrak{h}$ and the root spaces for the positive roots. Then $\sigma(\mathfrak{b})=\mathfrak{b}$ and $\sigma(\mathfrak{h})=\mathfrak{h}$. By Problem 34 of Chapter VI, choose root vectors $X_{\alpha}$ for the simple roots such that $\sigma\left\{X_{\alpha}\right\}=\left\{X_{\alpha}\right\}$. Then $\sigma$ fixes $X_{e_{1}-e_{2}}$ and $X_{e_{2}-e_{3}}$, and it interchanges $X_{e_{3}-e_{4}}$ and $X_{e_{3}+e_{4}}$. By Theorem 2.108, there exists a unique automorphism $\tau$ of $\mathfrak{g}$ with the following properties: it carries $\mathfrak{h}$ into itself; it fixes $X_{e_{2}-e_{3}}$; it sends $X_{e_{1}-e_{2}}$ to $X_{e_{3}-e_{4}}, X_{e_{3}-e_{4}}$ to $X_{e_{3}+e_{4}}$, and $X_{e_{3}+e_{4}}$ to $X_{e_{1}-e_{2}}$, and it acts compatibly on $\mathfrak{h}$. Put $\mathfrak{g}_{0}^{\prime}=\tau\left(\mathfrak{g}_{0}\right)$. The conjugation of $\mathfrak{g}$ with respect to $\mathfrak{g}_{0}^{\prime}$ is $\sigma^{\prime}=\tau \circ \sigma \circ \tau^{-1}$. Computing the effect on each root vector $X$ for a simple root, we obtain $\sigma^{\prime} \circ \sigma(X)=$ $\tau \circ \sigma \circ \tau^{-1} \circ \sigma(X)=\tau^{-1}(X)$. If we had $\sigma^{\prime} \circ \sigma=\operatorname{Ad}(g)$ for some $g \in \operatorname{Int} \mathfrak{g}$, the uniqueness in Theorem 2.108 would say that $\tau^{-1}=\operatorname{Ad}(g)$ on $\mathfrak{g}$, in contradiction to Theorem 7.8.
52. For (a) the Schwarz inequality gives $\left|2\langle\alpha, \bar{\alpha}\rangle /|\alpha|^{2}\right|<2$, and we need $2\langle\alpha, \bar{\alpha}\rangle /|\alpha|^{2} \neq 1$. Since $\bar{\alpha}=-\theta \alpha$, this follows from Problem 12 in Chapter VI.
53. Let $\alpha$ be a root with $\alpha_{R}=\beta$, and let $\gamma$ be a root with $\gamma_{R}=2 \beta$. If $\alpha$ is real, then $4|\alpha|^{2}=|2 \beta|^{2} \leq|\gamma|^{2}$, but the lengths of $\alpha$ and $\gamma$ cannot be related this way in an irreducible root system. If $2\langle\alpha, \bar{\alpha}\rangle /|\alpha|^{2}=-1$, then $\alpha+\bar{\alpha}=2 \beta$ is a root. Problem 52 says that the only other possibility is that $2\langle\alpha, \bar{\alpha}\rangle /|\alpha|^{2}=0$, in which case $|\alpha|^{2}=\frac{1}{2}|2 \beta|^{2}$. We may suppose that $\gamma$ is not real. Since $4 \beta$ is not a restricted root, Problem 52 says that $2\langle\gamma, \bar{\gamma}\rangle /|\gamma|^{2}=0$. Then $|\gamma|^{2}=2\left|\gamma_{R}\right|^{2}=2|2 \beta|^{2}$, and hence $|\gamma|^{2}=4|\alpha|^{2}$, contradiction. Finally the complex roots contribute in pairs to the multiplicities of the restricted roots. Since $2 \beta$ is a real root and $\beta$ is not, $m_{2 \beta}$ is odd and $m_{\beta}$ is even.
54. Suppose $\alpha_{R}=\beta$. Problem 53 shows that $2 \beta$ is a root. Thus $\alpha+\bar{\alpha}$ is a root. Since $\langle\alpha, \bar{\alpha}\rangle=0, \alpha-\bar{\alpha}=\alpha+\theta \alpha$ is a root, in contradiction to Problem 12 of Chapter VI.
55. Problem 53 supplies a real root, and Proposition 6.70 says that $\mathfrak{a} \oplus \mathfrak{t}$ is not a maximally compact $\theta$ stable Cartan subalgebra. This proves the first statement. In fact, the compact Cartan subalgebra can be constructed by Cayley transform from $\mathfrak{a} \oplus \mathfrak{t}$ and the real root $2 \beta$, and the formulas of §VI. 7 show that the result is the sum of $\mathfrak{t}$ and something that can be taken to be of the form $\mathbb{R}(X+\theta X)$ with $X$ in $\mathfrak{g}_{2 \beta}$.
56. For (a) the $\theta$ stable Cartan subalgebra $\mathfrak{a} \oplus \mathfrak{t}$ is not maximally compact, and Proposition 6.70 says that there is a real root. Up to sign this must be $\beta$ or $2 \beta$. If $\beta$ is a restricted root, Problem 53 says that $2 \beta$ is a real root; so $2 \beta$ has to be a real root in any case (and then $\beta$ cannot be a real root). For (b) any noncompact root relative to a compact Cartan subalgebra can be used in a Cayley transform to produce a noncompact Cartan subalgebra, which must be maximally noncompact since $\mathfrak{g}$ has real rank one. The results from two different noncompact roots must be conjugate, as a result of Theorems 6.51 and 4.34 , and it follows that the noncompact roots must be conjugate, hence must be of the same length. Suppose that there are two lengths of roots and that all noncompact roots are long. Then $2 \beta$ is long. Suppose $\gamma$ is a noncompact root with $|\gamma|<|2 \beta|$. If $\langle\gamma, 2 \beta\rangle=0$, then $\gamma$ and $2 \beta$ are strongly orthogonal, and it follows that $\mathfrak{g}$ has real rank $\geq 2$, contradiction. So $\langle\gamma, 2 \beta\rangle \neq 0$. Possibly replacing $\gamma$ by $-\gamma$, we may assume that $\langle\gamma, 2 \beta\rangle>0$, hence that $2\langle\gamma, 2 \beta\rangle /|\gamma|^{2} \geq 2$. Then $\gamma$ projects along $\mathbb{R} \beta$ to $\beta$, and $\bar{\gamma}=2 \beta-\gamma$. Since $2\langle\gamma, \bar{\gamma}\rangle /|\gamma|^{2}=2\langle\gamma, 2 \beta-\gamma\rangle /|\gamma|^{2} \geq 2-2=0$, Problems 52 and 54 show that we have a contradiction.
57. If $c$ is an integer and $X$ is in $\mathfrak{g}_{c \beta}$, then $\operatorname{Ad}\left(\gamma_{2 \beta}\right) X=\exp \left(\operatorname{ad} 2 \pi i|2 \beta|^{-2} H_{2 \beta}\right) X$ $=e^{2 \pi i|2 \beta|^{-2}\langle 2 \beta, c \beta\rangle} X=(-1)^{c} X$. This proves (a) and shows that $\operatorname{Ad}\left(\gamma_{2 \beta}\right)$ is the identity on $\mathfrak{g}_{1}$. For (b) and (c), Theorems $7.53 b$ and 7.55 show that $\gamma_{2 \beta}$ is in the center of $M$, while Theorems 7.53 c and 7.55 show that $M$ is generated by $M_{0}$ and $\gamma_{2 \beta}$. It follows from Problem 55 that $\gamma_{2 \beta}$ is in $K_{1}$. Since $\mathfrak{m} \subseteq \mathfrak{k}_{1} \subseteq \mathfrak{g}_{1}$ and $\mathfrak{m} \subseteq \mathfrak{k}_{1} \subseteq \mathfrak{k}$, we have $M \subseteq K_{1} \subseteq G_{1}$ and $M \subseteq K_{1} \subseteq K$. Since $\gamma_{2 \beta}$ is in $K_{1}$ and $\operatorname{Ad}\left(\gamma_{2 \beta}\right)=1$ on $\mathfrak{g}_{1}, \gamma_{2 \beta}$ is in the center of $K_{1}$ and the center of $G_{1}$. Part (a) shows that $\gamma_{2 \beta}$ does not centralize members of $\mathfrak{k}$ of the form $X+\theta X$ with $X \in \mathfrak{g}_{\beta}$, so that it is not in the center of $K$ if $m_{\beta} \neq 0$. This proves (b). For (c), the element $g_{\theta}$ is in the exponential of the compact Cartan subalgebra and hence is in $K_{1}$. Since $\operatorname{Ad}\left(g_{\theta}\right)=\theta, g_{\theta}$ centralizes $K$ but not $G$. The element $g_{\theta}$ is not in $M$ because $\operatorname{Ad}\left(g_{\theta}\right)$ is -1 on $\mathfrak{a}$. This proves (c).

## Chapter VIII

1. Let $\left\{\psi_{\alpha}\right\}$ be a smooth partition of unity as in (8.8). Define a smooth $m$ form $\omega_{\alpha}$ on $U_{\alpha}$ by $\omega_{\alpha}=\varphi_{\alpha}^{*}\left(d x_{1} \wedge \cdots \wedge d x_{m}\right)$. Then $\omega=\sum_{\alpha} \psi_{\alpha} \omega_{\alpha}$ is a smooth $m$ form
on $M$. Since $M$ is oriented, the local coefficient (8.4) of each $\omega_{\alpha}$ is $\geq 0$ in each coordinate neighborhood. Hence the sum defining $\omega$ involves no cancellation in local coordinates and is everywhere positive.
2. It is assumed that $F$ is real analytic on a neighborhood of a cube, say with sides $0 \leq x_{j} \leq 1$. The set of $a$ with $0 \leq a \leq 1$ such that $F\left(a, x_{2}, \ldots, x_{n}\right)$ is identically 0 is finite since otherwise there would be an accumulation point and a power series expansion about the limiting point would show that $F$ vanishes on an open set. This fact may be combined with Fubini's Theorem and induction to give a proof.
3. We have $\left(\begin{array}{cc}a_{0} & b_{0} \\ 0 & 1\end{array}\right)\left(\begin{array}{cc}a & b \\ 0 & 1\end{array}\right)=\left(\begin{array}{cc}a_{0} a & a_{0} b+b_{0} \\ 0 & 1\end{array}\right)$. Thus left translation carries $d a d b$ to $d\left(a_{0} a\right) d\left(a_{0} b\right)=a_{0}^{2} d a d b$, and it carries $a^{-2} d a d b$ to $\left(a_{0} a\right)^{-2} a_{0}^{2} d a d b=a^{-2} d a d b$. So $a^{-2} d a d b$ is a left Haar measure. The computation for a right Haar measure is similar.
4. $G$ is unimodular by Corollary 8.31, and $M_{\mathfrak{p}} A_{\mathfrak{p}} N_{\mathfrak{p}}$ is not (by (8.38)). Apply Theorem 8.36.
5. Use Problem 2.
6. $G L(n, \mathbb{R})$ is reductive.
7. With $E_{i j}$ as in Problem 8, use

$$
E_{11}, E_{21}, \ldots, E_{n 1}, E_{12}, \ldots, E_{n 2}, \ldots, E_{1 n}, \ldots, E_{n n}
$$

as a basis. Then $L_{x}$ is linear, and its expression in this basis is block diagonal with each block a copy of $x$. Hence $\operatorname{det} L_{x}=(\operatorname{det} x)^{n}$.
8. Part (a) uses Problem 2. For (b) we use Problem 7 and the change-of-variables formula for multiple integrals to write

$$
\begin{aligned}
\int_{G L(n, \mathbb{R})} f(y) & d y=\int_{G L(n, \mathbb{R})} f\left(L_{x} y\right)\left|\operatorname{det} L_{x}\right| d y \\
& =\int_{G L(n, \mathbb{R})} f(x y)|\operatorname{det} x|^{n} d y=\int_{G L(n, \mathbb{R})} f(y)|\operatorname{det} x|^{n} d\left(x^{-1} y\right)
\end{aligned}
$$

where $d y$ denotes Lebesgue measure restricted to the open set $G L(n, \mathbb{R})$. This shows that $|\operatorname{det} x|^{n} d\left(x^{-1} y\right)=d y$, and it follows that $|\operatorname{det} y|^{-n} d y$ is left invariant.
9. Write $x=k a n$. Then $\pi(n) v=v$, and $\pi(a) v=e^{v \log a} v$. Hence $\|\pi(x) v\|^{2}=$ $\left\|e^{\nu \log a} \pi(k) v\right\|^{2}=e^{2 v \log a}\|v\|^{2}$.
10. Part (a) uses Problem 9, first with the standard representation (with $v=$ $\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)$ ) and then with $\bigwedge^{2}$ of the standard representation (with $v=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right) \wedge\left(\begin{array}{l}0 \\ 1 \\ 0\end{array}\right)$ ). For (b), $\left(2 f_{1}\right)+2\left(f_{1}+f_{2}\right)=2 f_{1}-2 f_{3}=2 \rho_{\mathfrak{p}}$.
11. For (a) use the standard representation with $v=\left(\begin{array}{c}1 \\ 0 \\ \vdots \\ 0 \\ 1\end{array}\right)$. The highest restricted weight $\lambda$ is 1 on $E_{1, n+1}+E_{n+1,1}$. Then

$$
\pi(x) v=\left(\begin{array}{c}
x_{11}+x_{1, n+1} \\
\vdots \\
x_{n+1,1}+x_{n+1, n+1}
\end{array}\right)
$$

so that $\|\pi(x) v\|^{2}=\sum_{j=1}^{n+1}\left(x_{j 1}+x_{j, n+1}\right)^{2}$ and

$$
e^{2 \lambda H_{\mathfrak{p}}(x)}=\frac{1}{2} \sum_{j=1}^{n+1}\left(x_{j 1}+x_{j, n+1}\right)^{2}
$$

In (b) the unique positive restricted root $\alpha$ is 2 on $E_{1, n+1}+E_{n+1,1}$, and $\rho_{\mathfrak{p}}=$ $\frac{1}{2}(n-1) \alpha$. Hence $e^{2 \rho_{\mathfrak{p}} H_{\mathfrak{p}}(x)}=\left(e^{2 \lambda H_{\mathfrak{p}}(x)}\right)^{n-1}$.

## Chapter IX

1. Write out the proof first for $n=3$ and, if it is helpful, specialize first to $a_{1}=5, a_{2}=3, a_{3}=3$.
2. With the conventions that $c_{0}=a_{1}$ and $c_{n}=a_{n+1}=0$, each $b_{j}$ is to satisfy $\max \left(a_{j+1}, c_{j}\right) \leq b_{j} \leq \min \left(a_{j}, c_{j-1}\right)$, and these conditions are independent of one another. The interval of possible $b_{j}$ 's contains $A_{j}+1$ integers, and the product formula follows.
3. The situation is a little clearer if one considers the noncompact Riemannian dual $G L(2 n, \mathbb{R})_{0} / S O(2 n)$. We are to start from a maximally compact Cartan subalgebra and take the compact part before the noncompact part when imposing an ordering on the roots for $G L(2 n, \mathbb{R})_{0}$. The relevant data are in Example 2 of $\S$ VI.8. The positive weights for $G L(2 n, \mathbb{R})_{0}$ are the $e_{i} \pm e_{j}$ for $i<j$, all with multiplicity 2 , and the $2 e_{l}$ with multiplicity 1 . The weights for $S O(2 n)$ are the $e_{i} \pm e_{j}$ for $i<j$ with multiplicity 1 . Thus $\Sigma$ consists of the $e_{i} \pm e_{j}$ for $i<j$ with multiplicity 1 , together with the $2 e_{l}$ with multiplicity 1 . In other words, $\Sigma$ is a system of positive roots of type $C_{n}$.
4. Induct on $n$, the base case of the induction being $n=2$. For the inductive step, the hypothesis allows only $w e_{n}=e_{n}$ and $w e_{n}=e_{n-1}$. In the first case, the situation reduces to $n-1$ immediately, and in the second case the situation reduces to $n-1$ for the permutation $w^{\prime}=\left(\begin{array}{ll}n-1 & n\end{array}\right) w$.
5. In (a), apply the root vectors $E_{e_{i}-e_{j}}$ for $i<j, E_{e_{i}+e_{j}}$ for $i<j$, and $E_{2 e_{i}}$ for $1 \leq i \leq 3$, as they are defined in §II.1, to each of the given vectors and check that the result is 0 in each case. For (b), Theorem 9.76 gives the highest weights as $\sum_{i=1}^{k-2 l} e_{i}$ for $0 \leq l \leq[k / 2]$; the multiplicities are 1 in each case. For $1 \leq j<k$, define $f_{j}=e_{j} \wedge e_{j+n}+e_{j+1} \wedge e_{j+1+n}$. Nonzero highest weight vectors are given, for $0 \leq l \leq[k / 2]$, by $e_{1} \wedge \cdots \wedge e_{k-2 l} \wedge f_{k-2 l+1} \wedge f_{k-2 l+3} \wedge \cdots \wedge f_{k-1}$.
6. The transformation rule is an easy change of variables. For continuity let $f_{x}(y)=f(x y)$. We have

$$
\left|\left(I_{f, v}(x), v^{\prime}\right)_{V}-\left(I_{f, v}\left(x^{\prime}\right), v^{\prime}\right)_{V}\right| \leq \sup _{y \in G}\left|f_{x}(y)-f_{x^{\prime}}(y)\right|\left\|\left(\sigma(h) v, v^{\prime}\right)_{V}\right\|_{L^{2}(H)}
$$

Squaring both sides and summing for $v^{\prime}$ in an orthonormal basis, we obtain

$$
\begin{aligned}
\left|I_{f, v}(x)-I_{f, v}\left(x^{\prime}\right)\right|_{V}^{2} & \leq \sup _{y \in G}\left|f_{x}(y)-f_{x^{\prime}}(y)\right|^{2} \int_{H}|\sigma(h) v|_{V}^{2} d h \\
& =|v|_{V}^{2} \sup _{y \in G}\left|f_{x}(y)-f_{x^{\prime}}(y)\right|^{2}
\end{aligned}
$$

and the required continuity follows from the uniform continuity of $f$ on $G$.
8. Starting from $\int_{G}\left(I_{f, v}(x), F(x)\right)_{V} d x=0$ for some $F$ in the induced space and for all $f$ and $v$, we obtain, after interchanging order of integration twice, $\int_{G} f(x)(v, F(x))_{V} d x=0$. This says $(v, F(x))_{V}=0$ almost everywhere for each $v$. Taking $v$ in a countable orthonormal basis, we conclude that $F(x)=0$ almost everywhere. Therefore $F$ is the 0 element.
9. Take $v=v^{\prime} \neq 0$, and take $f$ to be a function of small support near the identity that is $>0$ at the identity. Then $\left(I_{f, v}, v\right)_{V}$ has real part $>0$, and the induced space is not 0 .
10. The space for $\operatorname{ind}_{H}^{G} \sigma$ is not 0 by Problem 9 and thus Theorem 9.4 shows that some irreducible representation $\tau$ of $G$ occurs in it. Applying Frobenius reciprocity, we see that $\sigma$ occurs in the restriction of $\tau$ to $H$.
11. Since $L^{2}\left(S^{4 n-1}\right) \cong \operatorname{ind}_{S p(n-1)}^{S p(n)} 1$, Frobenius reciprocity reduces the problem to finding the irreducible representations of $S p(n)$ containing the trivial representation of $S p(n-1)$, together with the multiplicities. In Theorem 9.18 we take $c_{1}=\cdots=c_{n-1}=0$. The restrictions on the $a_{j}$ 's are given by $c_{i} \geq a_{i+2}$, and thus $a_{3}=\cdots=a_{n}=0$. Thus the highest weights of the representations of $\operatorname{Sp}(n)$ that we seek are $(a+b) e_{1}+a e_{2}$ with $a \geq 0$ and $b \geq 0$. The multiplicity can be computed from Theorem 9.18, but the multiplicity is given more directly by Problem 2 as $A_{1}+1$ because $A_{i}=0$ for $i \geq 2$. Since $A_{1}=(a+b)-\max (a, 0)$, the multiplicity is $b+1$.
12. With $K_{1}$ written as $S p(n-1) \times \operatorname{Sp}(1) \times \operatorname{Sp}(1)$, the representation $\operatorname{ind}_{M}^{K_{1}} 1$ decomposes as the Hilbert-space sum for $c_{0} \geq 0$ of $1 \widehat{\otimes} \sigma_{c_{0} e_{n}} \widehat{\otimes} \sigma_{c_{0} e_{n+1}}$, all with multiplicity 1. (The representations on the two factors $S p(1)$ are to be contragredients,
but each representation of $S p(1)$ is equivalent with its contragredient.) What is needed for the outer step of an induction in stages is ind $S_{S p(n-1) \times S p(1)}^{S p(n)} 1 \widehat{\otimes} \sigma_{c_{0} e_{n}}$. Frobenius reciprocity converts this problem into finding irreducible representations of $S p(n)$ whose restriction contains the given representation of $S p(n-1) \times S p(1)$; we want also the multiplicities. Thus in Theorem 9.50 we take $\mu=c_{0} e_{n}$ and we consider $\lambda=\sum a_{j} e_{j}$. Since $c_{i}=0$ for $1 \leq i \leq n-1$, we have $a_{3}=\cdots=a_{n}=0$. Then $A_{1}=a_{1}-a_{2}$ and $A_{2}=\cdots=A_{n}=0$. The multiplicity is $\mathcal{P}\left(a_{1}-a_{2}, 0, \ldots, 0,-c_{0}\right)-\mathcal{P}\left(a_{1}-a_{2}, 0, \ldots, 0, c_{0}+2\right)$. This is 0 when $a_{1}-a_{2}-c_{0}$ is odd. When it is even, the first term is 1 if and only if $a_{1}-a_{2} \geq c_{0}$, and the second term is 1 if and only if $a_{1}-a_{2} \geq c_{0}+2$. Hence the multiplicity is 1 if and only if $a_{1}-a_{2}=c_{0}$, and it is 0 otherwise. Substituting, we obtain the desired formula $\operatorname{ind}_{M}^{K} 1$.
13. $\sum_{a \geq 0} \tau_{a\left(e_{1}+e_{2}\right)}$.
14. $\sum_{a \geq 0, b \geq 0} \tau_{a e_{1}-b e_{n}}$ for Problem 11, $\sum_{a \geq 0, b \geq 0} \tau_{a e_{1}-b e_{n}} \widehat{\otimes} \sigma_{(b-a) e_{n+1}}$ for Problem 12, and $\sum_{a \geq 0} \tau_{a\left(e_{1}-e_{n}\right)}$ for Problem 13. The multiplicities are 1 in all cases.
15. Changing notation, suppose that the weights of $\tau_{\lambda^{\prime}}$ have multiplicity one. Let $\tau_{\lambda^{\prime \prime}}$ occur more than once. By Proposition 9.72 write $\lambda^{\prime \prime}=\lambda+\mu^{\prime}$ for a weight $\mu^{\prime}$ of $\tau_{\lambda^{\prime}}$. The proof of that proposition shows that a highest weight vector for each occurrence of $\tau_{\lambda^{\prime \prime}}$ contains a term equal to a nonzero multiple of $v_{\lambda} \otimes v_{\mu^{\prime}}$. If $\tau_{\lambda^{\prime \prime}}$ occurs more than once in the tensor product but the weight $\mu^{\prime}$ has multiplicity 1 , then a suitable linear combination of the highest weight vectors does not contain such a term, contradiction.
16. By Chevalley's Lemma, $\langle\lambda, \alpha\rangle=0$ for some root $\alpha$. Rewrite the sum as an iterated sum, the inner sum over $\left\{1, s_{\alpha}\right\}$ and the outer sum over cosets of this subgroup.
17. Putting $\mu^{\prime \prime}=w \lambda^{\prime \prime}$ and using that $m_{\lambda}\left(w \lambda^{\prime \prime}\right)=m_{\lambda}\left(\lambda^{\prime \prime}\right)$, we have

$$
\begin{aligned}
& \chi_{\lambda} \chi_{\lambda^{\prime}}=d^{-1} \sum_{w \in W} \sum_{\mu^{\prime \prime}=\text { weight of } \tau_{\lambda}} m_{\lambda}\left(\mu^{\prime \prime}\right) \varepsilon(w) \xi_{\mu^{\prime \prime}} \xi_{w\left(\lambda^{\prime}+\delta\right)} \\
&=d^{-1} \sum_{w \in W} \sum_{\lambda^{\prime \prime}=\text { weight of } \tau_{\lambda}} m_{\lambda}\left(\lambda^{\prime \prime}\right) \varepsilon(w) \xi_{w\left(\lambda^{\prime \prime}+\lambda^{\prime}+\delta\right)} \\
&=d^{-1} \sum_{\lambda^{\prime \prime}=w e i g h t ~ o f ~} \tau_{\lambda} \\
& m_{\lambda}\left(\lambda^{\prime \prime}\right) \operatorname{sgn}\left(\lambda^{\prime \prime}+\lambda^{\prime}+\delta\right) \sum_{w \in W} \varepsilon(w) \xi_{w\left(\lambda^{\prime \prime}+\lambda^{\prime}+\delta\right)^{v}} \\
&=\sum_{\lambda^{\prime \prime}=\text { weight of } \tau_{\lambda}} m_{\lambda}\left(\lambda^{\prime \prime}\right) \operatorname{sgn}\left(\lambda^{\prime \prime}+\lambda^{\prime}+\delta\right) \chi_{\left(\lambda^{\prime \prime}+\lambda^{\prime}+\delta\right)^{v}-\delta}
\end{aligned}
$$

18. The lowest weight $-\mu$ has $m_{\lambda}(-\mu)=1$ by Theorem 5.5e. If $\lambda^{\prime}-\mu$ is dominant, then $\operatorname{sgn}\left(-\mu+\lambda^{\prime}+\delta\right)=1$. So $\lambda^{\prime \prime}=-\mu$ contributes +1 to the coefficient of $\chi_{\lambda^{\prime}-\mu}$. Suppose some other $\lambda^{\prime \prime}$ contributes. Then $\left(\lambda^{\prime \prime}+\lambda^{\prime}+\delta\right)^{\vee}-\delta=$ $\lambda^{\prime}-\mu$. So $\left(\lambda^{\prime \prime}+\lambda^{\prime}+\delta\right)^{\vee}=\lambda^{\prime}-\mu+\delta, \lambda^{\prime \prime}+\lambda^{\prime}+\delta=s\left(\lambda^{\prime}-\mu+\delta\right)=$ $\lambda^{\prime}-\mu+\delta-\sum_{\alpha>0} n_{\alpha} \alpha$, and $\lambda^{\prime \prime}=-\mu-\sum_{\alpha>0} n_{\alpha} \alpha$. This says that $\lambda^{\prime \prime}$ is lower than the lowest weight unless $\lambda^{\prime \prime}=-\mu$.
19. Write $\left(\lambda^{\prime}+\delta+\lambda^{\prime \prime}\right)^{\vee}=\lambda^{\prime}+w \lambda+\delta, \lambda^{\prime}+\delta+\lambda^{\prime \prime}=s\left(\lambda^{\prime}+w \lambda+\delta\right)$. Subtract $\lambda^{\prime}+\delta$ from both sides and compute the length squared, taking into account that $\lambda^{\prime}+\delta$ is strictly dominant and $\lambda^{\prime}+w \lambda+\delta$ is dominant:

$$
\begin{aligned}
\left|\lambda^{\prime \prime}\right|^{2} & =\left|s\left(\lambda^{\prime}+w \lambda+\delta\right)-\left(\lambda^{\prime}+\delta\right)\right|^{2} \\
& =\left|\lambda^{\prime}+w \lambda+\delta\right|^{2}-2\left\langle s\left(\lambda^{\prime}+w \lambda+\delta\right), \lambda^{\prime}+\delta\right\rangle+\left|\lambda^{\prime}+\delta\right|^{2} \\
& \geq\left|\lambda^{\prime}+w \lambda+\delta\right|^{2}-2\left\langle\lambda^{\prime}+w \lambda+\delta, \lambda^{\prime}+\delta\right\rangle+\left|\lambda^{\prime}+\delta\right|^{2} \\
& =\left|\left(\lambda^{\prime}+w \lambda+\delta\right)-\left(\lambda^{\prime}+\delta\right)\right|^{2} \\
& =|\lambda|^{2} .
\end{aligned}
$$

Equality holds, and this forces $s\left(\lambda^{\prime}+w \lambda+\delta\right)=\lambda^{\prime}+w \lambda+\delta$. Hence $\lambda^{\prime}+\delta+\lambda^{\prime \prime}=$ $\lambda^{\prime}+w \lambda+\delta$, and $\lambda^{\prime \prime}=w \lambda$.
21. Use Corollary 4.16.
22. Retain in Steinberg's Formula the coefficients of the terms on the right side for which the character has $\chi\left(\lambda^{\prime \prime}+\lambda^{\prime}+\delta\right)^{\vee}-\delta=\chi_{\mu}$, i.e., $\left(\lambda^{\prime \prime}+\lambda^{\prime}+\delta\right)^{\vee}-\delta=\mu$. This means that $\lambda^{\prime \prime}+\lambda^{\prime}+\delta=w^{\prime}(\mu+\delta)$ for some $w^{\prime} \in W_{G}$. Then substitute for $m_{\lambda}\left(\lambda^{\prime \prime}\right)$ from Corollary 5.83.
23. The roots for $G \times G$ are all expressions $(\alpha, 0)$ and $(0, \alpha)$ with $\alpha$ a root for $G$. Positivity is defined by a regular element of $\operatorname{diag} G,(\delta, \delta)$ for example. Then $\Delta_{G \times G}^{+}$consists of all $(\alpha, 0)$ and $(0, \alpha)$ with $\alpha>0$. We have $W_{G \times G}=W_{G} \times W_{G}$. Kostant's Branching Theorem says that the multiplicity equals

$$
\sum_{w, w^{\prime} \in W_{G}} \varepsilon\left(w w^{\prime}\right) \mathcal{P}\left(\overline{\left(w, w^{\prime}\right)\left(\lambda+\delta, \lambda^{\prime}+\delta\right)-(\delta, \delta)}-\widehat{\mu}\right),
$$

where $\widehat{\mu}$ is the expression for $\mu$ in $G \times G$ when $G$ in embedded as $\operatorname{diag} G$. A root $\alpha$ embeds as the projection to the diagonal of $(\alpha, 0)$, thus as $\frac{1}{2}(\alpha, \alpha)$. So $\mu$ must embed in the same way, and $\widehat{\mu}=\frac{1}{2}(\mu, \mu)$. The positive weights from $G \times G$ are the $\frac{1}{2}(\alpha, \alpha)$ with $\alpha>0$, each with multiplicity 2 , and the positive weights from $\operatorname{diag} G$ are the same thing, each with multiplicity 1 . Thus $\Sigma$ consists of all $\frac{1}{2}(\alpha, \alpha)$ with $\alpha>0$, each with multiplicity 1 . The above expression for the multiplicity simplifies if we again identify each expression $\frac{1}{2}(v, v)$ for $\operatorname{diag} G$ with $v$ for $G$. Then $\mathcal{P}$ becomes $\mathcal{P}^{\mathrm{wt}}$, and the multiplicity transforms into the expression in the statement of the problem.
24. In $\tau_{\lambda}$, the fact that the multiplicity of any weight $\lambda^{\prime \prime}$ equals the multiplicity of $w^{\prime \prime} \lambda^{\prime \prime}$, for $w^{\prime \prime} \in W_{G}$, means that

$$
\sum_{w \in W_{G}} \mathcal{P}^{\mathrm{wt}}\left(w(\lambda+\delta)-\delta-\lambda^{\prime \prime}\right)=\sum_{w \in W_{G}} \mathcal{P}^{\mathrm{wt}}\left(w(\lambda+\delta)-\delta-w^{\prime \prime} \lambda^{\prime \prime}\right)
$$

for all $w^{\prime \prime} \in W_{G}$. In the result of Problem 22, put the sum over $w^{\prime}$ on the outside, and apply the above formula to the inside sum, taking $w^{\prime \prime}=w^{\prime}$ and
$\lambda^{\prime \prime}=\mu+\delta-w^{\prime-1}\left(\lambda^{\prime}+\delta\right)$. Then restore the double sum and replace $w^{\prime}$ by its inverse. The effect is that the result of Problem 22 is transformed into the result of Problem 23.
25. Induct on $r$. The base step of the induction is for $r=0$ and is trivial. The inductive step uses Theorem 9.14 and restriction in stages as is in (9.10). For $r=n-1$, we sum over all multiplicative characters of $U(1)$ and find that the total number of branching patterns coming from $\lambda$ equals the dimension.
26. Induct on $r$, but use the version of Theorem 9.14 that is proved in $\S 4$, namely branching from $U(k)$ to $U(k-1) \times U(1)$ rather than from $U(k)$ to $U(k-1)$.
27. If $k$ is the first level at which two branching systems differ, then the respective subspaces at that stage, say $V_{k}$ and $V_{k}^{\prime}$, are orthogonal by Schur orthogonality. At subsequent stages the respective subspaces are contained in $V_{k}$ and $V_{k}^{\prime}$ and hence remain orthogonal.
28. The spanning is by Problem 25.
29. The $(i, j)^{\text {th }}$ box contains the integer $l$ if $\lambda_{i}^{(n-l)} \geq j$ but $\lambda_{i}^{(n-l+1)}<j$. If the integer $l-x$ with $x>0$ is in the $(i, j+1)^{\text {st }}$ box, then $\lambda_{i}^{(n-l+x)} \geq j+1$ and $\lambda_{i}^{(n-l+x+1)}<j+1$. Hence $j>\lambda_{i}^{(n-l+1)} \geq \lambda_{i}^{(n-l+x)} \geq j+1$, contradiction; this proves (a) for a Young tableau. If the integer $l-y$ with $y \geq 0$ is in the $(i+1, j)^{\text {th }}$ box, then $\lambda_{i+1}^{(n-l+y)} \geq j$ and $\lambda_{i+1}^{(n-l+y+1)}<j$. Hence $j>\lambda_{i}^{(n-l+1)} \geq \lambda_{i+1}^{(n-l)} \geq$ $\lambda_{i+1}^{(n-l+y)} \geq j$, contradiction; this proves (b) for a Young tableau.
30. Problem 28 shows that the multiplicity of $\mu$ equals the number of branching systems of level $n-1$ coming from $\lambda$ and yielding, via the process of Problem 26, the weight $\mu$. Each such branching system yields a Young tableau for the diagram of $\lambda$ with pattern $\left(m_{1}, \ldots, m_{n}\right)$ by Problem 29. The last step is to go in the reverse direction, associating a branching system to each such Young tableau. To do so, define $\lambda_{i}^{(n-l)}$ to be the number of boxes in the $i^{\text {th }}$ row of the Young tableau containing integers $\leq l$. Properties (a) and (b) of a Young tableau prove the interleaving property at each stage, and thus the result is a branching system of the required kind.

## Chapter X

1. If $v$ is the first standard basis vector, then the subalgebra $\mathfrak{g}_{v}$ of $\mathfrak{g}$ with $\mathfrak{g} v=0$ is $\mathfrak{s o}(n-1, \mathbb{C})$ and has $\operatorname{dim} \mathfrak{g}_{v}=\frac{1}{2}(n-1)(n-2)=\operatorname{dim} \mathfrak{g}-\operatorname{dim} \mathbb{C}^{n}$.
2. Let $A \in \mathfrak{g l}(2 n, \mathbb{C})$ have entries $a_{i j}$, define $v=\sum_{m=1}^{n}\left(e_{2 m-1} \wedge e_{2 m}\right)$, and let $\sigma$ be the permutation $(12)(34) \cdots(2 n-12 n)$ of $\{1, \ldots, 2 n\}$. A little computation gives $A v=\sum_{k<l}\left((-1)^{l} a_{k \sigma(l)}+(-1)^{k+1} a_{l \sigma(k)}\right)\left(e_{k} \wedge e_{l}\right)$. Thus $A v=0$ if and only if $a_{k \sigma(l)}=(-1)^{k+l} a_{l \sigma(k)}$ for all $k<l$. The appropriate dimensional equality follows, and this handles $\bigwedge^{2} \mathbb{C}^{2 n}$. In the case of $\bigwedge^{3} \mathbb{C}^{n}, \operatorname{dim} \mathfrak{g l}(n, \mathbb{C})<\operatorname{dim} \bigwedge^{3} \mathbb{C}^{n}$ for $n$ large enough.
3. Only finitely many representations have dimension $\leq \operatorname{dim} G$, by Problem 32 in Chapter V.
4. Each nonzero nilpotent element $e$ lies in some $\mathfrak{s l}_{2}$ triple $(h, e, f)$ by Theorem 10.3, Corollary 10.13 shows that there are only finitely many candidates for $h$, up to conjugacy, and Theorem 10.10 shows that any two $e$ 's for the same $h$ are conjugate by a member of Int $\mathfrak{g}$ that fixes $h$.
5. In the notation of the chapter, let $\beta$ be the unique simple root of $\Pi-\Pi^{\prime}$, and let $\Pi^{\prime}=\left\{\gamma_{i}\right\}$. For each root $\gamma$, let $X(\gamma)$ be a nonzero root vector for the root $\gamma$. Any root $\alpha$ contributing to $\mathfrak{g}^{1}$ can be written the form $\alpha=\gamma_{i_{1}}+\cdots+\gamma_{i_{m}}+$ $\beta+\gamma_{i_{m+1}}+\cdots+\gamma_{i_{n}}$ with each partial sum from the left equal to a root. Write $\gamma_{0}$ for $\gamma_{i_{1}}+\cdots+\gamma_{i_{m}}$. Then $\alpha=\beta+\gamma_{0}+\gamma_{i_{m+1}}+\cdots+\gamma_{i_{n}}$, and each partial sum from the left is a root. The lowest-weight vector $X(\beta)$ of $\mathfrak{g}^{1}$ then has the property that $X(\alpha)=c(-1)^{n-m+1}\left(\operatorname{ad} X\left(\gamma_{i_{n}}\right)\right) \cdots\left(\operatorname{ad} X\left(\gamma_{i_{m+1}}\right)\right)\left(\operatorname{ad} X\left(\gamma_{0}\right)\right) X(\beta)$ for some nonzero constant $c$, and irreducibility follows.
6. A converse result is that if two distinct simple roots contribute to $\mathfrak{g}^{1}$, then $\mathfrak{g}^{1}$ is reducible. If $\beta_{1}$ and $\beta_{2}$ are the simple roots in question, let $V$ be the span within $\mathfrak{g}^{1}$ of the root vectors for all roots whose expansions in terms of simple roots contain $\beta_{1}$ once but not $\beta_{2}$. Then $V$ is invariant under ad $\mathfrak{g}^{0}$, contains a root vector for $\beta_{1}$, and does not contain a root vector for $\beta_{2}$.
7. Use Theorem 10.10.
8. Apply Problem 7 with $h$ equal to a suitable multiple of $H_{e_{1}+e_{3}}+H_{e_{2}-e_{3}}=$ $H_{e_{1}+e_{2}}$ and with $f$ equal to $c E_{-\left(e_{1}+e_{3}\right)}+d E_{-\left(e_{2}-e_{3}\right)}$ for suitable constants $c$ and $d$. The important thing in verifying $[e, f]=h$ is that the difference of $e_{1}+e_{3}$ and $e_{2}-e_{3}$ is not a root.
9. If $m=2 k$ is even, let $e=\sum_{j=1}^{k}\left(E_{e_{2 j-1}+e_{m+j}}+E_{e_{2 j}-e_{m+j}}\right)$. This is well defined since the inequality $m+k \leq m+n$ is equivalent with $m \leq 2 n$. If $m=2 k+1$ is odd, let $e=\sum_{j=1}^{k}\left(E_{e_{2 j-1}+e_{m+j}}+E_{e_{2 j}-e_{m+j}}\right)+E_{e_{m}+e_{m+k+1}}+E_{e_{m}-e_{m+k+1}}$. This is well defined since the inequality $m+k+1 \leq m+n$ is equivalent with $\frac{1}{2}(m-1)+1 \leq n$, i.e., $m+1 \leq 2 n$; the facts that $m$ is odd and $m \leq 2 n$ imply that $m+1 \leq 2 n$. As in Problem 8 , the important thing in verifying $[e, f]=h$ is that the difference of two roots contributing to $e$ is never a root.

## HISTORICAL NOTES

## Background

The theory of Lie groups, as it came to be known in the twentieth century, was begun single-handedly by Sophus Lie in 1873. Lie developed the theory over a period of many years, and then he gave a systematic exposition as part of a threevolume work written jointly with the younger F. Engel (Lie-Engel [1888-90-93]). A detailed summary of this early theory, with extensive references, appears in Bourbaki [1972], pp. 286-308. Further historical information may be found in $\S 1.16$ of Duistermaat-Kolk [2000] and in Chapter I of Borel [2001b]. Two books about the subject, written before the theory changed in form, are Bianchi [1903] and Eisenhart [1933].

Lie worked with families of (not necessarily linear) transformations of $n$ complex variables given by holomorphic functions

$$
x_{i}^{\prime}=f_{i}\left(x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{r}\right), \quad 1 \leq i \leq n
$$

the family given by the complex parameters $a_{1}, \ldots, a_{r}$. Later $a_{1}, \ldots, a_{r}$ were allowed to be real. It was assumed that the transformation corresponding to some set $a_{1}^{0}, \ldots, a_{r}^{0}$ of parameters reduced to the identity and that, roughly speaking, the family was effective and was closed under composition. The result was a "transformation group, finite and continuous." For more detail about the composition law, see Cartan [1894], pp. 13-14, and for the definition of "effective," see Bourbaki [1972], p. 290.

Such a transformation group was not literally closed under composition, the functions $f_{i}$ not being globally defined. Thus it had a local nature, and Lie and Engel assumed that it was local when necessary. On the other hand, a transformation group in the sense of Lie is not quite what is now meant by a "local Lie group," because the space variables $x_{i}$ and the group variables $a_{j}$ were inseparable, at least at first. In any event, to a "finite and continuous" transformation group, Lie associated a family of "infinitely small transformations" or "infinitesimal transformations," which carried the information now associated with the Lie algebra. In terms of a Taylor development through order 1, namely,

$$
f_{i}\left(x_{1}, \ldots, x_{n}, a_{1}^{0}+z_{1}, \ldots, a_{r}^{0}+z_{r}\right)=x_{i}+\sum_{k=1}^{r} z_{k} X_{k i}\left(x_{1}, \ldots, x_{n}\right)+\cdots,
$$

the infinitesimal transformations were given by

$$
d x_{i}=\left(\sum_{k=1}^{r} z_{k} X_{k i}\left(x_{1}, \ldots, x_{n}\right)\right) d t, \quad 1 \leq i \leq n
$$

The main results of Lie-Engel [1888-90-93] for current purposes were three theorems of Lie for passing back and forth between "finite continuous" transformation groups and their families of infinitesimal transformations, each theorem consisting of a statement and its converse. For precise statements, see Bourbaki [1972], pp. 294-296. For precise statements with proofs, see Cohn [1957], Chapter V.

Lie did observe that the (local) group of transformations of $\mathbb{C}^{n}$ yielded a new transformation group whose space variables were the parameters, and he called this the "parameter group." There were in effect two parameter groups, one given by the group of left translations of the parameters and one given by the group of right translations of the parameters. Lie showed that two transformation groups have isomorphic parameter groups if and only if their families of infinitesimal transformations are isomorphic.

Although Lie did have occasion to work with particular global groups (such as the complex classical groups), he did not raise the overall question of what constitutes a global group. He was able to study his particular global groups as transformation groups with their standard linear actions. A dictionary relating Lie's terminology with modern terminology appears on p. 87 of Duistermaat-Kolk [2000].

The idea of treating global groups systematically did not arise until Weyl, inspired by work of I. Schur [1924] that extended representation theory from finite groups to the orthogonal and unitary groups, began his study Weyl [1924] and [1925-26] of compact connected groups. Schreier [1926] and [1927] defined topological groups and proved the existence of universal covering groups of global Lie groups, and von Neumann [1927] and [1929] investigated smoothness properties of matrix groups and of homomorphisms between them. Cartan [1930a] underlined the importance of global groups by giving a direct proof of a global version of Lie's third theorem-that every finite-dimensional real Lie algebra is the Lie algebra of a Lie group.

Cartan [1930b] wrote the first book on global Lie theory, in effect proving theorems about locally Euclidean groups, Lie groups, compact Lie groups, and various homogeneous spaces of Lie groups. This 60-page book is remarkable for transforming the emphasis in the subject. The first chapter axiomatizes locally Euclidean groups and makes them an object of study. The second chapter sketches proofs for at least three theorems of note: that a local Lie group can be always be extended to a global Lie group, that a subgroup of a Lie group is a Lie group if it is the one-one continuous image of a locally Euclidean group, and that a closed subgroup of a Lie group is a Lie group. The third chapter expounds in Cartan's own way the structure theory of Weyl [1925-26] for compact connected Lie groups.

Weyl [1934] gave a course on these matters, elaborating on Cartan [1930b] and including a segment on "foundations of a general theory of Lie algebras." Pontrjagin [1939] provided a systematic exposition of topological groups, carefully distinguishing local and global results for Lie groups and proving global results where he could. Finally Chevalley [1946] established a complete global theory, introducing analytic subgroups and establishing a one-one correspondence between Lie subalgebras and analytic subgroups.

The term "Lie group" was introduced in Cartan [1930b], and the term "Lie algebra" appeared in the lecture notes Weyl [1934], which were written by N. Jacobson. In retrospect much early work in Lie theory was on Lie algebras because of Lie's three theorems that in effect reduced properties of local Lie groups to properties of Lie algebras.

## Introduction

The theory of closed linear groups may be said to have begun with von Neumann [1927] and [1929], who proved Theorem 0.15 and showed that continuous homomorphisms from closed linear groups into matrix groups are smooth. Car$\tan$ [1930b] went on to define and discuss Lie groups generally, regarding von Neumann's work as a special case.

The treatment here is based in part on Chapter I of Knapp [1988]. The proof of Theorem 0.15 was worked out with D. Vogan. For a different approach to this theorem, see Howe [1983].

Some other books that treat closed linear groups before defining general Lie groups are Freudenthal and de Vries [1969], Curtis [1979], Godement [1982], Sattinger-Weaver [1986], Ise-Takeuchi [1991], Baker [2002], and Rossmann [2002]. These books have various audiences in mind and are not all written with the same degree of rigor.

## Chapter I

The beginning properties of finite-dimensional Lie algebras in Chapter I are all due to Lie (see Lie-Engel [1888-90-93]). Lie classified the complex Lie algebras of dimension $\leq 4$, introduced solvable Lie algebras (calling them "integrable"), proved Proposition 1.23, and proved Lie's Theorem (Theorem 1.25 as Satz 2 on p. 678 of Vol. III and Corollary 1.29 as Satz 9 on p. 681 of Vol. III). Lie defined simple Lie algebras and showed that the complex classical Lie algebras $\mathfrak{s l}(n, \mathbb{C})$, $\mathfrak{s o}(n, \mathbb{C})$, and $\mathfrak{s p}(n, \mathbb{C})$ are simple for the appropriate values of $n$.

The original form of Engel's Theorem is that $\mathfrak{g}$ is solvable if ad $X$ is nilpotent for all $X \in \mathfrak{g}$. Application of Lie's Theorem yields Corollary 1.38. The form of Engel's Theorem in Theorem 1.35 is given in Chevalley [1947]; it contains the idea
of expanding powers of ad $H=L(H)-R(H)$ by the binomial theorem, an idea that will be modified and adapted for other purposes later in time. The result of Engel's Theorem came out of an incomplete discussion in Killing [1888-89-90]. Engel had his student Umlauf make in his thesis (Umlauf [1891]) a number of Killing's results rigorous, and this was one of them. Cartan had access to Umlauf's thesis but gave Engel principal credit for the theorem (see Cartan [1894], p. 46), and "Engel's Theorem" has come to be the accepted name.

Killing [1888-89-90] proved the existence of the radical and defined a Lie algebra to be semisimple if it has radical 0 . Theorem 1.54 , relating semisimplicity to simplicity, is due to Killing. Concerning the relationship between solvable and nilpotent, Killing announced and Cartan [1894] proved that the radical of [g. $\mathfrak{g}$ ] is always nilpotent. This implies Proposition 1.39 and the inclusion $[\mathfrak{g}, \operatorname{rad} \mathfrak{g}] \subseteq \mathfrak{n}$ of Corollary 1.41. The proofs in the text of Proposition 1.40 and Corollary 1.41, dealing with the largest nilpotent ideal, are from Harish-Chandra [1949].

The Killing form defined in (1.18) came after Killing (see Weyl [1925-26], Kapitel III, §3). Killing used no bilinear form of this kind, and Cartan [1894] used a variant. If $\operatorname{dim} \mathfrak{g}=n$, Cartan defined $\psi_{2}(X)$ to be the coefficient of $\lambda^{n-2}$ in the characteristic polynomial $\operatorname{det}(\lambda 1-\operatorname{ad} X)$. Then $\psi_{2}(X)$ is a quadratic form in $X$ given by $\psi_{2}(X)=\frac{1}{2}\left((\operatorname{Tr}(\operatorname{ad} X))^{2}-\operatorname{Tr}\left((\operatorname{ad} X)^{2}\right)\right)$. The form $\psi_{2}(X)$ reduces to a multiple of the Killing form if $\operatorname{Tr}(\operatorname{ad} X)=0$ for all $X$, as is true when $[\mathfrak{g}, \mathfrak{g}]=\mathfrak{g}$. Cartan [1894] established the criteria for solvability and semisimplicity (Proposition 1.46 and Theorem 1.45), but the criteria are stated in terms of $\psi_{2}$ rather than the Killing form.

Most of the results on Lie algebras in §§1-7 are valid whenever the underlying field has characteristic 0; occasionally (as in Lie's Theorem) it is necessary to assume also that the field is algebraically closed or at least that some eigenvalues lie in the field. Some proofs are easier when the underlying field is a subfield of $\mathbb{C}$, and the goal for this book of working with Lie groups has led to including in the text only the easier proofs in such cases. An example occurs with Cartan's Criterion for Solvability. The part of the proof where it is easier to handle subfields of $\mathbb{C}$ rather than general fields of characteristic 0 is that [ $\mathfrak{g}, \mathfrak{g}] \subseteq \operatorname{rad} B$ implies $\mathfrak{g}$ solvable. One general proof of this assertion regards the base field as a vector space over $\mathbb{Q}$ and works with $\mathbb{Q}$ linear functions on the base field in a complicated way; see Varadarajan [1974] for this proof. Another general proof, which was pointed out to the author by R. Scott Fowler, uses the theory of real closed fields to generalize the argument in the text.

The simple Lie algebras over $\mathbb{R}$ were classified in Cartan [1914], and Cartan must accordingly be given credit for the discovery of any of the classical simple Lie algebras that were not known from geometry. The irreducible finite-dimensional complex linear representations of $\mathfrak{s l}(2, \mathbb{C})$ as in Theorem 1.66 are implicit in Cartan [1894] and explicit in Cartan [1913]. Complete reducibility of finite-dimensional complex linear representations of $\mathfrak{s l}(2, \mathbb{C})$ (Theorem 1.67 ) was proved by E . Study, according to Lie-Engel [1888-90-93]. The expression $\frac{1}{2} h^{2}+h+2 f e$ that appears
in Lemma 1.68 is called the "Casimir operator" for $\mathfrak{s l}(2, \mathbb{C})$; see the Notes for Chapter V.

The name "Schur's Lemma" is attached to many results like Lemma 1.69. Burnside [1904] proved in the language of matrix representations that a linear map carrying one irreducible representation space for a finite group to another and commuting with the group is 0 or is nonsingular. I. Schur [1905] proved in the same language that if the linear map carries one irreducible representation space for a finite group to itself and commutes with the group, then the map is scalar.

The origins of the theory of Lie groups in $\S 10$ have been discussed above. The modern global theory stems from Chevalley [1946], who introduced the key notion of "analytic subgroup" and proved for the first time the correspondence between analytic subgroups and Lie subalgebras. The text weaves together this general theory with its concrete interpretation for Lie groups of matrices as given in the Introduction. Chevalley's proof of the correspondence used a global version of the Frobenius theorem on "involutive distributions." Another approach may be found in Helgason [1962] and [1978]. Several books on elementary Lie theory that imitate Chevalley's approach leave a gap in the proof of the correspondence: They succeed in constructing a subgroup $H$ of $G$ corresponding to a given Lie subalgebra, they observe that multiplication is smooth from $H \times H$ into $G$, and they incorrectly deduce that multiplication is smooth into $H$. Continuity into $H$ is not trivial, and in Chevalley's treatment it is built into the global Frobenius theorem.

The exponential mapping in $\S 10$ was already part of the work in Lie-Engel [1888-90-93], and Lie understood the exponential's behavior through quadratic terms (in a form equivalent with Lemma 1.90). Higher-order terms are related to the Campbell-Baker-Hausdorff Formula and are discussed in the Notes for Appendix B. The adjoint representation is due to Lie.

The treatment in $\S 10$ uses $C^{\infty}$ functions rather than real analytic functions, and it is remarked that the Lie groups under discussion are the same in the two cases. This fact had already been noticed by Lie. A proof of this equivalence using Ado's Theorem, which came much later historically, appears in the text in §13. F. Schur [1893] gave a proof essentially that a $C^{2}$ Lie group could be made into a real analytic group, and Schur's proof appears in Duistermaat-Kolk [2000]. Hilbert in 1900 raised the question whether Lie's transformation groups might be approached without the assumption of differentiability (Hilbert's fifth problem). In defining locally Euclidean groups and underlining what the problem was saying for this special kind of transformation group, Cartan [1930b] proved that a subgroup of a Lie group is a Lie group if it is the one-one continuous image of a locally Euclidean group. Thus the potential candidates for a counterexample were severely limited; they could not be matrix groups or projective groups or conformal groups, among others. Yamabe [1950] and Kuranishi (unpublished) proved that a pathwise connected subgroup of a Lie group is an analytic subgroup; an improved proof appears in Goto [1969]. An affirmative answer to the question
whether every locally Euclidean group is Lie was provided in the compact case by von Neumann [1933] and in general by Gleason, Montgomery, and Zippin. An exposition appears in Montgomery-Zippin [1955]. See Yang [1976] for a discussion of progress on the full question of Hilbert's.

At a certain stage in Lie theory, analyticity plays a vital role, but not really in this book. A remark with Proposition 1.86 mentions one place where real analyticity gives a slightly better result, and the Campbell-Baker-Hausdorff Formula of Theorem B. 22 is another. In infinite-dimensional representation theory real analyticity is crucial. The group $\mathbb{R}=\{r \in \mathbb{R}\}$ acts continuously by unitary transformations on $L^{2}(\mathbb{R})$ when it acts by translations, and this action is reflected on the Lie algebra level on smooth functions, the members of the Lie algebra acting by multiples of $d / d r$. The subspace of smooth functions with support in the unit interval is carried to itself by the Lie algebra of differentiations, but not even the closure of this subspace is carried to itself by the group of translations. Harish-Chandra [1953] showed how to avoid this pathology in many situations by using real analyticity. Nelson [1959] proved a generalization that avoided using any structure theory.

The discussion at the beginning of $\S 11$ through Corollary 1.96 is based in part on notes from lectures by R. Fox in 1962. Propositions 1.100 and 1.101 appear in Cartan [1930b]. So do some of the earlier results in $\S 11$, but they were known before 1930 .

For more on complex structures as discussed in §12, see Wells [1973]. Proofs of the representation-theoretic results in $\S \S 12-13$ without the use of Ado's Theorem may be found in Chapter 1 of Duistermaat-Kolk [2000].

The results of $\S 15$ are implicit in Cartan [1930a], who proves the existence of a Lie group corresponding to each real Lie algebra. Cartan [1927b] lists the classical groups of $\S 17$, and the geometric methods of that paper yield the polar decomposition of Proposition 1.143 for those groups. The actual method of proof used in the text for Proposition 1.143 is taken from Mostow [1949]. Problem 20 is taken from Lemma 1.1.4.1 of Warner [1972a] and ultimately from Kunze-Stein [1967].

A number of books treat elementary Lie theory. The ones more recent than Chevalley [1946] include Adams [1969], Baker [2002], Bourbaki [1960] and [1972], Cohn [1957], Curtis [1979], Duistermaat-Kolk [2000], Freudenthal and de Vries [1969], Godement [1982], Helgason [1962] and [1978], Hochschild [1965], Hsiang [2000], Ise-Takeuchi [1991], Rossmann [2002], SattingerWeaver [1986], Serre [1965], Spivak [1970], Tits [1965], Varadarajan [1974], and F. Warner [1971]. See Séminaire "Sophus Lie" [1955] for a treatment using Chevalley [1946] as a prerequisite. The books Dixmier [1974], Humphreys [1972], and Jacobson [1962] treat Lie algebras.

## Chapter II

Although the four families of classical complex simple Lie algebras in §1 were known to Lie, the general theory and classification of complex simple Lie algebras are largely due to Killing [1888-89-90] and Cartan [1894]. Many of the results in $\S \S 1-5$ and $\S 7$ were announced by Killing, but Killing's proofs were often incomplete or incorrect, and sometimes proofs were absent altogether. Umlauf [1891] in his thesis under the direction of Engel undertook to give rigorous proofs of some of Killing's work. Cartan had access to Umlauf's thesis, and Cartan [1894] gives a rigorous treatment of the classification of complex simple Lie algebras. Cartan [1894] repeatedly gives page references to both Killing's work and Umlauf's work, but Cartan's thesis gives principal credit to Engel for Umlauf's work. Cartan was generous to Killing both in 1894 and later for the contributions Killing had made, but others were less kind, dismissing Killing's work completely because of its gaps and errors.

The characteristic polynomial $\operatorname{det}(\lambda 1-\operatorname{ad} X)$ had already been considered by Lie, and Killing [1888-89-90] investigated its roots systematically. Umlauf [1891] was able to take the crucial step of dropping all special assumptions about multiplicities of the roots. Umlauf's work contains a proof of the existence of Cartan subalgebras in the style of Theorem 2.9': $\mathfrak{g}_{0, X}$ is a Cartan subalgebra if the lowest-order nonzero term of the characteristic polynomial is nonzero on $X$. Elementary properties of roots and root strings were established by Umlauf without the assumption of semisimplicity, and Cartan [1894] reproduces all this work. Then Cartan [1894] brings in the assumption of semisimplicity and makes use of Cartan's Criterion (Theorem 1.45). Cartan [1894] defines Weyl group reflections (§IV.6) and uses "fundamental roots" rather than simple roots. An $\mathbb{R}$ basis of roots is fundamental if when the reflections in these roots are applied to the basis and iterated, all roots are obtained.

Killing's main result had been a classification of the complex simple Lie algebras. Killing [1888-89-90] correctly limited the possible exceptional algebras to ones in dimensions $14,52,78,133,248$. He found two possibilities in dimension 52 , and he did not address the question of existence. Engel [1893] constructed the 14-dimensional Lie algebra that is now called $G_{2}$.

Cartan [1894] redid the classification, pointing out (p. 94) a simple isomorphism between Killing's two 52 -dimensional exceptional cases. Effectively Cartan also showed that the passage to roots is one-one in the semisimple case, and he proved existence. Since Cartan's definition of what is now called a Cartan subalgebra for a given $\mathfrak{g}$ involved regular elements, Cartan knew that all such subalgebras had a common dimension, namely the number of low-order 0 terms in the characteristic polynomial. Thus to show that the passage to roots is one-one, Cartan had only to investigate cases of equal rank and dimension, showing how the Lie algebras can be distinguished. This he did case by case. He proved existence case-by-case as well, giving multiplication tables for the root vectors. He omitted the details of
these computations on the grounds of their length.
The proof of the classification was simplified over a period of time. Simple roots do not appear in Cartan [1894] and [1913]. Weyl [1925-26], Kapitel IV, §5, introduces lexicographic orderings and positive roots as a tool in working with roots. Van der Waerden [1933] simplified the proof of classification, and then Dynkin [1946] and [1947] used the diagrams bearing his name and simplified the proof still further. Dynkin diagrams are instances of Coxeter graphs (Coxeter [1934]), and Witt [1941] makes use of these graphs in the context of complex semisimple Lie algebras. The second Dynkin paper, Dynkin [1947], acknowledges this work of Coxeter and Witt. For a fuller discussion of Coxeter graphs, see Bourbaki [1968], Chapitre IV, and Humphreys [1990]. The proof of classification given here is now standard except for minor variations; see Jacobson [1962] and Humphreys [1972], for example.

Abstract root systems occur implicitly in Witt [1941] and explicitly in Bourbaki [1968], and the Weyl group makes appearances as a group in Weyl [1925-26] and Cartan [1925b]. Chevalley's Lemma (Proposition 2.72) appears without proof in a setting in Harish-Chandra [1958] where it is combined with Theorem 6.57, and it is attributed to Chevalley.

Although Cartan had proved what amounts to the Existence Theorem (Theorem 2.111), he had done so case by case. Witt [1941], Satz 15, gave what amounted to a general argument, provided one knew existence in rank $\leq 4$. Chevalley [1948a] and [1948b] and Harish-Chandra [1951] gave the first completely general arguments, starting from a free Lie algebra and factoring out a certain ideal. See Jacobson [1962] for an exposition. Serre [1966] improved the argument by redefining the ideal more concretely; the Serre relations of Proposition 2.95 are generators of this ideal. Serre's argument is reproduced in Humphreys [1972]; the argument here is the same but is in a different order. See Helgason [1978], §X.4, for this kind of argument in a more general context.

The uniqueness aspect of the Isomorphism Theorem is in Cartan [1894], and the existence aspect is in Weyl [1925-26] and van der Waerden [1933]. The argument here is built around the Serre relations.

The result of Problem 7 is from Cartan [1894] and is used over and over in the theory. The result in Problem 11 appears in Kostant [1955]. The length function of Problems 21-24 is in Bourbaki [1968]. The realization of $G_{2}$ in Problem 40 is the one that Bourbaki [1968] gives and that is repeated in this text in $\S 2$ of Appendix C. The facts about $B_{3}$ in Problems 41 and 42 were pointed out to the author by J.-S. Huang. A simple algebra of type $G_{2}$ can be constructed also from automorphisms of order 3 of the system $D_{4}$.

The results about complex semisimple Lie algebras are essentially unchanged if one replaces $\mathbb{C}$ by an arbitrary algebraically closed field of characteristic 0 , but a little algebraic geometry needs to be added to some of the proofs to make them valid in this generality. See Jacobson [1962], Humphreys [1972], and Dixmier [1974]. Humphreys develops the theory using "toral subalgebras" in place of

Cartan subalgebras, at least at first.
Problems 43-48 are based on comments in Arthur [2000]. This realization of the complex orthogonal Lie algebras has two initial beneficial effects. One is that the diagonal subalgebra is a Cartan subalgebra, and the other is that the set of real matrices in the algebra is a split real form. Jacobson [1962], pp. 135-141, gives a way of realizing the complex orthogonal Lie algebras in a nonstandard way using the ordinary transpose and achieving the same two beneficial effects, and his realization has been used by a number of later authors.

## Chapter III

The universal enveloping algebra in essence was introduced by Poincaré [1899] and [1900]. The paper [1899] announces a result equivalent with Theorem 3.8, and Poincaré [1900] gives a sketchy proof. Schmid [1982] gives a perspective on this work. Garrett Birkhoff [1937] and Witt [1937] rediscovered Poincaré's theorem and proved it more generally. The text has used the proofs as given in Humphreys [1972] and Dixmier [1974].

Cartan [1913] used iterated products of members of the Lie algebra in his work on finite-dimensional representations, but this work did not require the linear independence in the Poincaré-Birkhoff-Witt Theorem. Apart from this kind of use, the first element of order greater than one in a universal enveloping algebra that arose in practice was the Casimir operator (Chapter V), which appeared in Casimir and van der Waerden [1935]. The Casimir operator plays a key role in the proof of the complete reducibility theorem that appears in the text as Theorem 5.29. The universal enveloping algebra did not find further significant application until Gelfand and Harish-Chandra in the 1950s showed its importance in representation theory.

The connection with differential operators (Problems 11-13) is stated by Godement [1952] and is identified on p. 537 of that paper as an unpublished result of L. Schwartz; a published proof is in Harish-Chandra [1956a] as Lemma 13. No generality is gained by adjusting the definition of left-invariant differential operator so as to allow an infinite-order operator that is of finite-order on each compact subset of a chart.

For further discussion of the universal enveloping algebra and its properties, see Helgason [1962], pp. 90-92, 97-99, 386, and 391-393. Also see Jacobson [1962], Chapter V, and Dixmier [1974]. The Poincaré-Birkhoff-Witt Theorem is valid over any field.

Symmetrization in $\S 3$ is due to Gelfand [1950] and Harish-Chandra [1953].
Problems 14-22 concerning the Weyl algebra are in effect an introduction to the Heisenberg commutation relations. See Mackey [1978], §16, for a discussion of mathematical approaches to these relations and to their connection with quantum
mechanics. For connections between Weyl algebras and symplectic groups, see Appendix 2 of Howe [1995].

## Chapters IV and V

Historically representations of complex semisimple Lie algebras were considered even before group representations of finite groups were invented, and the connection between the two theories was realized only much later. According to Lie-Engel [1888-90-93], III, pp. 785-788, E. Study proved complete reducibility for the complex-linear finite-dimensional representations of $\mathfrak{s l}(2, \mathbb{C}), \mathfrak{s l}(3, \mathbb{C})$, and $\mathfrak{s l}(4, \mathbb{C})$. Lie and Engel then conjectured complete reducibility of representations of $\mathfrak{s l}(n, \mathbb{C})$ for arbitrary $n$.

Frobenius [1896] is the first paper on the representation theory of finite groups, apart from papers about 1-dimensional representations. Frobenius at first treated the characters of finite groups, coming at the problem by trying to generalize an identity of Dedekind concerning multiplicative characters of finite abelian groups. It was only in later papers that Frobenius introduced matrix representations and related them to his theory of characters. Frobenius credits Molien with independently discovering in 1897 the interpretation of characters in terms of representations. Frobenius also takes note of Molien's 1893 paper realizing certain finite-dimensional semisimple associative algebras as algebras of matrices; the theory of semisimple associative algebras has points of contact with the theory of representations of finite groups. Burnside [1904] and then I. Schur [1905] redid the Frobenius theory, taking matrix representations as the primary objects of study and deducing properties of characters as consequences of properties of representations. According to E. Artin [1950], p. 67, "It was Emmy Noether who made the decisive step. It consisted in replacing the notion of matrix by the notion for which the matrix stood in the first place, namely, a linear transformation of a vector space."

Much of Chapters IV and V stems from work of Cartan and Weyl, especially Cartan [1913] and Weyl [1925-26].

Cartan [1913] contains an algebraic treatment of the complex-linear finitedimensional representations of complex semisimple Lie algebras, including the Theorem of the Highest Weight essentially as in Theorem 5.5. The paper proves existence by handling fundamental representations case by case and by generating other irreducible representations from highest weight vectors of tensor products. Cartan makes use of iterated products of elements of the Lie algebra, hence is implicitly making use of the universal enveloping algebra. But he does not need to know the linear independence that is the hard part of the Poincaré-Birkhoff-Witt Theorem (Theorem 3.8).

Cartan's paper refers to the underlying transformation groups for his representations, and differentiation leads him to the formalism of representations of

Lie algebras on tensor products. But oddly the formal similarity between Cartan's theory for Lie groups and the representation theory of finite groups went unnoticed for many years. Possibly mathematicians at the time were still thinking (with Lie and Engel) that transformation groups were the principal objects of study. Cartan uses language in the 1913 paper to suggest that he regards two group representations in different dimensions as involving different groups, while he regards two Lie algebra representations as involving the same Lie algebra if the bracket relations can be matched.

Cartan [1914] classifies the real forms of complex simple Lie algebras, and one sees by inspection that each complex simple Lie algebra has one and only one compact real form. At this stage the ingredients for a theory of group representations were essentially in place, but it is doubtful that Cartan was aware at the time of any connection between his papers and the theory of group representations.

Having a fruitful theory of representations of compact Lie groups requires having invariant integration, and Hurwitz [1897] had shown how to integrate on $O(n)$ and $U(n)$. I. Schur [1924] put this idea together with his knowledge of the representation theory of finite groups to arrive at a representation theory for $O(n)$ and $U(n)$. Invariant integration on arbitrary Lie groups (defined by differential forms as at the start of §VIII.2) was already known to some mathematicians; it is mentioned in a footnote on the second page of Cartan [1925a]. Weyl was aware of this fact and of Cartan's work, and Weyl [1924] immediately set forth, using analysis, a sweeping representation theory for compact semisimple Lie groups.

Weyl [1925-26] gives the details of this new theory. Kapitel I is about $\mathfrak{s l}(n, \mathbb{C})$. After reviewing Cartan's treatment, Weyl points out (footnote in §4) that Cartan implicitly assumed without proof that finite-dimensional representations are completely reducible (Theorem 5.29) when he constructed representations with given highest weights. Weyl then gives a proof of complete reducibility, using his "unitary trick." To push this argument through, he has to lift a representation of $\mathfrak{s u}(n)$ to a representation of $S U(n)$. Lie's results give Weyl a locally defined representation, and Weyl observes in a rather condensed argument in $\S 5$ that there is no obstruction to extending the locally defined representation to be global if $S U(n)$ is simply connected. Then he proves that $S U(n)$ is indeed simply connected. He goes on in Kapitel II to use what is now called the Weyl Integration Formula (Theorem 8.60) to derive formulas for the characters and dimensions of irreducible representations of $S U(n)$. Kapitel II treats $\mathfrak{s p}(n, \mathbb{C})$ and $\mathfrak{s o}(n, \mathbb{C})$ similarly, taking advantage of $S p(n)$ and $S O(n)$. The treatment of $S O(n)$ is more subtle than that of $S p(n)$, because Weyl must consider single-valued and doublevalued representations for $S O(n)$. (That is, $S O(n)$ is not simply connected.)

Kapitel III begins by redoing briefly some of Cartan [1894] in Weyl's own style. The Killing form is introduced on its own, and Cartan's Criteria are stated and proved. Then Weyl introduces the Weyl group of the root system and derives some of its properties. (The Weyl group appears also in Cartan [1925b].) Finally Weyl proves the existence of a compact real form for any complex semisimple

Lie algebra, i.e., a real form on which the Killing form is negative definite. (Later Cartan [1929a] remarks (footnote in §6) that Weyl implicitly assumed without proof that the adjoint group of this compact real form is compact, and then Cartan gives a proof.) Kapitel IV begins by proving that every element of a compact semisimple Lie group is conjugate to a member of a maximal torus (Theorem 4.36), the proof being rather similar to the one here. Next Weyl shows that the universal covering group of a compact semisimple Lie group is compact (Theorem 4.69). He is then free to apply the unitary trick to lift representations from a complex semisimple Lie algebra to a compact simply connected group corresponding to the compact real form and to deduce complete reducibility (Theorem 5.21). The rest of Kapitel IV makes use of the Weyl Integration Formula (Theorem 8.60). Proceeding along the lines indicated at the end of Chapter VIII, Weyl quickly derives the Weyl Character Formula (Theorems 5.77 and 5.113) and the Weyl Dimension Formula (Theorem 5.84). To complete the discussion of the Theorem of the Highest Weight, Weyl handles existence by noting on analytic grounds that the irreducible characters are a complete orthogonal set in the space of squareintegrable functions constant on conjugacy classes. He dismisses the proof of this assertion as in the spirit of his earlier results; Peter-Weyl [1927] gives a different, more comprehensive argument. Weyl's definition of "integral" is what the text calls "algebraically integral"; there does not seem to be a proof that algebraically integral implies analytically integral in the simply connected case (Theorem 5.107).

Consider the sections of Chapters IV and V in order. The representations in §1 were known to Cartan [1913]. Representation theory as in §2 began with a theory for finite groups, which has been discussed above. Maschke proved Corollary 4.7 for finite groups, and Loewy and Moore independently proved Proposition 4.6 in this context. Burnside [1904] was the one who saw that Corollary 4.7 follows from Proposition 4.6, and Burnside [1904] proved Proposition 4.8. Although there is a hint of Corollary 4.9 in the earlier work of Burnside, Corollary 4.9 is generally attributed to I. Schur [1905]. Schur [1905] also proved Corollary 4.10. Schur [1924] observed that the results of $\S 2$ extend to $O(n)$ and $U(n)$, Hurwitz [1897] having established invariant integration for these groups. Weyl [1925-26] understood that invariant integration existed for all compact semisimple Lie groups, and he derived the Weyl Integration Formula (Theorem 8.60).

Topological groups and covering groups were introduced systematically by Schreier [1926] and [1927], and it was plain that the abstract theory of §2 (and also §3) extends to general compact groups as soon as invariant integration is available. Existence of Haar measure for locally compact groups was proved under a separability assumption in Haar [1933], and uniqueness was established in von Neumann [1934a]. Von Neumann [1934b] gives a quick development of invariant means that handles both existence and uniqueness in the compact case. See Weil [1940] for further historical discussion.

The Peter-Weyl Theorem in $\S 3$ originally appeared in Peter-Weyl [1927]. The text follows an argument given in Cartan [1929b], postponing any discussion of
infinite-dimensional representations until Chapter IX. Corollary 4.22 is a byproduct of von Neumann [1933].

The results of $\S 4$ are influenced by $\S$ II. 6 of Helgason [1978]. Because of Corollary 4.22 , Theorem 4.29 is really a theorem about matrix groups. Goto [1948] proved that a semisimple matrix group is a closed subgroup of matrices, and the proof of Theorem 4.29 makes use of some of Goto's ideas.

The first key result in $\S 5$ is Theorem 4.36, which appears as Weyl [1925-26], Kapitel IV, Satz 1. The text follows Varadarajan [1974], and the proof is not too different from Weyl's. Other proofs are possible. Adams [1969] gives a proof due to Weil [1935] that uses the Lefschetz Fixed-point Theorem. Helgason [1978] gives a proof due to Cartan that is based on Riemannian geometry. Serre [1955] discusses both these proofs. For variations, see the proofs in Hochschild [1965] and Wallach [1973].

Theorem 4.34 is a consequence of the proofs by Weyl or Weil of Theorem 4.36; the quick proof here is from Hunt [1956]. Theorem 4.50 and its corollaries are due to Hopf [1940-41] and [1942-43]; the text follows Helgason [1978] and ultimately Serre [1955].

The results of §§6-7 are implicit or explicit in Weyl [1925-26]. In connection with §8, see Weyl [1925-26], Kapitel IV, Satz 2, for Theorem 4.69. Helgason [1978], p. 154, discusses a number of other proofs. The proof here of Lemma 4.70 is taken from Varadarajan [1974], p. 343, and ultimately from Cartier [1955b].

Problem 8 in Chapter IV is a result in an appendix of Weyl [1931]. There is a converse (Weil [1940], pp. 87-88): the only continuous functions $\varphi$ on $G$ such that $\varphi(1)=1$ and $\varphi(u) \varphi(v)=\int_{G} \varphi\left(u t v t^{-1}\right) d t$ for all $u$ and $v$ in $G$ are of the form $\varphi=d^{-1} \chi$, where $\chi$ is the character of an irreducible representation and $d$ is its degree. In the terminology of Helgason [1962], Chapter X, this converse amounts to the identification of the "spherical functions" for the "symmetric space" $(G \times G) /$ diag G. The fact that irreducible characters are the only normalized solutions of the above functional equation was what made it possible, in the case of a finite group, for Frobenius [1896] to study irreducible characters without introducing representations.

The results of $\S \S 1-2$ of Chapter V are due to Cartan [1913]. In proving the existence of a representation with a given highest weight, Cartan did not give a general argument. Instead he made explicit computations to produce each fundamental representation (Problems 28-33) and used Cartan composition (Problem 15) to generate the other irreducible representations. Chevalley [1948a] and [1948b] and Harish-Chandra [1951] gave the first general arguments to prove existence. Harish-Chandra [1951] constructs semisimple Lie algebras $\mathfrak{g}$ and their representations together. The paper works with an infinite-dimensional associative algebra $\mathfrak{A}$, Verma-like modules for it (Lemma 12), and quotients of such modules. Then the paper obtains $\mathfrak{g}$ as a Lie subalgebra of $\mathfrak{A}$, and the modules of $\mathfrak{A}$ yield representations of $\mathfrak{g}$. A construction of modules closer to the Verma modules of $\S 3$ appears in Harish-Chandra [1955-56], IV, §§1-6, especially Lemmas 2, 5, and
16. Cartier [1955a], item (2) on p. 3, constructs Verma modules explicitly and establishes properties of highest weight modules. The name "Verma modules" seems to have been introduced in lectures and discussions by B. Kostant in the late 1960s, in recognition of the work Verma [1968] that establishes some structure theory for these modules. Verma proved that the space of $U(\mathfrak{g})$ maps between two of these modules is at most 1 -dimensional and that any nonzero such map is one-one. Bernstein-Gelfand-Gelfand [1971] developed further properties of these modules. Early publications in which the name "Verma modules" appears are Dixmier [1974] and Kostant [1975a]. The proof of Lemma 5.17 applies the binomial expansion to powers of the formula $L(f)=\operatorname{ad} f+R(f)$; this is a subtle variation of a step in Chevalley's proof given for Theorem 1.35. The author learned this variation from J. Lepowsky, who says that it is a device popularized in the 1970s by Kostant.

Complete reducibility (§4) was first proved by Weyl [1925-26], using analytic methods. Casimir and van der Waerden [1935] gave an algebraic proof. Other algebraic proofs were found by Brauer [1936] and Whitehead [1937]. An historical discussion appears in Borel [2001b], Chapter II. For Proposition 5.19, see §2.6 of Dixmier [1974]. Proposition 5.32 is from Harish-Chandra [1951].

The Harish-Chandra isomorphism in §5 (Theorem 5.44) is a fundamental result in infinite-dimensional representation theory and first appeared in Harish-Chandra [1951]. Most proofs of this theorem make use of a result of Chevalley about invariants in the symmetric algebra. See Humphreys [1972] or Dixmier [1974] or Varadarajan [1974], for example, for this proof. The proof in the text bypasses the symmetric algebra, following the more direct argument that is in Knapp-Vogan [1995].

Weyl [1925-26] gives analytic proofs of the Weyl Character Formula and Weyl Dimension Formula of $\S 6$. The algebraic proof of the Weyl Character Formula in this section follows Dixmier [1974]. The proof comes ultimately from Bernstein-Gelfand-Gelfand [1971] and proves the Kostant Multiplicity Formula (Corollary 5.83) of Kostant [1959a] at the same time.

The name "Borel subalgebra" in §7 has come to be standard because of the systematic treatment in Borel [1956] of the corresponding groups in the theory of algebraic groups.

In §8 Theorems 5.110 and 5.117 are due to Weyl [1925-26].
The spin representations of Problems 16-27 are recalled by Weyl [1924]. Chevalley [1946] gives a concrete discussion, Cartan [1938b] has a more abstract book-length development, and Lawson-Michelsohn [1989] gives a more recent treatment.

There are several books with substantial sections devoted to the representation theory of compact Lie groups and/or complex semisimple Lie algebras. Among these are the ones by Adams [1969], Bourbaki [1968] and [1975] and [1982], Bröcher and tom Dieck [1985], Dixmier [1974], Duistermaat-Kolk [2000], Freudenthal and de Vries [1969], Fulton-Harris [1991], Goodman-Wallach [1998],

Helgason [1984], Humphreys [1972], Jacobson [1962], Knapp [1986], Lichtenberg [1970], Rossmann [2002], Sattinger-Weaver [1986], Séminaire "Sophus Lie" [1955], Serre [1966], Tits [1965], Varadarajan [1974], Wallach [1973], Warner [1972a], Weyl [1939], Wigner [1959], and Zhelobenko [1970]. To this list one can add the books by Helgason [1962] and [1978], Hochschild [1965], Hsiang [2000], and Ise-Takeuchi [1991] as including extensive structure theory of compact Lie groups and complex semisimple Lie algebras, though essentially no representation theory.

## Chapter VI

After 1914 Cartan turned his attention to differential geometry and did not return to Lie groups until 1925. His interest in geometry led him eventually to introduce and study Riemannian symmetric spaces, and he found that classifying these spaces was closely tied to the classification of simple real Lie algebras, which he had carried out in 1914. (Many symmetric spaces turn out to be of the form $G / K$ with $G$ semisimple.) He began to study the corresponding Lie groups, bringing to bear all his knowledge and intuition about geometry, and soon the beginnings of a structure theory for semisimple Lie groups were in place. The treatment of structure theory in Helgason [1978] follows Cartan's geometric approach.

In this book the approach is more Lie-theoretic. The existence of a compact real form for any complex semisimple Lie algebra (Theorem 6.11) is proved case by case in Cartan [1914], and Weyl [1925-26] gives a proof independent of classification. Lemmas 6.2 through 6.4 and Theorem 6.6 appear in Weyl's treatment. But Weyl's proof uses more information about the constants $C_{\alpha, \beta}$ of $\S 1$ than appears in these results, enough in fact to deduce the Isomorphism Theorem (Theorem 2.108). The proof of the Isomorphism Theorem in Helgason [1978], p. 173, follows the lines of Weyl's argument. The text uses the Serre relations to obtain the Isomorphism Theorem, and the result is a simpler proof of the existence of a compact real form.

Having known all the simple real Lie algebras for many years, Cartan could see many results case by case before he could give general proofs. Cartan [1927a], p. 122, effectively gives the Cartan decomposition on the Lie algebra level; comments in Cartan [1929a], p. 14, more clearly give the decomposition and refer back to the spot in the paper [1927a]. Cartan [1929a] gives a general argument for the existence of a Cartan involution and for uniqueness of the Cartan involution up to conjugacy. Essentially this argument appears in Helgason [1978]. In §2 the text has followed an approach in lectures by Helgason, which is built around the variant Theorem 6.16 of Cartan's results; this variant is due to Berger [1957].

The global Cartan decomposition of §3 appears in Cartan [1927b], proceeding by a general argument that uses the case-by-case construction of the involution of the Lie algebra. The group-theoretic approach followed in the text is due to

Mostow [1949]. The computation of the differential in connection with (6.36) is taken from Helgason [1978], pp. 254-255.

One result about structure theory that has been omitted in $\S 3$, having as yet no fully Lie-theoretic proof, is the theorem of Cartan [1929a] that any compact subgroup of $G$ is conjugate to a subgroup of $K$. Borel [1998], especially pp. 128-133, gives a proof that is much more Lie-theoretic than Cartan's.

Cartan [1927b] shows that there is a Euclidean subgroup $A$ of $G$ such that any element of $G / K$ can be reached from the identity coset by applying a member of $A$ and then a member of $K$. This is the subgroup $A$ of $\S 4$, and the geometric result establishes Theorem 6.51 in $\S 5$ and the $K A K$ decomposition in Theorem 7.39. Cartan [1927b] introduces restricted roots. The introduction of $N$ in §4 is due to Iwasawa [1949], and the decomposition given as Theorem 6.46 appears in the same paper. Lemma 6.44 came after Iwasawa's original proof and appears as Lemma 26 of Harish-Chandra [1953]. Cartan [1927b] uses the group $W(G, A)$ of §5, and Theorem 6.57 is implicit in that paper.

It was apparent from the work of Harish-Chandra, Gelfand-Naimark, and Gelfand-Graev in the early 1950s that Cartan subalgebras would play an important role in harmonic analysis on noncompact semisimple Lie groups. The results of §6 appear in Kostant [1955] and Harish-Chandra [1956a]. Kostant [1955] announces the existence of a classification of Cartan subalgebras up to conjugacy, but the appearance of Harish-Chandra [1956a] blocked the publication of proofs for the results of Kostant's paper. Sugiura [1959] states and proves the classification.

In effect Cayley transforms as in §7 appear in Harish-Chandra [1957], §2. For further information, see the Notes for §VII.9.

In §8 the name "Vogan diagram," but not the concept, is new with the first edition of this text. In the case that $\mathfrak{a}_{0}=0$, the idea of adapting a system of positive roots to given data was present in the late 1960s and early 1970s in the work of Schmid on discrete series representations (see Schmid [1975], for example), and a Vogan diagram could capture this idea in a picture. Vogan used the same idea in the mid 1970s for general maximally compact Cartan subalgebras. He introduced the notion of a $\theta$ stable parabolic subalgebra of $\mathfrak{g}$ to handle representation-theoretic data and used the diagrams to help in understanding these subalgebras. The paper Vogan [1979] contains initial results from this investigation but no diagrams.

Because of Theorem 6.74 Vogan diagrams provide control in the problem of classifying simple real Lie algebras. This theorem was perhaps understood for a long time to be true, but Knapp [1996] gives a proof. Theorem 6.88 is due to Vogan.

The results of $\S 9$ were already recognized in Cartan [1914]. The classification in $\S 10$, as was said earlier, is in Cartan [1914]; it is the result of a remarkable computation made before the discovery of the Cartan involution. Lie algebras with a given complexification are to be classified in that paper, and the signature of the Killing form is the key invariant. The classification over $\mathbb{R}$ is recalled in Cartan [1927a], and $\mathfrak{k}_{0}$ is identified in each case. In this paper Cartan provided a numbering
for the noncomplex noncompact simple real Lie algebras. This numbering has been retained by Helgason [1978], and this text uses the same numbering for the exceptional cases in Figures 6.2 and 6.3, as well as in Appendix C.

Cartan [1927b] improves the classification by relating Lie algebras and geometry. This paper contains tables giving more extensive information about the exceptional Lie algebras. Gantmacher [1939a] and [1939b] approached classification as a problem in classifying automorphisms and then succeeded in simplifying the proof of classification. This method was further simplified by Murakami [1965] and Wallach [1966] and [1968] independently. Murakami and Wallach made use of the Borel and de Siebenthal Theorem (Borel and de Siebenthal [1949]), which is similar to Theorem 6.96 but slightly different. The original purpose of the theorem was to find a standard form for automorphisms, and Murakami and Wallach both used the theorem that way. Helgason [1978] gives a proof of classification that is based on classifying automorphisms in a different way. The paper Knapp [1996] gives the quick proof of Theorem 6.96 and then deduces the classification as a consequence of Theorem 6.74; no additional consideration of automorphisms is needed.

The above approaches to classification make use of a maximally compact Cartan subalgebra. An alternative line of attack starts from a maximally noncompact Cartan subalgebra and is the subject of Araki [1962]. The classification is stated in terms of "Satake diagrams," which are described by Helgason [1978], p. 531. Problem 7 at the end of the present Chapter VI establishes the facts due to Satake [1960] needed to justify the definition of a Satake diagram.

The information in (6.107) and (6.108) appears in Cartan [1927b]. Appendix C shows how this information can be obtained from Vogan diagrams.

Problems 28-35 introduce inner forms and their first properties. The notion of inner form of a group comes from Galois cohomology and made an appearance in Tits [1966]. Inner forms, together with their relationship to quasisplit groups, played a foundational role in a letter from R. P. Langlands to A. Weil in January 1967 in which Langlands outlined the beginnings of a program connecting representation theory and number theory. The publications Langlands [1970] and [1973] expanded this theory and were the first publications on the subject. Concerning the role of inner forms, a brief exposition appears in Borel [1976], §7.1, and an exposition with proofs appears in Adams-Barbasch-Vogan [1992], pp. 28-32. For simplicity the problems here deal with inner forms of Lie algebras rather than inner forms of groups.

## Chapter VII

§1. The essence of Theorem 7.8 is already in Cartan [1925b]. Goto [1948] and Mostow [1950] investigated conditions that ensure that an analytic subgroup is closed. The circle of ideas in this direction in $\S 1$ is based ultimately on Goto's
work. The unitary trick is due to Weyl [1925-26] and consists of two parts-the existence of compact real forms and the comparison of $\mathfrak{g}$ and $\mathfrak{u}_{0}$.
§2. The necessity for considering reductive groups emerged from the work of Harish-Chandra, who for a semisimple group $G$ was led to form a series of infinitedimensional representations constructed from the $M$ of each cuspidal parabolic subgroup. The subgroup $M$ is not necessarily semisimple, however, and it was helpful to have a class of groups that would include a rich supply of semisimple groups $G$ and would have the property that the $M$ of each cuspidal parabolic subgroup of $G$ is again in the class. Various classes have been proposed for this purpose. The Harish-Chandra class is the class defined by axioms in $\S 3$ of HarishChandra [1975], and its properties are developed in the first part of that paper. The text uses axioms from Knapp-Vogan [1995], based on Vogan [1981]. These axioms, though more complicated to state than Harish-Chandra's axioms, have the advantage of being easier to check. The present axioms yield a slightly larger class of groups than Harish-Chandra's, according to Problem 2 at the end of the chapter.
$\S 3$. The existence of the $K A K$ decomposition is in Cartan [1927b]. See the Notes for Chapter VI.
$\S 4$. The Bruhat decomposition was announced for complex classical groups and their real forms in Bruhat [1954a] and [1954b]. Harish-Chandra [1954], citing Bruhat, announced a proof valid for all simple Lie groups, and Harish-Chandra [1956b] gives the proof. Bruhat [1956] repeats Harish-Chandra's proof.
§5. The group $M$ does not seem to appear in Cartan's work, but it appears throughout Harish-Chandra's work. Some of its properties are developed in Harish-Chandra [1958], Satake [1960], and Moore [1964a]. A version of Theorem 7.53 appears in Satake [1960], Lemma 9, and Moore [1964a], Lemmas 1 and 3. See also Knapp-Zuckerman [1982], §2. Theorem 7.55 seems to have been discovered in the late 1960s. See Loos [1969b], Theorems 3.4 a and 3.6 on pp. 75-77, for the key step that $2\left\{H \in i \mathfrak{a}_{0} \mid \exp H \in K\right\}$ is contained in the lattice generated by the vectors $4 \pi i|\beta|^{-2} H_{\beta}$; this step comes out of the work in Cartan [1927b]. The proof in the text, based on Theorem 5.107, is new.
§6. Real-rank-one subgroups appear in Araki [1962]. Gindikin-Karpelevič [1962] shows that integrals $\int_{N^{-}} e^{-(\lambda+\rho) H(\bar{n})} d \bar{n}$, where $x=\kappa(x) e^{H(x)} n$ is the Iwasawa decomposition of $x$ and $\rho$ is half the sum of the positive restricted roots, can be computed in terms of integrals for the real-rank-one subgroups. Theorem 7.66 was known case by case at least by the early 1950s. The proof here, independent of classification, is from Knapp [1975].
§7. Parabolic subgroups, particularly cuspidal parabolic subgroups, play an important role in the work of Harish-Chandra on harmonic analysis on semisimple Lie groups. For some information about parabolic subgroups, see Satake [1960] and Moore [1964a]. Much of the material of this section appears in HarishChandra [1975]. Harish-Chandra was the person to introduce the name "Langlands decomposition" for parabolic subgroups. For Proposition 7.110 and Corollary
7.111, see Knapp-Zuckerman [1982], §2.
§8. Most of the material deriving properties of Cartan subgroups from Cartan subalgebras is based on Harish-Chandra [1956a]. That paper contains an error that is noted in the Collected Papers, but the error can be accommodated for current purposes. Also that paper uses a definition of Cartan subgroup that Harish-Chandra modified later. The text uses the later definition.
$\S 9$. Spaces $G / K$ for which $G / K$ embeds as a bounded domain in some $\mathbb{C}^{n}$ with $G$ operating holomorphically were studied and classified by Cartan [1935]. The classification is summarized in (7.147). Hua [1963] develops at length properties of the domains of this kind corresponding to classical groups $G$. The proof of Theorem 7.117 is based on material in Helgason [1962], pp. 354 and 304-322, and Knapp [1972], as well as a suggestion of J.-i. Hano. Theorem 7.129 and the accompanying lemmas are due to Harish-Chandra [1955-56]. Problem 41 is based on the proof of a conjecture of Bott and Korányi by Moore [1964b]. The hint for the solution of Problem 42 shows why the Cayley transforms of Chapter VI are so named. For more about Problems 42-44, see Korányi-Wolf [1965] and Wolf-Korányi [1965]. For further discussion, see Helgason [1994], §V.4.
§10. Problems 45-51 are a continuation of Problems 28-35 in Chapter VI. For commentary, see the Notes for Chapter VI. The concept of triality is put into a more general context in Baez [2002], §2.4.

## Chapter VIII

$\S 1$. The development of integration of differential forms is taken from Chevalley [1946] and Helgason [1962]. The proof of Sard's Theorem is taken from Sternberg [1964], pp. 47-49.
§2. Invariant integration on Lie groups, defined in terms of differential forms, is already mentioned in a footnote on the second page of Cartan [1925a]. Existence of a left-invariant measure on a general locally compact group was proved under a separability assumption by Haar [1933], and uniqueness was proved by von Neumann [1934a]. See Weil [1940], Loomis [1953], Hewitt-Ross [1963], and Nachbin [1965] for later developments and refinements.
§3. Theorem 8.32 and its proof are from Bourbaki [1963], p. 66. The proof of Lemma 8.35 is taken from Helgason [1962]. Knapp-Vogan [1995], pp. 661-663, explains how the natural objects to integrate over $G / H$ are functions on $G$ that are "densities" relative to $H$. The condition that $\left.\Delta_{G}\right|_{H}=\Delta_{H}$ forces densities to be right invariant under $H$, and then they descend to functions on $G / H$.
$\S 4$. This section follows the lines of $\S V .6$ of Knapp [1986]. Proposition 8.46 is due to Harish-Chandra [1958], p. 287. The technique of proof given here occurs in Kunze-Stein [1967], Lemma 13. Use of densities (see above) makes this proof look more natural; see Knapp-Vogan [1995], p. 663. Theorem 8.49, called Helgason's Theorem in the text, is from Helgason [1970], §III.3. Warner
[1972a], p. 210, calls the result the "Cartan-Helgason Theorem." In fact at least four people were involved in the evolution of the theorem as it is stated in the text. Cartan [1929b], §§23-32, raised the question of characterizing the irreducible representations of $G$ with a nonzero $K$ fixed vector, $G$ being a compact semisimple Lie group and $K$ being the fixed subgroup under an involution. His answer went in the direction of the equivalence of (a) and (c) but was incomplete. In addition the proof contained errors, as is acknowledged by the presence of corrections in the version of the paper in his Euvres Complètes. Cartan's work was redone by HarishChandra and Sugiura. Harish-Chandra [1958], §2, worked in a dual setting, dealing with a noncompact semisimple group $G$ with finite center and a maximal compact subgroup $K$. He proved that if $v$ is the highest restricted weight of an irreducible finite-dimensional representation of $G$ with a $K$ fixed vector, then $\langle v, \beta\rangle /|\beta|^{2}$ is an integer $\geq 0$ for every positive restricted root. Sugiura [1962] proved conversely that any $v$ such that $\langle v, \beta\rangle /|\beta|^{2}$ is an integer $\geq 0$ for every positive restricted root is the highest restricted weight of some irreducible finite-dimensional representation of $G$ with a $K$ fixed vector. Thus Harish-Chandra and Sugiura together completed the proof of the equivalence of (a) and (c). Helgason added the equivalence of (b) with (a) and (c), and he provided a geometric interpretation of the theorem. See also Wallach [1971] and [1972] and Lepowsky-Wallach [1973]. For further discussion of the mathematics and later history, see Helgason [1994], §II.4.
§5. The Weyl Integration Formula in the compact case is due to Weyl [1925-26]. The proof there is rather rapid. One may find a proof also in Adams [1969]. The formula in the noncompact case is due to Harish-Chandra [1965], Lemma 41, and [1966], Lemma 91; the proof in the noncompact case is omitted in HarishChandra's papers, being similar to the proof in the compact case.

## Chapter IX

The Peter-Weyl paper about representations of compact groups appeared in 1927. As Mackey [1978] says in his §17, "As matters stood at the end of 1932, one had all the ingredients of a complete theory of the unitary representations of the compact Lie groups ... . It must be confessed, however, that although the ingredients were there, their consequences for unitary group representations had not yet been spelled out."

The result that every unitary representation of a compact Lie group is a discrete direct sum of irreducibles is contained in Theorem 39 of Bochner and von Neumann [1935], but it is well concealed. An explicit statement and proof of this result, at least in the separable case, appears in Hurevitsch [1943].

Induced representations for finite groups are part of the original theory of Frobenius and I. Schur. For compact groups $G$ and $H$ when $H$ has infinite index in $G$, any induced representation is infinite dimensional (essentially as a consequence of Problems 7-10), and, although Cartan [1929b] worked with
$L^{2}(G / H)$, general induced representations did not directly form part of the initial representation theory for compact groups. They do occur indirectly on pp. 82-83 of Weil [1940], however: although the infinite-dimensional space is not used, the matrix coefficients of the induced representation are studied, a version of Frobenius reciprocity (Theorem 9.9) is proved, and versions of the results in Problems 7-10 appear there.

The first two sections of Chapter IX prove matters only for $G$ separable, but the theorems are valid without this assumption. Two technical problems need to be addressed. One is that Fubini's Theorem fails for general Borel measurable functions on a compact Hausdorff space; the difficulty is that the integral in the first variable of a Borel measurable function of two variables need not be Borel measurable in the second variable. The remedy for this problem is to use "Baire measurable" functions. The Baire sets are those in the smallest $\sigma$-algebra containing the compact sets that are intersections of countably many open sets, and the Baire measurable functions are the functions measurable with respect to the Baire sets. Fubini's Theorem is valid for Baire measurable functions, and continuous functions are Baire measurable. With a little effort one finds that the use of Baire measurable functions, rather than Borel measurable functions, handles all problems connected with Fubini's Theorem. See Halmos [1974] for details.

The second technical problem concerns separability of the Hilbert space of a representation. Although multiplicities present no problem when defined as cardinal numbers in the nonseparable case, handling the measurability of Hilbert-space-valued functions requires some care. One approach is to insist that each such function take its values in a separable subspace, a condition that is automatically satisfied for continuous functions.

The references for the classical branching theorems in §3 are Weyl [1931], Murnaghan [1938], and Zhelobenko [1962]. Weyl and Murnaghan seem to have been motivated by the breaking of symmetry in quantum mechanics. Weyl's original proof of Theorem 9.14 is the one suggested by Problem 1, and Murnaghan's original proof of Theorem 9.16 is in the same spirit as Weyl's but is a good bit more complicated. Murnaghan handled branching also for the spin groups, the simply connected covers of the rotation groups. The book Boerner [1963] contains an exposition of Theorems 9.14 and 9.16. Zhelobenko's approach to Theorem 9.18 is completely different from the earlier arguments and is motivated by infinitedimensional representation theory.

Kostant did not publish a proof of his branching theorem (Theorem 9.20), but the result was communicated to some of his students. It was understood that the formal proof of the Kostant Multiplicity Formula given by Cartier [1961b] could be made rigorous in the setting of Bernstein-Gelfand-Gelfand [1971] and then could be adapted easily to prove Kostant's branching theorem. Proofs of the result as stated in Theorem 9.20 appear in Lepowsky [1970] and in Goodman-Wallach [1998]. The proof in the present text follows that of Goodman and Wallach. The generalized form of the theorem, in which no assumption is made about regular
elements, is stated and proved in Vogan [1978]. For a different formula of the same general nature as Kostant's, see van Daele [1970].

For a fuller discussion of Riemannian duality in §4, see Helgason [1962] and [1978]. The recognition of iterated branching theorems as useful in analyzing spaces like $K /\left(K \cap M_{0}\right)$ is due to Schmid [1969] and Baldoni Silva [1979].

Goodman-Wallach [1998] gives direct proofs of the classical branching theorems from Kostant's Branching Theorem, using an appropriate passage to the limit in the case of $S p(n)$. The observation in Problem 2 that the multiplicity for $S p(n)$ is given by $\prod_{i=1}^{n}\left(A_{i}+1\right)$ appears in the Goodman-Wallach book.

Theorem 9.50 is due to Lepowsky [1970], and a published announcement appears as Lepowsky [1971]. Lepowsky's proof deals with restriction from $S p(n)$ to $S p(1) \times S p(n-1)$. Although his answer has to be equal to the one in Theorem 9.50, his exact formula is a little different because he works with the partition function built from $\Sigma=\left\{e_{1} \pm e_{j} \mid j \geq 2\right\}$ rather than $\Sigma=\left\{e_{i} \pm e_{n} \mid i \leq n-1\right\}$. The proof in the text of Theorem 9.50 is new, including formulas ( 9.56 ) through (9.58).

To derive Theorem 9.18 from Theorem 9.50, one wants to show that
$\sum_{c_{0}=0}^{\infty}\left(c_{0}+1\right)\left[\mathcal{P}\left(\sum A_{j} e_{j}-c_{0} e_{n}\right)-\mathcal{P}\left(\sum A_{j} e_{j}+\left(c_{0}+2\right) e_{n}\right)\right]=\prod_{i=1}^{n}\left(A_{i}+1\right)$.
The left side is easily seen to be equal to $\sum_{c_{0}=-\infty}^{\infty}\left(c_{0}+1\right) \mathcal{P}\left(\sum A_{j} e_{j}-c_{0} e_{n}\right)$, and the proof that this equals the right side goes by induction on the number of variables. The base case of the induction has $A_{1}=\cdots=A_{n-1}=0$, and the sum has just one term. The inductive step eliminates the first nonzero variable $A_{j}$ by using (9.56) with $\alpha=e_{j}-e_{n}$ and then (9.58) with $\zeta=e_{j}+e_{n}$.

Further work concerning Theorems 9.18 and 9.50 may be found in Hegerfeldt [1967] and Lee [1974]. Lee showed how to prove Theorem 9.50 by Zhelobenko's methods.

Young tableaux date from the investigation of the symmetric group in Young [1901]. Littlewood-Richardson [1934] used them on p. 119 for the statement of the result given as Theorem 9.74 in the text. Littlewood and Richardson did not give a proof, and an incomplete proof was published by Robinson [1938] and reproduced in pp. 94-96 of Littlewood [1940]. Macdonald [1979] completes this proof and credits A. Lascoux and Schützenberger [1977] and Thomas [1974] with finding the first complete proofs. For another treatment, see Sagan [1991].

Theorem 9.75 appears on p. 240 of Littlewood [1940], and Theorem 9.76 appears on p. 295 of the 1950 edition of that book. These proofs are a little hard to understand, and Maliakas [1991] gives an exposition. The method of generating functions that Littlewood uses is explained in detail in Chapter 4 of Sagan [1991]. Two research articles on character generators are Stanley [1980] and King and El-Sharkaway [1984].

Littlewood [1940] also gives a formula for reducing tensor products of representations of $S O(n)$, but this formula involves some cancellation. The 1950 edition points to an analogous formula for reducing tensor products for $S p(n)$.
P. Littlemann introduced a generalization of Young tableaux that applies to all compact connected Lie groups. It is called the "path model," and an important result of the theory is a generalization of Theorem 9.74 to this context. An exposition with proofs appears in Littlemann [1997].

Littlewood's two theorems (Theorems 9.75 and 9.76) make an assumption on the depth of the given representation of the unitary group. "Newell's Modification Rules," discussed in Newell [1951] and King [1971], tell what needs to be done when this assumption does not hold.

Theorem 9.77 deals with restriction in the case of the compact symmetric space $S O(n+m) /((S O(n) \times S O(m))$, for $1 \leq n \leq m$, and the trivial representation on $S O(m)$. It is a special case of the main theorem of Gross-Kunze [1984] and also appears in isolation in Knapp [2001]. Gelbart [1974] proved the combinatorial equality that establishes the formula $\operatorname{dim} V^{\prime}=\operatorname{dim} V^{K_{2}}$ in the proof of Theorem 9.77. The Gross-Kunze theorem specializes also to results analogous to Theorem 9.77 for $U(n+m) /((U(n) \times U(m))$ and $S p(n+m) /((S p(n) \times S p(m))$, again when $1 \leq n \leq m$ with the trivial representation on $U(m)$ or $S p(m)$; these results are stated and proved explicitly in Knapp [2001]. The analysis gets reduced in these other two cases to an analysis for the compact symmetric spaces $(U(n) \times U(n)) / \operatorname{diag} U(n)$ and $U(2 n) / S p(n)$. The first of these latter spaces is addressed by Theorem 9.74, and the second is addressed for some parameters by Theorem 9.76.

The results in Problems 12 and 14 that $L^{2}(K / M)$ decomposes with multiplicity 1 for $S p(n, 1)$ and $U(n, 1)$ are special cases of a result of Kostant [1975b], proved without classification, that $L^{2}(K / M)$ decomposes with multiplicity 1 for all semisimple groups of real rank 1. Problem 17 is taken from Humphreys [1972] and ultimately from Steinberg [1961], and Problems 19-21 are from Parthsarathy and Ranga Rao and Varadarajan [1967]. Problems 25-30 are based on pp. 352-354 of Goodman-Wallach [1998]. Problem 28 produces the 1-dimensional subspaces corresponding to a basis of a representation space for $U(n)$. The basis in question is known as a Gelfand-Tsetlin basis; the paper Gelfand-Tsetlin [1950] shows how to give a concrete realization of each irreducible representation of $U(n)$, and this basis lies behind that paper.

There is a large literature on branching rules, and much of it deals with branching for a compact symmetric space or a family of such spaces. One collection of branching rules deals with seesaw branching, which is discussed in Howe [1995], pp. 115-119. One starts with commuting representations of a group $G$ and a Lie algebra $\mathfrak{g}^{\prime}$ such that $G$ and $\mathfrak{g}^{\prime}$ generate each other's commutant. Suppose that another group $K$ and Lie algebra $\mathfrak{k}^{\prime}$ stand in the same relation and that $K \subset G$ and $\mathfrak{g}^{\prime} \subset \mathfrak{k}^{\prime}$. Then $\left(G, \mathfrak{g}^{\prime}\right)$ and $\left(K, \mathfrak{k}^{\prime}\right)$ are called a seesaw pair. This much information leads to a reciprocity law for multiplicities, and often the consequence is some relationship for multiplicities associated to two distinct compact symmetric spaces. Goodman-Wallach [1998] works out a case that relates $U(k+m) /(U(k) \times U(m))$ to $(U(n) \times U(n)) / \operatorname{diag} U(n)$, for example. Howe [1995] summarizes another case
that relates $S O(k+m) /(S O(k) \times S O(m))$ to $(S p(n) \times S p(n)) / \operatorname{diag} S p(n)$.
In at least one case seesaw branching leads to a relationship between finitedimensional representations in one setting and infinite-dimensional representations in the Riemannian dual of the other setting, specifically $U(m) / S O(m)$ and the noncompact Riemannian dual of $S p(n) / U(n)$. Howe [1995] discusses this case on p. 117, and the papers Deenen-Quesne [1983] and Quesne [1984] contain details.

The literature on branching rules for compact symmetric spaces is not limited to classical groups. Two papers dealing with branching rules for one of the compact symmetric spaces associated to $E_{8}$ are Bélanger [1983] and Wybourne [1984]. Gaskell-Sharp [1981] deals with $G_{2} /(S U(2) \times S U(2))$, which is another compact symmetric space for an exceptional group.

Some work on branching theorems has aimed to get useful algorithms that apply to many cases. Navon-Patera [1967] began such a study in the equal-rank case. Patera-Sharp [1989] gave two algorithms that together allow the determination of general branching rules. Thoma-Sharp [1996] applied this work to the cases of $S p(m+n) /(S p(m) \times S p(n)), S O(2 m+2 n+1) /(S O(2 m) \times S O(2 n+1))$, and $S O(2 m+2 n) /(S O(2 m) \times S O(2 n))$. For a book of tables, see McKay-Patera [1981].

## Chapter X

The notion of "prehomogeneous vector space" was introduced by Mikio Sato in 1969, and Takuro Shintani published course notes from Sato in Japanese in 1970. An English translation of part of these notes ultimately appeared as Sato [1990]. The word "prehomogeneous" is apparently intended to convey a notion of "almost homogeneous"; Sato knew that as soon as there is an open orbit, the open orbit must be dense, a fact that appears as Proposition 10.1 in the text; thus a prehomogeneous vector space in a sense just misses being a homogeneous space of the group. Shintani [1972] includes an introduction to the theory of prehomogeneous vector spaces.

Shintani [1972] gives some insight into the original reasons for studying these spaces, saying, "M. Sato constructed a systematic theory of prehomogeneous vector spaces, and as an application of his results, attached certain 'distribution valued zeta-functions' to prehomogeneous vector spaces satisfying several additional conditions. It was also pointed out by Sato that there would exist certain Dirichlet series with functional equations which are intimately related to them, when [the group] is defined over an algebraic number field." See Sato-Shintani [1974] for more work of this kind. Chapters 2 and 3 of Rubenthaler [1992] give an exposition of these zeta functions. Sato-Kimura [1977] contains a classification, up to a certain kind of equivalence, of prehomogeneous vector spaces that are irreducible in the sense that the representation on the vector space is irreducible.

Rubenthaler [1980] gives some properties of the irreducible spaces, including what is in Problems 5 and 6. Rubenthaler [1992] in his Introduction tells more early history of prehomogeneous vector spaces.

The concrete information about an open orbit in Example 3 of $\S 1$ is based on Korányi-Wolf [1965]. The study of Example 4 is motivated by Gross-Wallach [1994] and [1996], and the techniques in the example are special cases of those in Theorem 10.10 of the text. Although Proposition 10.1 is part of the original work of Sato and appears in Sato-Kimura [1977], the proof predates the statements of the result and is taken from Kostant [1959b]. Proposition 10.2 is an observation of Greenleaf [2000].

Morozov [1942a] stated Theorem 10.3 and gave an incomplete proof; Jacobson [1951] streamlined and completed the proof. Kostant [1959b] discusses this historical fact and some related history. For the text's Lemma 10.4, Jacobson [1935] proved as Lemma 2 that $[A, B]$ is nilpotent if [ $A, B$ ] commutes with $A$. The rest of Lemma 10.4 is from Kostant [1959b], Lemma 3.2. Except for the part of the proof of Theorem 10.3 that imitates the proof of the text's Lemma 5.17, the proof in the text follows Bourbaki [1975], which follows Kostant [1959b].

The terminology " $\mathfrak{s l}_{2}$ triple" is, apart from translation, that of Bourbaki [1975]. Kostant [1959b] does not refer so much to triples and instead uses the term "TDS" for the span of a triple, i.e., a 3-dimensional simple subalgebra.

Malcev [1944] proved that the spans of two $\mathfrak{s l}_{2}$ triples $(h, e, f)$ and $\left(h, e^{\prime}, f^{\prime}\right)$ in a semisimple Lie algebra are necessarily conjugate by an inner automorphism. Dynkin [1952] restated this theorem and went on to classify the conjugacy classes of $\mathfrak{s l}_{2}$ triples. Theorem 10.10 is due to Kostant [1959b], who wrote that the theorem was implicit in Malcev [1944]; Kostant's proof includes the argument that the text gives for Proposition 10.1. Proposition 10.12 is in Dynkin [1952]. As was pointed out in Kostant [1959b] and is noted in Problem 4, it follows from Theorem 10.10 and Proposition 10.11 that there are only finitely many conjugacy classes of nilpotent elements in a complex semisimple Lie algebra. Bourbaki [1975] gives an exposition of some of this material in Chapitre VIII, §11.

Morozov [1942b] stated that the centralizer of a semisimple subalgebra of a semisimple Lie algebra is reductive, and he gave a proof when the subalgebra is 3-dimensional. Springer-Steinberg [1970], pp. 238-239, gave another proof in this case. Jacobson [1951] gave a general proof.

Vinberg [1975b] stated Theorem 10.19 and sketched a proof. Actually Vinberg's proof gives more, providing a parametrization of the orbits of $G^{0}$ on $\mathfrak{g}^{1}$. The exposition in $\S 3$ in the text is based in part on Chapitre 4 of Rubenthaler [1992]. Hints of the parametrization appear also in Bala-Carter [1974] and [1976] and in Pommerening [1977].

Rubenthaler [1992] in addition studies "regular" prehomogeneous vector spaces of parabolic type in detail. Some of this work is in Sato-Kimura [1977], and some of it is in the announcement Rubenthaler [1980]. A regular prehomogeneous vector space $V$ is one for which there exists a "relative invariant," a member of
the symmetric algebra of $V$ that transforms under the group according to a multiplicative character and that satisfies a nondegeneracy property. When the group is reductive, a prehomogeneous vector space is regular exactly when the complement of the open orbit is a hypersurface. When in addition the prehomogeneous vector space is of parabolic type, regularity is equivalent with the condition that the Lie algebra element $H$ of Lemma 10.15 be the $h$ of some $\mathfrak{s l}_{2}$ triple $(h, e, f)$; Problem 7 is the easy direction of this equivalence. Thus, for example, the prehomogeneous vector spaces in Example 4 of $\S 1$ are regular; a relative invariant appears in $\S 4$ as an occurrence of a 1-dimensional representation of $L$.

Vinberg [1976] gives a completely different approach to proving Theorem 10.19. The approach is based on an idea in Richardson [1967]; Richardson was interested in giving a direct proof of Kostant's result on the finiteness of the number of conjugacy classes of nilpotent elements.

The construction at the end of $\S 3$ is meant to tie the subject of the chapter into the topic of "cohomological induction" in infinite-dimensional representation theory. Analysis of the action of the compact group $L$ on $S(\mathfrak{u} \cap \mathfrak{p})$ gives detailed information about the effect of cohomological induction, as is indicated in Theorems 5.35 and 5.64 of Knapp-Vogan [1995]. Wallach [1979] and Gross-Wallach [1996] illustrate the technique.

Theorem 10.23 is classical. Howe [1995], p. 17, gives a little history that begins with a combinatorial identity known to Cauchy. The space $M_{m n}(\mathbb{C})$ may be regarded as $\operatorname{Hom}_{\mathbb{C}}\left(\mathbb{C}^{n}, \mathbb{C}^{m}\right)$ or $\left(\mathbb{C}^{n}\right)^{*} \otimes \mathbb{C}^{m}$, and the theorem then naturally fits into the subject of invariant theory, which is discussed under "Further Topics" in these Notes. The first part of the argument for Theorem 10.23 is taken from GoodmanWallach [1998], and the second part is based on a suggestion by D. Vogan. The text mentions the Borel-Weil Theorem, which is discussed in these Notes under "Further Topics." Rigorous proofs of the full Theorem 10.23 may be found in Howe [1995] and Goodman-Wallach [1998].

Theorem 10.25 is due to Schmid [1969] and generalizes Theorem 10.23. In Schmid's treatment the upper bound on multiplicities amounts to a rigorous version of what, in the case of Theorem 10.23, the text calls the second part of the argument. The paper relies heavily on the identification in Korányi-Wolf [1965], by means of Cayley transforms, of the Silov boundary of the standard realization of a bounded symmetric domain. Schmid proves the lower bound on multiplicities by an elaborate computation with character identities. Wallach [1979] gives an application of the Schmid theorem to infinite-dimensional representation theory.

Theorem 10.26 for $S O(2 m, 2 n)_{0}$ is in Greenleaf [2000]. The tensor-product decomposition in Theorem 10.27 is due to Gross-Wallach [1994] and [1996], who prove this theorem in order to apply it to infinite-dimensional representation theory. Proposition 10.28 is new and is based on an idea in Greenleaf [2000], where a Cayley transform helps in analyzing the action of $L$ on $S(V)$ in cases other than the Hermitian cases.

## Appendix A

The material in $\S \S 1-3$ of this appendix is taken from Knapp [1988], Chapter II. The proofs of Lemma A. 46 and Proposition A. 47 are taken from Bourbaki [1960], p. 18.

## Appendix B

Representations on vector spaces over $\mathbb{R}$ were considered by Cartan but not by Weyl, and the question of their complete reducibility does not seem to have been addressed. Lemma B. 1 and its proof are taken from Helgason [1984], pp. 601-602, and Helgason [1978] in turn quotes Freudenthal and de Vries [1969] on this point.

The decomposition now called the Levi decomposition (Theorem B.2) was announced by Killing [1888-89-90]. In one of the announcements preceding Cartan [1894], Cartan notes errors in Killing's argument but affirms that the result is true. The first published correct proof appears to be the one in Levi [1905], valid over $\mathbb{C}$. Whitehead [1936] gives a proof valid over $\mathbb{R}$ as well; see Jacobson [1962] for an exposition. The semisimple subalgebra is unique up to conjugacy, according to Malcev [1945]. The proof of Theorem B. 2 is from Bourbaki [1960], pp. 89-90, and Fulton-Harris [1991]. A proof of the Malcev theorem also appears in Bourbaki [1960].

The global form of Lie's third theorem in Theorem B. 7 is in Cartan [1930a]. The proof here is taken from lectures by Kostant.

Lie believed but could not prove that every finite-dimensional Lie algebra (over $\mathbb{C}$ ) can be realized as a Lie algebra of matrices. Ado [1935] and [1947] finally proved that Lie's conjecture was correct, at least over $\mathbb{C}$. Ado's Theorem, stated precisely in Theorem B. 8 as being valid over $\mathbb{R}$ or $\mathbb{C}$, is actually valid over any field of characteristic 0 . A proof over $\mathbb{R}$ or $\mathbb{C}$ using differential forms was given by Cartan [1938a]; in the solvable case it actually shows that the Lie algebra can be realized as the linear Lie algebra of a simply connected matrix group. But more is true: as Hochschild [1965], p. 220, shows, if $G$ is a solvable Lie group and $G^{\prime}$ is its commutator subgroup, then $G$ has a one-one matrix representation if and only if $G^{\prime}$ is closed in $G$ and has no nontrivial compact subgroup. The proof of Theorem B. 8 in the text is adapted from Harish-Chandra [1949]. For other interpretations of Harish-Chandra's proof, see Séminaire Sophus Lie [1955], Jacobson [1962], and Bourbaki [1960].

The Campbell-Baker-Hausdorff Formula in Theorem B. 22 has a long history and may be regarded as an effort to sharpen the result in Lemma 1.90a. F. Schur [1891] and [1893] studied the map $(X, Y) \mapsto \exp ^{-1}(\exp X \exp Y)$ in connection with proving that a group with a manifold structure in which multiplication and inversion are $C^{2}$ automatically has a real analytic structure in which the operations are real analytic. The image of any sufficiently small $(X, Y)$ under this map is
$Z(1)$, where $Z=Z(t)$ solves $d Z / d t=\frac{\operatorname{ad} Z}{e^{\text {adZ } Z}-1}(X)$ with $Z(0)=Y$. An exposition of this work of Schur appears in Duistermaat-Kolk [2000], §§1.5-1.6. Campbell [1897] and [1898] conjectured that the value of this mapping should be the sum of $X+Y$ and iterated brackets of $X$ and $Y$. There were two problems in proving such a conjecture. One was to find a suitable context in which one could decompose [ $X, Y$ ] as $X Y-Y X$, and the other was to obtain a formula involving iterated brackets. The second of these problems was solved in Baker [1905], and the first was solved in Hausdorff [1906]. Campbell solved neither of them. Campbell's formula accurately tells what the iterated brackets of $X$ and $Y$ are if one suppresses all terms in which $X$ appears more than once. Bernoulli numbers, which are critical to the correct answer, show up explicitly in Campbell's expression, but their presence is not a surprise in view of F. Schur's formula mentioned above. Lemma B. 26 is due to Campbell; the proof in the text is considerably shorter than Campbell's and is based on the trick used here in proving Lemma 5.17. In the text the problem of finding a suitable context for proving Theorem B. 22 is solved in a stroke by using Ado's Theorem. The manipulations to get the actual formula, starting with Lemma B.27, are essentially those in Baker [1905], except that Baker's infinite series have been truncated and the argument in the text proceeds modulo high-order terms. Dynkin [1950] gave a new proof of the theorem that results in an explicit formula rather than an existence statement. Dynkin's formula essentially writes out the result of applying the text's Proposition B.43, which is taken from Hochschild [1965]. In Hochschild's book this proposition is part of a fairly short algebraic proof of the whole theorem that conceals the historical agonies. One may also consult Bourbaki [1972]. An analytic derivation of Dynkin's formula may be found in $\S 1.7$ of Duistermaat-Kolk [2000]. With all the effort that has gone into the Campbell-Baker-Hausdorff Formula over the years, one might be surprised to find that the result has been largely peripheral to the subject of Lie groups. Even Duistermaat and Kolk, who make a direct line to Dynkin's formula in their first chapter, acknowledge the peripheral nature of the formula by calling the section on its proof an "intermezzo." Rossmann [2002] was able to make the formula more central to the theory, deriving from it the correspondence of an analytic subgroup to each Lie subalgebra.

## Appendix C

The information in $\S \S 1-2$ was all known to Cartan, most of it as early as 1913. For tables giving this information and more, see Bourbaki [1968].

Compact forms of the five exceptional simple Lie algebras over $\mathbb{C}$ may all be described in terms of the octonions. The octonions, also known as the Cayley numbers, form an 8-dimensional nonassociative division algebra over $\mathbb{R}$. Baez [2002] gives a detailed exposition of the octonions and their connection with Lie theory.

Much of the information in §§3-4 appears in Cartan [1927b]. Tables in that paper give $\mathfrak{k}_{0}$, a set of simple roots for $\mathfrak{k}_{0}$, the real rank, the system of restricted roots, and the multiplicities of each restricted root. Cartan's way of obtaining simple roots for $\mathfrak{k}_{0}$ is different from what has been used here; see Murakami [1965] for an exposition. In addition, Cartan [1927b] tells the order of the center of a simply connected group with each Lie algebra.

Wolf [1965] classified those simple real Lie algebras $\mathfrak{g}_{0}$ for which $G / K$ has a reasonable quaternionic structure. In §§3-4 a notation is made which $\mathfrak{g}_{0}$ 's have this property. Any such $\mathfrak{g}_{0}$ has rank $G=\operatorname{rank} K$. There is one such real form $\mathfrak{g}_{0}$ for each complex simple Lie algebra of rank $\geq 2$. The structure can be built from a simple system in which the noncompact simple roots are exactly those simple roots that are nonorthogonal to the largest root. Except in type $A_{n}$, the result is that there is exactly one noncompact simple root. In all cases the largest root, together with its negative, generates an $\mathfrak{s u}(2)$ summand of $\mathfrak{k}_{0}$. For further discussion of this matter, see Alekseevskii [1968], Sudbery [1979], Besse [1987], and Gross-Wallach [1996].

## Further Topics

Realizations of representations of compact Lie groups. Borel and Weil, working together, and also Tits [1955], pp. 112-113, independently discovered an explicit construction of the irreducible representations of compact connected Lie groups. The realizations are geometric ones, in terms of spaces of holomorphic sections of holomorphic line bundles, and the result goes under the name Borel-Weil Theorem. Borel and Weil did not publish their results at the time of their discovery, which was about the end of 1953. However, Borel's collected works contain some notes on the subject written in March 1954 (see Borel [1954]), and Serre lectured on the Borel-Weil Theorem in the Séminaire Bourbaki in May 1954 (see Serre [1954]). An exposition of the theorem appears in Knapp [1986], §V.7, and a different exposition appears in Helgason [1994], §VI.4.3.

At about the same time as the work of Borel-Weil and Tits, Harish-Chandra [1955-56] independently introduced "holomorphic discrete series" representations of semisimple Lie groups $G$ as generalizations of some known representations of $S L(2, \mathbb{R})$. Harish-Chandra's construction, although intended for noncompact groups, works under the assumption of $\S$ VII. 9 that $Z_{\mathfrak{g}}(\mathfrak{c})=\mathfrak{k}$, which is valid in particular whenever $G$ is compact. In this special case Harish-Chandra's construction reduces to the Borel-Weil Theorem.

Bott [1957] generalized the construction in the Borel-Weil Theorem to allow other realizations in spaces of sheaf cohomology sections (or equivalently Dolbeault cohomology sections). This generalization goes under the name Borel-Weil-Bott Theorem, and an exposition appears in Baston-Eastwood [1989]. This theorem is more or less equivalent with an algebraic theorem of Kostant's (see

Kostant [1961] and Cartier [1961a]). See Knapp-Vogan [1995], §§IV.9-11, for an exposition of Kostant's Theorem and for further discussion.

Linear algebraic groups. The possibility of defining matrix groups over fields other than $\mathbb{R}$ and $\mathbb{C}$ has led to a large theory of linear algebraic groups. Some books on this subject are Chevalley [1951] and [1955a], Borel [1969], Hochschild [1971], Humphreys [1975], and Springer [1981]. Borel [2001b] contains several historical essays on algebraic groups.

Representations of reductive Lie groups. The theory in this book leads naturally to the infinite-dimensional representation theory of reductive Lie groups. For orientation, see Knapp [1986]. The first book on the subject was Gelfand-Naimark [1950]. Some other books in this field are Warner [1972a] and [1972b], Vogan [1981], Wallach [1988] and [1992], and Knapp-Vogan [1995]. A book giving a sense of ongoing research is Vogan [1987].

Analysis on symmetric spaces and related spaces. The theory in this book leads naturally also to a field of analysis in settings that involve semisimple or reductive groups. Some of this work, but not all, makes use of some infinite-dimensional representation theory. Some books on the subject are Wallach [1973], Helgason [1984] and [1994], Schlichtkrull [1984], and Varadarajan [1989].

Invariant theory. Classical invariant theory began in the nineteenth century as an attempt to understand functions of various kinds in projective geometry invariant under all homogeneous linear transformations. Weyl [1939] was interested in understanding irreducible representations concretely, and he transformed invariant theory into a testing ground for this concrete knowledge. If $G$ is a group of linear transformations on a complex vector space $V$, one obtains a representation $\sigma$ of $G$ on the algebra $P(V)$ of polynomial functions on $V$ by $(\sigma(g) p)(v)=p\left(g^{-1} v\right)$. The basic problem is to describe the subalgebra $P(V)^{G}$ of $G$ invariant polynomial functions (or, equivalently, the algebra $S(V)^{G}$ of $G$ invariants in the symmetric algebra). A related problem is as follows: if $V^{k}$ and $\left(V^{*}\right)^{l}$ denote direct sums of copies of $V$ and its dual, describe, for all $k$ and $l$, how $\left(V^{*}\right)^{l} \otimes V^{k}$ decomposes into irreducible representations. The First Fundamental Theorem of invariant theory for $G$ for Weyl was an explicit description of generators of $P\left(\left(V^{*}\right)^{l} \otimes V^{k}\right)^{G}$, and the Second Fundamental Theorem was an explicit description of relations. An early publication on the subject is Weyl [1935]. For a recent overview, with some sketches of proofs, see Howe [1995]. Howe shows on pp. 18-19 how Theorem 10.23 in the text can be used as a starting point in obtaining the First Fundamental Theorem for $G=G L(V)$, and he goes on to give other formulations of the First Fundamental Theorem that are more or less equivalent; in later pages he discusses the fundamental theorems for the other complex classical groups. The book Goodman-Wallach [1998] is a concrete treatment of representation theory in the spirit of Weyl [1939] using more recent language than Weyl and expanding, in many instances, on Howe [1995].

Automorphic forms. The classical theory of automorphic forms deals with
functions associated with the quotient $S L(2, \mathbb{R}) / S L(2, \mathbb{Z})$. When a linear algebraic group $G$ can be defined by equations with coefficients in $\mathbb{Z}$, the quotient $G(\mathbb{R}) / G(\mathbb{Z})$ of the set of real solutions of those equations by the set of integer solutions becomes a fertile area for studying number-theoretic questions that are at once of great significance and great difficulty. The subject brings to bear linear algebraic groups, algebraic geometry, and representation theory of reductive groups. Borel [1966] is an introductory article. The book Bailey-Knapp [1997] is a collection of expository articles that introduce some of the goals and early methods. In part these articles describe the Langlands program, a vast array of conjectures and theorems that relate representation theory and Diophantine equations. For more detail one may consult some of the articles in Borel-Mostow [1966] and Borel-Casselman [1979].
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## INDEX OF NOTATION

See also the list of Standard Notation on page xviii. In the list below, Latin, German, and script letters appear together and are followed by Greek symbols, special superscripts, and nonletters.
ad, 24, 30, 291
$\operatorname{ad}_{\mathfrak{g}}(\mathfrak{k}), 248$
A, 374, 455, 481
$A_{i j}, 157$
$A_{M}, 481$
$A_{n}, 150,155,161,180,182,205$, 414, 684
$A_{\mathfrak{p}}, 474$
$A_{\text {split }}, 466$
Ad, 3, 79, 291
Ad $_{\mathfrak{g}}, 79$
Aut $\mathfrak{g}, 100$
$\mathfrak{a}, 370$
$\mathfrak{a}_{0}, 386,455,478,511$
$\mathfrak{a}_{M, 0}, 478$
$\mathfrak{a}_{\mathfrak{p}}, 474$
$\mathfrak{a}_{\mathfrak{p}, 0,} 474$
B, 506
$B(\cdot, \cdot), 36,140,251,293,369$, 446
$B_{n}, 150,155,161,180,182,205$, 414, 684
$B_{\theta}, 355,448$
$(B C)_{n}, 151,185$
$\mathfrak{b}, 284,325,506$
$c_{\mu \nu}^{\lambda}, 600$
$\operatorname{char}(V), 316$
$\mathbf{c}_{\beta}, 389,391$
$\operatorname{Cliff}\left(\mathbb{R}^{n}\right), 341$
$C^{\infty}(M), 69$
$C_{n}, 150,155,161,180,182,205$, 414, 685
$C_{\alpha, \beta}, 350$
$\mathbb{C}_{\lambda-\delta}, 285$
$\mathfrak{c}_{0}, 501$
d, 318
$d_{l} x, 532$
$d_{r} x, 532$
$d^{(\alpha)}, 242$
$d \pi, 16$
$d \Phi_{\mathfrak{p}}, 69$
$\mathbf{d}_{\alpha}, 390,392$
$D_{n}, 150,155,161,180,182,205$, 414, 685
$\operatorname{Der}_{\mathfrak{k}} \mathfrak{b}, 38$
$e, 29$
$e_{i}, 187$
$e_{j}, 124,127,129,183$
$e_{i j}, 70$
$e^{X}, 6,76,77$
$e^{\lambda}, 315$
$e_{*}, 81$
$\exp X, 6,75,76,77$
EI, 420, 423, 425, 707
E II, 416, 425, 708
E III, 416, 425, 513, 709
E IV, 420, 423, 425, 710
E V, 416, 425, 711
E VI, 416, 425, 712
E VII, 416, 425, 429, 513, 713
E VIII, 416, 425, 714
E IX, 416, 425, 715
$E_{6}, 180-182,205,208,687$
$E_{7}, 180-182,205,208,688$
$E_{8}, 180-182,205,208,689$
$E_{i j}, 53,124$
$E_{\alpha}, 140,379$
$E_{\tau}, 560$
$\widetilde{\mathfrak{e}}, 189$
f, 29
$f_{i}, 187$
FI, 416, 425, 429, 716
F II, 416, 425, 426, 429, 717
$F, 466$
$F_{4}, 177,180,182,205,207,691$
$F(T), 497$
$\mathfrak{F}, 189,228$
$\mathfrak{f}, 189$
$\operatorname{gr} A, 222,223,655$
$\operatorname{gr} \varphi, 655$
G, 416, 425, 718
G, 2, 69, 361, 446
$G^{\prime}, 490$
$\widehat{G}, 562$
$G^{0}, 623$
${ }^{0} G, 453$
$G_{2}, 151,161,176,180,182,205$, 209, 345, 692
$G_{c}, 493$
$G_{c}^{\prime}, 493$
$G^{\mathbb{C}}, 437,466$
G/H, 77
$(G, K, \theta, B), 446$
$G_{\text {split }}, 466$
${\underset{\sim}{G}}_{s s}, 250,442,446$
$\widetilde{G}, 88$
$G L(n, \mathbb{C}), 1,26,616$
$G L(n, \mathbb{H}), 111,575$
$G L(n, \mathbb{R}), 1,26,121,553,575$
$\mathfrak{g}, 3,24,69,251$
$\mathfrak{g}_{0}, 35,251,356,446$
$\mathfrak{g}_{0, X}, 134$
$\left(\mathfrak{g}_{0}\right)_{\lambda}, 455$
$\left(\mathfrak{g}_{0}\right)_{(\eta)}, 480,481$
$\left(\mathfrak{g}_{0}\right)^{\text {C }}, 35$
$\left(\mathfrak{g}_{0}, \mathfrak{h}_{0}, \Delta^{+}\right), 397$
$\mathfrak{g}^{j}, 31,617$
$\mathfrak{g}_{j}, 31$
$\mathfrak{g}^{\mathbb{R}}, 35$
$\mathfrak{g}_{\alpha}, 140,253,370$
[ $\mathfrak{g}, \mathfrak{g}], 30$
$\mathfrak{g} / \mathfrak{a}, 30$
$\mathfrak{g l}(n, \mathbb{C}), 5$
$\mathfrak{g l}(n, \mathbb{H}), 58,61$
$\mathfrak{g l}(n, \mathbb{k}), 26$
$\mathfrak{g l}(n, \mathbb{R}), 5$
h, 29
$(h, e, f), 620$
$h_{i}, 187$
H, 488
$H(g), 542$
$H_{c}, 493$
$H_{\alpha}, 140,260$
$\mathbb{H}, 57$
$\mathcal{H}, 300$
$\mathcal{H}_{n}, 308$
$\mathcal{H}^{W}, 301$
$\mathcal{H}_{n}^{W}, 308$
$\mathfrak{h}, 133,140$
$\mathfrak{h}_{0}, 147,386,457$
$\mathfrak{h}, 189$
$i \leq I, 218$
$\operatorname{ind}_{H}^{G} \sigma, 565$
I, 223, 645
$I^{\prime}, 651$
$I=\left(i_{1}, \ldots, i_{p}\right), 218$
$I_{m, n}, 59$
Int $\mathfrak{g}, 101$
$\operatorname{Int}_{\mathfrak{g}}(\mathfrak{k}), 248$
J, 59, 214
$J_{n, n}, 59$
$J_{p}, 93,501$
K, 116, 318, 362, 446
$K^{\mathbb{C}}, 506$
$K_{M}, 481$
$K_{\text {split }}, 466$
k, 24, 33, 640
$\mathbb{K}$, 33
$\mathfrak{k}_{0}, 359,446$
$l, 155,557,563,564$

```
\(l(w), 168,206\)
\(l_{\mathfrak{g}}(V), 134\)
L, 338, 618
\(L(\lambda), 287\)
\(L^{2}(G), 242\)
\(L^{2}(G, V), 563\)
\(L^{2}(G, V, \sigma), 564\)
l, 327, 330, 617
\(\mathfrak{l}_{0}, 338\)
\(m_{\omega}, 329\)
\(m_{\lambda}(\mu), 572,611\)
\(M, 381,456,481\)
\(M_{M}, 481\)
\(M_{n m}(\mathbb{C}), 499\)
\(M_{\mathfrak{p}}, 474\)
\(M_{\text {split }}, 466\)
MAN, 456, 474, 481
\(\mathfrak{m}, 376\)
\(\mathfrak{m}_{0}, 455,478,486\)
\(\mathfrak{m}_{\mathfrak{p}}, 474\)
\(\mathfrak{m}_{\mathfrak{p}, 0}, 474\)
\(N, 374,455,481\)
\(N^{-}, 456\)
\(N_{\mathfrak{g}}(\mathfrak{s}), 29\)
\(N_{M}, 481\)
\(N_{\mathfrak{p}}, 474\)
\(N_{\alpha, \beta}, 351\)
\(\mathcal{N}, 301\)
\(\mathfrak{n}\), 284, 325, 373
\(\mathfrak{n}^{-}, 284\)
\(\mathfrak{n}_{0}, 455,478,486\)
\(\mathfrak{n}_{0}^{-}, 456\)
\(\mathfrak{n}_{M, 0}, 478\)
\(\mathfrak{n}_{\mathfrak{p}}, 474\)
\(\mathfrak{n}_{\mathfrak{p}, 0}, 474\)
\(O(m, n), 115\)
\(O(n), 113,235\)
p, 144, 153
\(P^{+}, 506\)
\(P^{-}, 506\)
\(\mathcal{P}, 301\)
\(\mathcal{P}(\lambda), 315,572\)
\(\mathcal{P}^{\Omega}, 588\)
```

$\mathcal{P}_{\alpha_{1}, \ldots, \alpha_{k}}^{\Omega}, 588$
$\mathfrak{p}^{+}, 505$
$\mathfrak{p}^{-}, 505$
$\mathfrak{p}_{0}, 359,446$
q, 144, 153
Q, 474, 481
$Q^{+}, 315$
$\mathfrak{q}, 325$
$\mathfrak{q}^{-}, 329$
$\mathfrak{q}_{0}, 475,478,486$
$\mathfrak{q}_{\mathfrak{p}, 0}, 475$
$\operatorname{rad} C, 49$
$\operatorname{rad} \mathfrak{g}, 32$
$r, 557$
$R_{\mathfrak{g}}(V), 134$
R, 189
$s_{\alpha}, 148,260$
$\operatorname{sgn} \mu, 611$
$S(\mathfrak{g}), 222,616,645$
$S^{n}(E), 224,616,646$
$\widetilde{S}^{n}(E), 650$
$S L(n, \mathbb{C}), 2,111,369,371,382$,
475
$S L(n, \mathbb{H}), 115,371,382,475$
$S L(n, \mathbb{R}), 2,115,371,382,475$
$S O(m, n), 115,372,382,575$,
617, 635
$S O(n), 2,111,235,252,253$, 270-272, 277, 339, 570, 575, 581, 603, 606
$S O(n, \mathbb{C}), 113$
$S O^{*}(2 n), 115,517,518,575$
$\operatorname{Sp}(m, n), 115,575$
$S p(n), 111,113,571,575,584$, 605, 610
$\operatorname{Sp}(n, \mathbb{C}), 113,616$
$\operatorname{Sp}(n, \mathbb{C}) \cap U(2 n), 113,253,271$
$\operatorname{Sp}(n, \mathbb{R}), 115,517,518,575$
$\operatorname{SU}(m, n), 115,371,382,499$, 517, 632
$S U(n), 2,111,234,252,271$, 276, 340
$S U(n, n) \cap S p(n, \mathbb{C}), 517,518$

| $S U^{*}(2 n), 115$ | $\mathfrak{u}^{*}(2 n), 61$ |
| :---: | :---: |
| $\mathfrak{s l}(n, \mathbb{C}), 5,59,124,150,280$, | $\mathfrak{u}^{-}, 329,330$ |
| 325, 340, 344, 684 | $\mathfrak{u}_{0}, 353$ |
| $\mathfrak{s l}(n, \mathbb{H}), 59,61,417,418,423$, | $V, 149$ |
| 424, 697 | $V_{\lambda}, 130,276$ |
| $\mathfrak{s l}(n, \mathbb{k}), 27$ | $V(\lambda), 285$ |
| $\mathfrak{s l}(n, \mathbb{R}), 5,59,398,417,418$, | $V^{\mathrm{n}}, 298$ |
| 424, 428, 695, 696 | $V^{\mathfrak{u}}, 331$ |
| $\mathfrak{s l}_{\alpha}, 281,289$ | $w\left(e^{\lambda}\right), 316$ |
| $\mathfrak{s o}(m, n), 59,414,419,424,513$, | $w_{0}, 206$ |
| 699, 700, 703, 704 | W, 163 |
| $\mathfrak{s o}(n), 5,58,413$ | $W(G, A), 381,456,484$ |
| $\mathfrak{s o}(n, \mathbb{C}), 59,127,129,150,209$, | $W(G, H), 489$ |
| 280, 339, 340, 343, 344, 684, | $W(G, T), 261$ |
| 685 | $W(\mathfrak{g}, \mathfrak{h}), 163$ |
| $\mathfrak{s o}^{*}(2 n), 59,414,424,426,513$, | $W(\Delta), 163$ |
| 705 | $W(\Delta(\mathfrak{g}, \mathfrak{t}), 261$ |
| $\mathfrak{s p}(m, n), 59,62,414,424,701$ | $W(\Sigma), 381,456$ |
| $\mathfrak{s p}(n), 58,62,413$ | Z, 361 |
| $\mathfrak{s p}(n, \mathbb{C}), 59,128,150,209,685$ | Z(g), 290 |
| $\mathfrak{s p}(n, \mathbb{R}), 59,414,424,513,702$ | $Z_{G}, 250$ |
| $\mathfrak{s u}(m, n), 59,398,414,422,424$, | $Z_{\text {vec }}, 453$ |
| 513, 698 | $Z_{\mathfrak{g}}, 30$ |
| $\mathfrak{s u}(n), 5,59,413$ | $Z_{\mathfrak{g}}(\mathfrak{s}), 29$ |
| $\mathfrak{s u}^{*}(2 n), 61$ | $\mathbb{Z}^{\mathfrak{h}^{*}}, 315$ |
| T, 253, 466, 497 | $\mathbb{Z}\left[\mathfrak{h}^{*}\right], 315$ |
| $T(\mathfrak{g}), 214,643$ | $\mathbb{Z}\left\langle\mathfrak{h}^{*}\right\rangle, 315$ |
| $T^{k}(\mathfrak{g}), 214,643$ | $\alpha, 140$ |
| $T_{n}(\mathfrak{g}), 214$ | $\alpha_{1}, \ldots, \alpha_{l}, 155$ |
| $T_{p}(M), 69$ | $\beta, 140$ |
| t, 376 | $\gamma, 303$ |
| $\mathfrak{t}_{0}, 253,386,464,497$ | $\gamma_{1}, \ldots, \gamma_{s}, 511$ |
| $\mathfrak{t}_{\mathbb{R}}, 260$ | $\gamma_{\mathfrak{n}}^{\prime}, 302$ |
| $\mathfrak{t}_{\mathfrak{p}, 0}, 475$ | $\gamma_{\alpha}, 468,469,497$ |
| U, 493 | $\delta, 168,284,683,686$ |
| $U(m, n), 575$ | $\delta(\cdot), 329$ |
| $U(n), 2,113,234,569,575,577$, | $\Delta, 140,236$ |
| 603, 605, 611, 632 | $\Delta^{+}, 164$ |
| $U(\mathfrak{g}), 214$ | $\Delta(\mathfrak{g}, \mathfrak{h}), 140$ |
| $U_{n}(\mathfrak{g}), 214$ | $\Delta(t), 532$ |
| $\mathfrak{u}$, 327, 330, 617 | $\Delta(\cdot), 329$ |
| $\mathfrak{u}(m, n), 60$ | $\Delta_{K}, 505$ |
| $\mathfrak{u}(n), 5,58$ | $\Delta_{n}, 505$ |

```
\varepsilon(w),316
0,354, 355, 360, 446
\Theta, 362, 443, 449
\iota, 214, 228, 640, 644, 646, 651,
    652
\kappa(g),542
\lambda, 279
\lambda}\mp@subsup{}{}{w},30
\mu\subseteq\lambda,600
\mu(g),542
\xi}, ,254, 264, 334
\pi
\mp@subsup{\omega}{j}{}, 344, 683,686
П, 157, 164
\rho
\sigma, 225,650
\sigma},65
\sigma
\Sigma, 370,455
\Sigma', 373,455
\mp@subsup{\tau}{\lambda}{m}},63
\tau
\varphi\lambda, }27
\Phi* }\omega,52
\chi\lambda, 303, 312
\chi
\omega}, 164,40
\(\Omega, 229,293,313,499,506\)
\((\cdot)^{*}, 57\) (and xviii)
\((\cdot)^{c}, 236,238\)
\((\cdot)^{\mathfrak{k}}, 34,640\)
\((\cdot)^{\mathbb{K}}, 34\)
\((\cdot)^{t}, 216\)
(.) \()^{\perp}, 49\)
*, 557
\(\partial_{\varphi}, 323\)
\(\partial(p), 270\)
[ : ], 561
\([\cdot, \cdot]\) for elements, 4, 24
[ \(\cdot, \cdot]\) for subsets, 24
\(\langle\cdot, \cdot\rangle, 49,144,149,260\)
\(\oplus, 38,103\)
\(\oplus_{\pi}, 39\)
\(\times_{\tau}, 103\)
\(\otimes_{k}, 640\)
\(\otimes, 237,641\)
\(\widehat{\otimes}, 576\)
\(|\cdot|^{2}, 148,149\)
\(\|\cdot\|, 238,556,600\)
\(\|\cdot\|_{2}, 243\)
\(\int_{M}, 525,526\)
\(\bigwedge(E), 651\)
\(\bigwedge_{n}^{n}(E), 235,651\)
\(\widetilde{\bigwedge}^{n}(E), 653\)
```
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abelian Lie algebra, 24, 91
abstract Cartan matrix, 158 irreducible, 159
reducible, 159
abstract Dynkin diagram, 162
abstract root system, 149
irreducible, 150
reduced, 149
reducible, 150
abstract Vogan diagram, 403
acts by automorphisms, 103
adjoint representation, 3, 24, 79, 291
Ado's Theorem, 95, 99, 663
algebra, 24
associated graded, 222
Clifford, 341
exterior, 651
filtered associative, 656
graded associative, 656
Lie, 4, 24
linear Lie, 4, 26
quotient, 30
symmetric, 632, 645
tensor, 214, 644
universal enveloping, 214, 215
Weyl, 231
algebraically integral form, 265, 278
almost-complex structure, 94
alternating-tensor representation, 278, 340
analytic group, 12, 69
analytic manifold, 69
analytic mapping, 69
analytic subgroup, 71
analytically integral form, 264, 334
antisymmetrized tensors, 653
antisymmetrizer, 653
ascending chain condition, 656
associated graded algebra, 222
associated graded map, 225, 655
associated graded vector space, 655
associated split semisimple subgroup, 466
atlas, 12, 92
automorphic form, 780
automorphism, 100
backwards transpose, 209
base space, 82
bilinear form
invariant, 36, 446
nondegenerate, 49
Borel and de Siebenthal Theorem, 409
Borel subalgebra, 325, 345
Borel-Weil Theorem, 779
Borel-Weil-Bott Theorem, 779
bracket, 24
Lie, 4
branching system, 613
branching theorem, 568
Kostant's, 572
Littlewood, 603, 605
Littlewood-Richardson, 601
rotation groups, 570, 581, 582, 606
seesaw, 773
Steinberg's Formula, 611
tensor product, 597, 601
unitary groups, 569, 577, 609
unitary groups over quaternions, 571, 584, 609
Bruhat decomposition, 461
Campbell-Baker-Hausdorff Formula, 669
canonical coordinates
first kind, 76
second kind, 76
canonical generator, 286
canonical homomorphism, 189
canonical map, 214
Cartan composition, 341
Cartan decomposition, 360, 446 global, 362, 447
Cartan involution, 355, 446
global, 362, 449
Cartan matrix, 157
abstract, 158
irreducible abstract, 159
reducible abstract, 159
Cartan subalgebra, 133, 254, 376, 457, 624
maximally compact, 386,393
maximally noncompact, 386,393
Cartan subgroup, 487
maximally compact, 488
maximally noncompact, 488
Cartan's Criterion for Semisimplicity, 50
Cartan's Criterion for Solvability, 50
Cartan-Helgason Theorem, 770
Casimir element, 64, 229, 293
Cauchy-Riemann equations, 92
Cayley number, 778
Cayley transform, 389, 390, 740
center of Lie algebra, 30
centralizer, 29
character, 242,316
infinitesimal, 290, 312, 313
multiplicative, 254
chart, 11, 92
smoothly compatible, 12
Chevalley's Lemma, 169
classical Lie algebra, 56
classical Lie group, 56, 110
classification, 180, 421
Clifford algebra, 341
closed linear group, 2, 69
cohomological induction, 776
commutator ideal, 30
commutator series, 31
compact dimension, 386
compact group, 234
compact Lie algebra, 248
compact real form, 353, 413
compact root, 390
compact symmetric space, 574,575
compactly embedded, 248
completely reducible, $64,296,659$
complex Lie algebra, 59
complex Lie group, 95
complex manifold, 92
complex orthogonal group, 113
complex root, 390
complex semisimple Lie group, 436
complex structure, 92
almost, 94
complexification, 34, 35, 407, 437, 466
conjugate representation, 234
conjugation, 35
contragredient representation, 234, 236, 238, 275, 339
convolution, 557
coset space, 77,84
covering group, 85
universal, 88
Covering Homotopy Theorem, 82
covering map, 82
covering space, 82
universal, 83
critical point, 527
critical value, 527
cuspidal parabolic subgroup, 485
deck transformation, 83
decomposition
Bruhat, 461
Cartan, 360, 446
global Cartan, 362, 447
Harish-Chandra, 506
Iwasawa, 373, 374, 455
Jordan, 52
K AK, 459
Langlands, 478, 481
Levi, 660
polar, 117
restricted-root space, 370
root-space, 125, 140, 254
weight-space, 130
degree, 242
depth of a highest weight, 599
derivation, 24, 40, 100, 645, 663
determinant of Cartan matrix, 206, 267, 335
determinant of complex matrix, 60
determinant of quaternion matrix, 112
diagonable, xviii
diagram, 599
abstract Dynkin, 162
abstract Vogan, 403
Dynkin, 160
Ferrers, 599
Satake, 767
Vogan, 397
differential, 69
differential form
left invariant, 530
positive, 526
right invariant, 530
differential operator, left invariant, 230
dimension, 12, 92
direct product of Lie groups, 103
direct sum, external, 38
direct sum, internal, 38
direct sum of Lie algebras, 38
Dixmier, 290
dominant, 168
double line, 176
dual vector space, 641
Dynkin diagram, 160
abstract, 162
elementary sequence, 41
end of branching system, 613
Engel's Theorem, 46
enveloping algebra, 214, 215
equal rank, 574
equivalent, $62,81,82,235,239$
unitarily, 559
evaluation, 323
evenly covered, 82
exact sequence, 317
Existence Theorem, 199, 403
exponential map, 75
exponential of matrix, 6, 76
exterior algebra, 651
extreme weight, 280
Ferrers diagram, 599
fiber-preserving map, 82
filtered associative algebra, 656
filtered vector space, 654
finite-dimensional representation, 234, 238
flag, invariant, 44
form
algebraically integral, 265, 278
analytically integral, 264, 334
compact real, 353, 413
inner, 430, 519
invariant bilinear, 36,446
Killing, 36
left-invariant differential, 530
nondegenerate bilinear, 49
nonnegative integral, 599
positive differential, 526
quasisplit real, 430, 519, 694
real, 35
real split, 426
right-invariant differential, 530
split real, 352, 377
free Lie algebra, 188, 228
Frobenius reciprocity, 565
Fubini's Theorem, 558, 564, 771
fundamental basis, 757
fundamental group, 81
fundamental representation, 344
fundamental weight, $344,683,686$
Gelfand-Tsetlin basis, 773
general linear group, 1, 26
generalized weight space, 130, 276
generalized weight vector, 130, 276
global Cartan decomposition, 362, 447
global Cartan involution, 362, 449
good ordering, 505
graded associative algebra, 656
graded Lie algebra, 617, 626
graded vector space, 654
Gram-Schmidt process, 369
Greenleaf, 635
Gross-Wallach, 636
Haar measure, 239, 240, 531, 532, 535
Harish-Chandra class, 447
Harish-Chandra decomposition, 506
Harish-Chandra integration formula, 552
Harish-Chandra isomorphism, 303, 304
harmonic, 271, 339
Heisenberg Lie algebra, 28, 120, 121, 231
Helgason's Theorem, 544, 596, 769
Hermitian $G / K, 499,513,617$
highest weight, 279
highest weight module, 284
highest weight vector, 284
Hilbert Basis Theorem, 657
Hilbert's fifth problem, 755
holomophically compatible, 92
holomorphic function, 92
holomorphic induction, 634
homogeneous ideal, 646
homogeneous space, 77
homogeneous tensor, 643
homomorphism, 18, 24, 72
local, 73
ideal, 24
commutator, 30
largest nilpotent, 48, 119
largest solvable, 32
imaginary root, 390
increasing tuple, 218
induced representation, 565 holomorphic, 634
induction in stages, 567
infinitesimal character, 290, 312, 313
inner automorphism, 446
inner form, 430, 519
integral curve, 75
integral form
algebraically, 265, 278
analytically, 264, 334
nonnegative, 599
interleaves, 613
invariant bilinear form, 36, 446
invariant flag, 44
invariant inner product, 249
invariant subspace, $44,62,234,239,559$
invariant theory, 780
invariants under $\mathfrak{n}, 298$
invariants under $\mathfrak{u}$, 331, 339
involution, 354
Cartan, 355, 446
global Cartan, 362, 449
irreducible abstract Cartan matrix, 159
irreducible abstract root system, 150
irreducible prehomogeneous vector space, 774
irreducible representation, 62, 239, 559
multiplicity of, 243, 561
isomorphic abstract Cartan matrices, 158
isomorphic abstract root systems, 150
Isomorphism Theorem, 196, 399
Iwasawa decomposition, 373, 374, 455
Jacobi identity, 4, 24
Jacobson-Morozov Theorem, 620
Jordan decomposition, 52
KAK decomposition, 459
Killing form, 36, 50, 249
Kostant Multiplicity Formula, 322
Kostant partition function, 315, 572
Kostant's Branching Theorem, 572
Langlands decomposition, 478, 481
Langlands program, 767, 781
largest nilpotent ideal, 48, 119
largest solvable ideal, 32
lattice, 266
leading term, 657
left Noetherian, 227, 657
left-invariant differential form, 530
left-invariant differential operator, 230
left-invariant vector field, 25, 69
left-regular representation, 556, 563, 564
length function, 168,206
Lepowsky, 585
level of a root, 155
level of branching system, 613
Levi decomposition, 660
Levi factor, 328
lexicographic ordering, 155
Lie algebra, 4, 24
1-dimensional, 27
2-dimensional, 27
3-dimensional, 28, 121
abelian, 24, 91
center, 30
classical, 56
compact, 248
complex, 59
direct sum, 38
free, 188, 228
graded, 617, 626
Heisenberg, 28, 120, 121, 231
linear, 4,26
nilpotent, 28, 31, 46
of a Lie group, 25, 69, 70
of a Lie group of matrices, 4, 26
quasisplit, 430, 519, 694, 706
reductive, 56, 57, 249
semidirect product, 39
semisimple, 32, 50, 54
simple, 28, 32
solvable, 28, 31, 40, 50
split solvable, 28, 45
Lie bracket, 4, 24
Lie group, $12,69,751$
classical, 56, 110
complex, 95
complex semisimple, 436
direct product, 103
nilpotent, 105, 107
reductive, 105, 446
semidirect product, 103
semisimple, 105, 110
solvable, 105
unimodular, 535
Lie subalgebra, 24
Lie's Theorem, 42, 44
Lie's Third Theorem, 662
linear algebraic group, 780
linear extension, 640
linear group
closed, 2, 69
general, 1, 26
special, 2, 27, 111, 113
linear Lie algebra, 4, 26
Littlewood, 603, 605, 635
Littlewood-Richardson coefficients, 600
local homomorphism, 73
locally simply connected, 83
loop, 81
lower central series, 31
lower-dimensional set, 529
Malcev-Kostant, 623
manifold
analytic, 69
complex, 92
oriented, 523
real analytic, 99
smooth, 12, 69
Map-lifting Theorem, 82
matrix
abstract Cartan, 158
Cartan, 157
coefficient, 242
irreducible abstract Cartan, 159
orthogonal, 113
reducible abstract Cartan, 159
rotation, 2
skew Hermitian, 58
skew symmetric, 26, 58
symplectic, 113
trace zero, 27, 59
unitary, 2, 113
maximal compact subgroup, 362, 446
maximal torus, 252,255
maximally compact Cartan subalgebra, 386, 393
maximally compact Cartan subgroup, 488
maximally noncompact Cartan subalgebra, 386, 393
maximally noncompact Cartan subgroup, 488
maximum condition, 656
measure zero, 527
minimal parabolic subalgebra, 475
minimal parabolic subgoup, 481
modular function, 532
multiplication-by- $i$ mapping, 93
multiplicative character, 254
multiplicity
of a weight, 322, 612
of an irreducible representation, 243, 561
Murnaghan, 570
$n$-fold tensor product, 643
natural, 642
Newell's Modification Rules, 603
nilpotent element, 620
nilpotent Lie algebra, 28, 31, 46
nilpotent Lie group, 105, 107
nilpotent radical, 328
Noetherian, 227, 657
noncompact dimension, 386
noncompact Riemannian dual, 575
noncompact root, 390
nondegenerate bilinear form, 49
nonnegative integral form, 599
normalizer, 29
octonion, 778
Operation \#1, 171
Operation \#2, 171, 173
order of Weyl group, 207
ordering
good, 505
lexicographic, 155
simple, 155, 217, 648
orientation preserving, 529
oriented, 523
orthogonal group, 26, 113
complex, 113
orthogonal matrix, 113
oscillator group, 120
outer tensor product, 576
parabolic subalgebra, 325,475
minimal, 475
parabolic subgroup, 481
cuspidal, 485
minimal, 481
parabolic type, 628
partition function, 315, 572, 588
path, 81
Path-lifting Theorem, 82
pattern of Young tableau, 613
Peter-Weyl Theorem, 245
Poincaré-Birkhoff-Witt Theorem, 188, 217
polar decomposition, 117
polydisc, 92
polynomial representation, 599
positive chart, 524
positive differential form, 526
positive number, xviii
positive root, $125,154,481$
positivity, 154
prehomogeneous vector space, 616
irreducible, 774
parabolic type, 628
regular, 775
Principal-axis Theorem, 210
pullback, 524
quasisplit Lie algebra, 430, 519, 694, 706
quasisplit real form, 430, 519, 694
quaternion, 57
quaternionic $G / K, 694,706,779$
quotient algebra, 30
quotient group, 77
quotient map, 77, 84
quotient representation, 44
quotient space, 77,84
radical, 32, 49
nilpotent, 328
rank, 138, 254, 376, 490
equal, 574
real, 424, 470
real form, 35
compact, 353, 413
quasisplit, 430, 519, 694
split, 352, 377, 426
real rank, 424, 470
real-analytic function, 98
real-analytic manifold, 99
reduced abstract root system, 149
reduced root, 152, 185
reducible abstract Cartan matrix, 159
reducible abstract root system, 150
reductive Lie algebra, 56, 57, 249
reductive Lie group, 105, 446
reflection, root, 148, 260
regular element, 134, 490, 547
regular prehomogeneous vector space, 775
representation, 41, 130, 274
1-dimensional, 250
adjoint, 3, 24, 79, 291
alternating-tensor, 278, 340
completely reducible, 64,296
conjugate, 234
contragredient, 234, 236, 238, 275, 339
finite-dimensional, 234, 238
fundamental, 344
induced, 565
irreducible, 62, 239, 559
left regular, 556, 563, 564
multiplicity of an irreducible, 243, 561
of $\mathfrak{s l}(2, \mathbb{C}), 62,64,120$
polynomial, 599
quotient, 44
right regular, 557
spin, 343
standard, 234, 235
trivial, 234
unitary, 239, 556
restricted root, 370, 455
simple, 427
restricted weight, 544
restricted-root space, 370
restricted-root space decomposition, 370
restricted-root vector, 370
restricted-weight space, 544
restricted-weight vector, 544
restriction in stages, 566
Riemannian dual, noncompact, 575
right-invariant differential form, 530
right-regular representation, 557
root, 124, 140, 191, 254, 481
compact, 390
complex, 390
imaginary, 390
noncompact, 390
of $(\mathfrak{g}, \mathfrak{a}), 370,455,481$
positive, 125, 154
real, 390
reduced, 152, 185
reflection, 148, 260
restricted, 370, 455
simple, 155
simple restricted, 427
space, 191, 481
string, 144,152
system
abstract, 149
irreducible abstract, 150
reduced abstract, 149
reducible abstract, 150
vector, 140,254
root-space decomposition, 125, 140, 254
rotation group, 2, 111
rotation matrix, 2
Sard's Theorem, 527
Satake diagram, 767
Schmid, 634

Schur orthogonality relations, 241
Schur's Lemma, 65, 240, 275
Second Isomorphism Theorem, 31
seesaw branching, 773
seesaw pair, 773
semidirect product
external, 39
internal, 38
of Lie algebras, 39
of Lie groups, 103
semisimple Lie algebra, 32, 50, 54
semisimple Lie group, 105,110
complex, 113, 436
separable topological group, 12,83
Serre relations, 188, 189
simple Lie algebra, 28, 32
simple ordering, 155, 217, 648
simple restricted root, 427
simple root, 155
simple system, 164, 381
simply connected, 74, 81
locally, 83
singular element, 490
skew-Hermitian matrix, 58
skew-symmetric matrix, 26,58
$\mathfrak{s l}_{2}$ triple, 620
smooth curve, 2
smooth function, 12
smooth manifold, 12, 69
smooth mapping, 69
smooth vector field, 25,69
left invariant, 25, 69
smoothly compatible, 12
solvable Lie algebra, 28, 31, 40, 50
solvable Lie group, 105
special linear group, 2, 27, 111, 113
special unitary group, 2,111
spherical function, 763
spin representation, 343
split component, 453
split real form, 352, 377, 426
split-solvable Lie algebra, 28, 45
standard generators, 187
standard representation, 234, 235
Steinberg's Formula, 611
string containing, 144, 152
strong continuity, 556
strongly orthogonal, 396
subalgebra, 24
Borel, 325, 345
Cartan, 133, 254, 376, 457, 624
maximally compact Cartan, 386, 393
maximally noncompact Cartan, 386, 393
minimal parabolic, 475
parabolic, 325, 475
subgroup
analytic, 71
associated split semisimple, 466
Cartan, 487
cuspidal parabolic, 485
maximal compact, 446
maximally compact Cartan, 488
maximally noncompact Cartan, 488
minimal parabolic, 481
parabolic, 481
support, 315
symbols of a highest weight, 601
symmetric algebra, 632, 645
symmetric space, 763,780
compact, 574, 575
symmetrization, 225
symmetrized tensors, 650
symmetrizer, 650
symplectic group, 27, 113
symplectic matrix, 113
tangent space, 69
tangent vector, 69
Taylor's theorem, 77
tensor algebra, 214, 644
tensor product
of linear maps, 34
of polynomial representations, 600, 601
of representations, 237, 274, 597, 611
outer, 576
of vector spaces, 33,640
$n$-fold, 643
triple, 641
Theorem of the Highest Weight, 279, 335
topological group, 2
compact, 234
separable, 12,83
torus, 91,251
maximal, 252, 255
trace zero matrix, 27, 59
transformation group, 751
transpose, xviii, 216
triality, 520, 769
triple line, 176
triple point, 176
triple tensor product, 641
trivial representation, 234
unimodular Lie group, 535
unital, 216, 656
unitarily equivalent, 559
unitary group, 2,113
over quaternions, 112, 113
special, 2, 112
unitary matrix, 2,113
unitary operator, 556
unitary representation, 239,556
unitary trick, 314, 443
universal covering group, 88
universal covering space, 83
universal enveloping algebra, 214, 215
universal mapping property, $33,215,228$, 286, 640, 641, 644, 645, 646, 651

Vandermonde determinant, 340, 621, 730
Vandermonde matrix, 311, 730
vector field
left invariant, 25, 69
smooth, 25, 69
Verma module, 285, 341
Vinberg's Theorem, 628
Vogan diagram, 397
abstract, 403
weight, 130, 159, 177, 276, 284
extreme, 280
fundamental, 344, 683, 686
highest, 279
multiplicity of, 322, 612
restricted, 544
space, 276, 284
generalized, 130, 276
vector, 276, 284
generalized, 130, 276
highest, 284
weight-space decomposition, 130
Weyl, 569
Weyl algebra, 231
Weyl Character Formula, 319, 338, 551
Weyl denominator, 318
Weyl Denominator Formula, 319
Weyl dimension formula, 323
Weyl group, 163, 261, 456, 484, 489 order of, 207
Weyl Integration Formula, 550
Weyl's Theorem, 268
Weyl's unitary trick, 314, 443
Young tableau, 613
Zhelobenko, 571

## Corrections as of June 30, 2023, to Lie Groups Beyond an Introduction, Second Edition

The following is a list of all corrections and appropriate remarks reported by June 30, 2023, concerning Lie Groups Beyond an Introduction, Second Edition. Among them are a number of significant ones pointed out by Sigurdur Helgason and Meyer Landau. The list is in three parts: "Short Corrections," "An Addition" for page 248, and "A Long Correction" for pages 769-770.

These corrections have not been implemented in pages 1-812 of Lie Groups Beyond an Introduction, Digital Second Edition.

## Short Corrections

Page 6, line -2 . Change " $\sum_{n=0}^{\infty} "$ to " $\sum_{N=0}^{\infty} "$.
Page 7, line -1 . Change " $\sum_{N=0}^{\infty} "$ to " $\sum_{N=1}^{\infty} "$ in two places.
Page 42, line 13. Change "Proposition 1" to "Proposition 1.10".
The next correction is optional, since it amounts to the insertion of two remarks that are otherwise not needed in the text.

Page 50, insert the following after the proof of Proposition 1.43:
"Remark. Whether or not $C$ is nondegenerate, it is still true that

$$
\operatorname{dim} U+\operatorname{dim} U^{\perp} \geq \operatorname{dim} V
$$

In fact, going over the proof of Proposition 1.43 shows that the equality $\operatorname{ker} \psi=U^{\perp}$ is still valid. Hence

$$
\begin{aligned}
\operatorname{dim} V=\operatorname{dim}(\operatorname{domain}(\psi)) & =\operatorname{dim}(\operatorname{ker}(\psi))+\operatorname{dim}(\operatorname{image}(\psi)) \\
& \leq \operatorname{dim} U^{\perp}+\operatorname{dim} U^{*}=\operatorname{dim} U^{\perp}+\operatorname{dim} U
\end{aligned}
$$

and the inequality follows."
Also insert the following after the proof of Corollary 1.44:
"Remark. Whether or not $C$ is nondegenerate, it is still true that $V=U \oplus U^{\perp}$ if and only if $\left.C\right|_{U \times U}$ is nondegenerate. In fact, if $V=U \oplus U^{\perp}$, then $U \cap U^{\perp}=0$ and the equality $U \cap U^{\perp}=\operatorname{rad}\left(\left.C\right|_{U \times U}\right)$ of (1.42) shows that $\left.C\right|_{U \times U}$ is nondegenerate. Conversely if $\left.C\right|_{U \times U}$ is nondegenerate, then $U \cap U^{\perp}=0$ by (1.42). From the previous remark we see that

$$
\operatorname{dim}\left(U+U^{\perp}\right)=\operatorname{dim} U+\operatorname{dim} U^{\perp}-\operatorname{dim}\left(U^{\perp} \cap U\right) \geq \operatorname{dim} V-0=\operatorname{dim} V
$$

and thus $U+U^{\perp}=V$. Hence $V=U \oplus U^{\perp}$."

Page 56, line 12. Change "of the maximum possible dimension" to "with the maximum possible dimension".
Page 64, line 2. Change " $\pi(\mathfrak{s l}(2, \mathbb{C})$ " to " $\pi(\mathfrak{s l}(2, \mathbb{C}))$ ".
Page 72, line -7 . Change "the image of $\Phi$ " to "the image of the identity component of $G$ under $\Phi$ ".

Page 90, last line of statement of Proposition 1.101. Change " $D$ of $G$ " to " $D$ of $\widetilde{G}$ ".

The next correction is optional, since it amounts to the insertion of a remark that is otherwise not needed in the text.

Page 110, insert the following after the end of the proof of Proposition 1.43:
"The above argument, starting with the words To complete the proof of the theorem proves that the exponential map is everywhere regular when the Lie algebra is nilpotent. An alternative approach to this question is to establish the following general formula for the differential of the exponential map:

$$
(d \exp )_{X}=d\left(L_{\exp X}\right)_{1} \circ \frac{1-e^{-\operatorname{ad} X}}{\operatorname{ad} X}
$$

When the Lie algebra is nilpotent, each $\operatorname{ad} X$ is nilpotent. Consequently $\frac{1-e^{-\operatorname{ad} X}}{\operatorname{ad} X}$ is everywhere nonsingular, and the differential is everywhere one-one onto."

Page 150, table (2.43). With $A_{n}$, change the condition " $\sum a_{i} e_{i}=0$ " to " $\sum a_{i}=0$ ". Page 153, line -4 . Change "strict equality" to "strict inequality".
Page 172, line 15. Change subscript " $\alpha_{i+1}$ " to subscript " $\alpha_{j}$ ".
Page 232, line 13. Change " $H(V)$ of" to " $H(V)$ on".
Page 237, line 10. Change "which another element" to "which is another element".

Page 241, line 10. Change " $V$ " to " $V$ '" at the end of the line.
Page 248, line 13. Conrado Lacerda has pointed out that the words "It follows from Theorem 4.20 that" need some elaboration. Thus change "Theorem 4.20 " on line 13 to "Corollary 4.21a", and insert the statement and proof of Corollary 4.21a, which are given in the section "An Addition" later in this list of corrections, between lines 3 and 4 on page 248 .
Page 259, line -5 . Change "of $A_{0}$, some" to "of $A$, some".
Page 267. Replace the proof of Proposition 4.67 by the following:
"Proof. Let $\varphi: \widetilde{G} \rightarrow G$ be the quotient homomorphism, let $Z$ be the kernel, let $\widetilde{T}$ be a maximal torus of $\widetilde{G}$, and let $T=\varphi(\widetilde{T})$. Corollary 4.47 shows that $\left.\varphi\right|_{\widetilde{T}}$ has kernel $Z$. Consequently the mapping $\varphi^{*}$ of the group $\widehat{T}$ of multiplicative characters of $T$ into the group $\widetilde{\widetilde{T}}$ given by $\varphi^{*}(\chi)=\chi \circ \varphi$ is a one-one homomorphism such that the index of $\varphi^{*}(T)$ in $\widehat{\widetilde{T}}$ is at most the order $|Z|$ of $Z$. On the other hand,
if $\sigma$ is any member of the group $\widehat{Z}$ of multiplicative characters of $Z$, then some multiplicative character $\tau$ of $\widetilde{T}$ has $\left.\tau\right|_{Z}=\sigma$. (This can be seen as follows: The set of restrictions $\left.\tau\right|_{Z}$ is a subgroup $\widehat{Z}_{1}$ of $\widehat{Z}$. If $\widehat{Z}_{1}$ is a proper subgroup, then its linear span is a set of functions on $Z$ of dimension $<|Z|$. However, the members of $\widehat{\widetilde{T}}$ separate points of $\widetilde{T}$, and the Stone-Weierstrass Theorem implies that their linear span, when restricted to any finite subset of $\widetilde{T}$, yields all functions on that set.) Consequently the index of $\varphi^{*}(\widehat{T})$ in $\widehat{\widetilde{T}}$ is at least $|Z|$. Therefore it equals $|Z|$. Application of Proposition 4.58 translates this conclusion into the desired conclusion about analytically integral forms."

Page 278, line 5. Change " $\left(x_{2 j-1} \pm x_{2 j}\right)$ " to " $\left(x_{2 j-1} \pm i x_{2 j}\right)$ ".
Page 283, line 5. Change " $\varphi(U(\mathfrak{g}))$ " to " $\left(\varphi \oplus \varphi^{\prime}\right)(U(\mathfrak{g}))$ ".
Page 283, line 6. Change " $\varphi$ " to " $\varphi \oplus \varphi^{\prime}$ ".
Page 292, proof of Proposition 5.21. At the end of the second display, change the period to a comma. Change "Then (a) follows from Proposition 1.91, and (b) follows from Corollary 1.85 " to "the second inequality following from Proposition 1.91. This proves (a), and (b) follows from Corollary 1.85 ".

Page 295, line -5 . Change "(Proposition 5.1)" to "(in the formulation of Corollary 5.2)".
Page 300, line -5 . Change " $\left.\lambda^{w}(H)=\lambda\left(H^{w^{-1}}\right)\right)$ " to " $\left.(w \lambda)(H)=\lambda\left(w^{-1} H\right)\right) "$.
Page 305, line 6. Change "is related in" to "is related to".
Page 306, line 2. Change the displayed line from
$" H_{\delta}^{m} E_{\beta_{1}}^{r_{1}} \cdots E_{\beta^{k}}^{r_{k}} \bmod U^{m+\sum r_{j}-1}(\mathfrak{g}) "$ to $" H_{\delta}^{m} E_{\beta_{1}}^{r_{1}} \cdots E_{\beta_{k}}^{r_{k}} \bmod U_{m+\sum r_{j}-1}(\mathfrak{g}) "$.
Page 306, line -4 . Change " $-\beta_{n}$ " to $"-\beta_{k}$ ".
Page 311, line -4 . Change " $n H_{\nu}^{n-1} H_{\nu^{\prime}}$ to " $n H_{\nu}^{n-1} H_{\nu^{\prime}}+C H_{\nu^{\prime}}^{n}$,", and insert on the next line at the left margin the line "where $C$ is the constant $\sum_{j=0}^{n} c_{j} j^{n}$ ".
Page 312 , line -1 . Change " $\mathcal{H}$ " to " $Z(\mathfrak{g})$ ".
Page 313, line -6 . Change " $|\lambda-\delta|^{2}-|\delta|^{2} "$ to " $|\lambda+\delta|^{2}-|\delta|^{2}$ ".
Page 314, line -10 . Change " 1.65 " to " 1.66 ".
Page 316, line 8. Change " $\nu-\lambda_{0}-\mu_{0}$ " to " $\lambda_{0}+\mu_{0}-\nu$ ".
Page 316, line 10. Change " $\mathcal{P}\left(\nu-\lambda_{0}-\mu_{0}\right)$ " to " $\mathcal{P}\left(\lambda_{0}+\mu_{0}-\nu\right)$ ".
Page 318, display (5.70). Change " $\left(V_{1} \otimes V_{2}\right)$ " to "char $\left(V_{1} \otimes V_{2}\right)$ ".
Page 321, line 11. Change "image $\varphi$ " to " $\varphi\left(V(\mu)^{m}\right)_{\mu-\delta}$ ".
Page 323, line 5. Change "For $H \in \mathfrak{h}^{*}$ " to "For $H \in \mathfrak{h}$ ".
Page 336, paragraph 5, line 1. Change "Let $\widetilde{G}$ be the universal covering group of $G "$ to Let $\widetilde{G}$ be the universal covering group of $G$, and identify the Lie algebra of $\widetilde{G}$ with the Lie algebra $\mathfrak{g}_{0}$ of $G$ via the differential of the covering map."
Page 355, line 4. Change "Let $B$ be" to "Let $\mathfrak{g}_{0}$ be a real semisimple Lie algebra, and let $B$ be".

Page 355, line 11. Change period to comma at the end of the display, and add afterward the text "the inequality being strict if $X \neq 0$."

Page 366, line 2. Change "Because of (6.37)" to "Because of (6.38)".
Page 379, between the statement of Proposition 6.52 and the proof. Insert the following:
"REMARK. In (b) the existence of a restricted root is actually equivalent with the existence of a Lie subalgebra of $\mathfrak{g}$ isomorphic to $\mathfrak{s l}(2, \mathbb{R})$. Indeed, if there is no restricted root, then $\mathfrak{a}=0$. Thus $\mathfrak{p}=0$ and $\mathfrak{g}=\mathfrak{k}$. By Proposition 6.28, $\mathfrak{g}$ is isomorphic to a Lie subalgebra of some $\mathfrak{s o}(n)$. An analytic subgroup of $S O(n)$ whose Lie algebra is isomorphic to $\mathfrak{s l}(2, \mathbb{R})$ would have to be a closed subgroup of the compact group $S O(n)$ by Proposition 7.9 in the next chapter, and there is no such subgroup."

Page 455, line 4 of statement of Proposition 7.29. Change " $k \in K_{s s}$ " to $" k \in\left(K \cap G_{s s}\right)$ ".

Page 463, line 8 of "Proof of Existence in Theorem 7.40." Change " $\mathfrak{a}_{0} \oplus \mathfrak{m}_{0}$ " to " $\mathfrak{a}_{0} \oplus \mathfrak{n}_{0}$ ".

Page 488, proof of Proposition 7.90a. Change this so as to read:
"(a) If $\mathfrak{h}_{0}$ is maximally noncompact, then $\mathfrak{a}_{0}$ is a maximal abelian subspace of $\mathfrak{p}_{0}$, and $\mathfrak{h}_{0}=\mathfrak{a}_{0} \oplus \mathfrak{t}_{0}$, where $\mathfrak{t}_{0}=Z_{\mathfrak{k}_{0}}\left(\mathfrak{a}_{0}\right)$. If $M=Z_{K}\left(\mathfrak{a}_{0}\right)$ as in Section 5 , then Proposition 7.33 gives $G=M G_{0}$, and Proposition 7.49 gives $M=Z_{M}\left(\mathfrak{t}_{0}\right) M_{0}$. The Cartan subgroup $H$ is reductive and thus has the form $H=Z_{G}\left(\mathfrak{a}_{0}\right) \cap Z_{G}\left(\mathfrak{t}_{0}\right)=$ $M A \cap Z_{G}\left(\mathfrak{t}_{0}\right)$. Intersecting both sides with $K$ gives $H \cap K=M \cap Z_{K}\left(\mathfrak{t}_{0}\right)=Z_{M}\left(\mathfrak{t}_{0}\right)$. Substituting for $Z_{M}\left(\mathfrak{t}_{0}\right)$ into the formula for $M$ and using the result in the formula for $G$ gives $G=M G_{0}=Z_{M}\left(\mathfrak{t}_{0}\right) M_{0} G_{0}=(H \cap K) G_{0}$, and (a) follows."

Page 495, last paragraph. Replace this with:
"We are left with proving that any regular element $X_{0}$ of $\mathfrak{h}$ has $Z_{G_{c}}\left(X_{0}\right)=H_{c}$. Let $x \in G_{c}$ satisfy $\operatorname{Ad}(x) X_{0}=X_{0}$. The Bruhat decomposition of $G_{c}$ given in Theorem 7.40 shows that there exists an element $s$ in $N_{K}(\mathfrak{a})$ with $x$ in the $M A N$ double coset MANsMAN within $G$. Write $x=\left(m_{1} a_{1} n_{1}\right) s\left(n_{2} a_{2} m_{2}\right)$. Then $\operatorname{Ad}\left(m_{1} a_{1} n_{1}\right) \operatorname{Ad}(s) \operatorname{Ad}\left(n_{2} a_{2} m_{2}\right) X_{0}=X_{0}$, and $\operatorname{Ad}(s) \operatorname{Ad}\left(n_{2} a_{2} m_{2}\right) X_{0}=$ $\operatorname{Ad}\left(m_{1} a_{1} n_{1}\right)^{-1} X_{0}$. Since $G_{c}$ is complex, $M$ and $A$ fix $X_{0}$, and thus $\operatorname{Ad}\left(n_{1}^{-1}\right) X_{0}=$ $\operatorname{Ad}(s) \operatorname{Ad}\left(n_{2}\right) X_{0}$. Theorem 1.127 shows that exp carries $\mathfrak{n}_{0}$ onto $N$, and hence $\operatorname{Ad}\left(n_{1}\right)^{-1} X_{0}$ is a member of $X_{0}+\mathfrak{n}_{0}$. Similarly $\operatorname{Ad}(s) \operatorname{Ad}\left(n_{2}\right) X_{0}$ is a member of $\operatorname{Ad}(s) X_{0}+\operatorname{Ad}(s) \mathfrak{n}_{0}$. Equating the $\mathfrak{h}$ components of these two expressions gives $\operatorname{Ad}(s) X_{0}=X_{0}$. The regularity of $X_{0}$ implies that no root vanishes on $X_{0}$, and it follows that $\operatorname{Ad}(s)$ acts as the identity on $X_{0}$. In other words, $x$ is in MAN. Say that $x=n_{0} a_{0} m_{0}$. From $\operatorname{Ad}(x) X_{0}=X_{0}$, we obtain $\operatorname{Ad}(n) X_{0}=X_{0}$. On the left side we write $n$ as an exponential and expand $\operatorname{Ad}(n)$ in series. Every root is nonzero on $X_{0}$ by regularity, and thus the exponential series collapses to its constant term. In other words, $n=1$, and $x$ is in the subgroup $M A=H$, as required."

Page 526 , line 16. Change " $\int_{M} f(x) d u_{\omega}(x)$ " to " $\int_{M} f(x) d \mu_{\omega}(x)$ ".
Page 573, equation (9.21). Change " $\sum_{\beta \in \Sigma} "$ to $" \prod_{\beta \in \Sigma} "$.

Page 573, equation (9.23). Change " $\sum_{\beta \in \Sigma} "$ to " $\prod_{\beta \in \Sigma} "$.
Page 615, lines 2-3. Change "finite-dimensional vector $V$ " to "finite-dimensional vector space $V$ ".

Page 615, line -6 . Change "respresentations" to "representations".
Page 641, line 11. Change $" \operatorname{Hom}(\mathbb{k}, F)$ " to $" \operatorname{Hom}_{\mathbb{k}}(\mathbb{k}, F) "$.
Page 641, line 13. Change "spaces, Suppose" to "spaces. Suppose".
Page 703, formula for $\Sigma$. Change " $B_{p}$ " to " $B_{2 p+1}$ ", and change " $D_{p}$ " to " $D_{2 p+1}$ ".
Page 704 , formula for $\Sigma$. Change " $B_{p}$ " to " $B_{2 p}$ ", and change " $D_{p}$ " to " $D_{2 p}$ ".
Page 763, line 4-6. Change the sentence "Goto [1948] proved that a semisimple matrix group is a closed subgroup of matrices, and the proof of Theorem 4.29 makes use of some of Goto's ideas" to
"Goto [1948] proved that a semisimple matrix group is a closed subgroup of matrices, and the proof of Theorem 4.29 makes use of some of Goto's ideas; this theorem had been proved earlier in a slightly different way by Yosida [1938]".

Page 767, lines 13-14. Change "Helgason [1978] gives a proof of the classification that is based on classifying automorphisms in a different way" to
"Helgason [1978] gives a proof of the classification of real semisimple Lie algebras that establishes and applies the classification of automorphisms of finite order for complex semisimple Lie algebras as given by Kac [1969] ".
Pages 769-770. A long correction to the Historical Notes appears below in the section "A Long Correction."

Add the following two items to the section of References:
Kac (Kats), V. G., Automorphisms of finite order of semisimple Lie algebras, Funktsional'nyi Analiz i Ego Prilozheniya 3 (1969), No. 3, 94-96 (Russian). English translation: Functional Anal. and Its Appl. 3 (1969), 252-254.

Yosida, K., A theorem concerning the semi-simple Lie groups, Tohoku Math. J. 44 (1938), 81-84.

## An Addition

On page 248, between lines 3 and 4, insert the following corollary, remarks, and proof.

Corollary 4.21a (Approximation Theorem). If G is a compact group, then the linear span of all matrix coefficients for all finite-dimensional irreducible representations of $G$ is uniformly dense in the set $C(G)$ of continuous complex-valued functions on $G$.

Remarks. In the set $C(G)$, let us write $\|h\|_{\text {sup }}$ for the maximum value of $|h(x)|$ for $x \in G$. The set $C(G)$ becomes a metric space if we define the distance between two continuous functions $h_{1}$ and $h_{2}$ to be $\left\|h_{1}-h_{2}\right\|_{\text {sup }}$. Convergence of a sequence in $C(G)$ is uniform convergence of the sequence of functions. The uniform continuity of a member $h$ of $C(G)$ amounts to the fact that the function $y \mapsto h\left(y^{-1} x\right)$ of $G$ into $C(G)$ is continuous.

Proof. If $h$ is in $C(G)$ and $f$ is in $L^{1}(G)$, then the function

$$
F(x)=\int_{G} h\left(x y^{-1}\right) f(y) d y
$$

is continuous as a consequence of the estimate

$$
\left|F\left(x_{1}\right)-F\left(x_{2}\right)\right| \leq \sup _{y} \mid h\left(x_{1} y^{-1}\right)-h\left(x_{2} y^{-1} \mid\right.
$$

and the uniform continuity of $h$. It is called the convolution of $h$ and $f$, and we write $h * f$ for it.

Let $\epsilon>0$ and $h$ continuous be given. For each neighborhood $N$ of the identity, let $f_{N}$ be the characteristic function of $N$ divided by the measure $|N|$ of $N$. Since $f_{N}$ is nonnegative and has integral $1,\left|\left(h * f_{N}\right)(x)-h(x)\right|$ is

The uniform continuity of $h$ implies that the right side can be made small for all $x$ by choosing $N$ large enough. We can thus choose $N$ such that $\left\|h * f_{N}-h\right\|_{\text {sup }} \leq \epsilon$.

With $N$ fixed and satisfying this condition, choose by the Peter-Weyl Theorem a finite linear combination $m$ of matrix coefficients such that $\left\|m-f_{N}\right\|_{2} \leq \epsilon /\|h\|_{2}$. Then

$$
\begin{aligned}
\|h * m-h\|_{\text {sup }} & \leq\left\|h *\left(m-f_{N}\right)\right\|_{\text {sup }}+\left\|h * f_{N}-h\right\|_{\text {sup }} \\
& \leq\|h\|_{2}\left\|m-f_{N}\right\|_{2}+\epsilon \leq 2 \epsilon,
\end{aligned}
$$

the next-to-last inequality following from the Schwarz inequality.
Going over the proofs of Lemmas 4.18 and 4.19 and replacing $\|\cdot\|_{2}$ everywhere by $\|\cdot\|_{\text {sup }}$, we see that if the given $L^{2}$ function in the lemmas is continuous, then the lemmas remain valid with uniform convergence in place of $L^{2}$ convergence.

The left translates of $m$ all lie within a finite-dimensional vector subspace $V$ of $C(G)$, and the modified Lemma 4.19 says that $h * m$ is the uniform limit of a sequence of functions in $V$. Since $V$ is finite-dimensional, this limit is in $V$. Thus $h * m$ is a finite linear combination of matrix coefficients that is uniformly within $2 \epsilon$ of $h$, and Corollary 4.21a is proved.

## A Long Correction

Page 769, last two lines, and page 770, lines 1-18. Change
"Theorem 8.49, called Helgason's Theorem in the text, is from Helgason [1970], §III.3. Warner [1972a], p. 210, calls the result the "Cartan-Helgason Theorem." In fact at least four people were involved in the evolution of the theorem as it is stated in the text. Cartan [1929b], $\S \S 23-32$, raised the question of characterizing the irreducible representations of $G$ with a nonzero $K$ fixed vector, $G$ being a compact semisimple Lie group and $K$ being the fixed subgroup under an involution. His answer went in the direction of the equivalence of (a) and (c) but was incomplete. In addition the proof contained errors, as is acknowledged by the presence of corrections in the version of the paper in his Euvres Complètes. Cartan's work was redone by Harish-Chandra and Sugiura. Harish-Chandra [1958], §2, worked in a dual setting, dealing with a noncompact semisimple group $G$ with finite center and a maximal compact subgroup $K$. He proved that if $\nu$ is the highest restricted weight of an irreducible finite-dimensional representation of $G$ with a $K$ fixed vector, then $\langle\nu, \beta\rangle /|\beta|^{2}$ is an integer $\geq 0$ for every positive restricted root. Sugiura [1962] proved conversely that any $\nu$ such that $\langle\nu, \beta\rangle /|\beta|^{2}$ is an integer $\geq 0$ for every positive restricted root is the highest restricted weight of some irreducible finite-dimensional representation of $G$ with a $K$ fixed vector. Thus Harish-Chandra and Sugiura together completed the proof of the equivalence of (a) and (c). Helgason added the equivalence of (b) with (a) and (c), and he provided a geometric interpretation of the theorem."
to
"Theorem 8.49, called Helgason's Theorem in the text, is from Helgason [1970], §III.3, and the proof in the text is substantially unchanged from Helgason's. Inspection of the proof shows that a version of the theorem remains valid for the compact form $U$ of $G$ relative to $G^{\mathbb{C}}$, as described in Proposition 7.15: if a finite-dimensional representation of $U$ is given, then the equivalence of (a), (b), and (c) in Theorem 8.49 is still valid; however, the converse assertion that produces a representation requires a further hypothesis, such as simple connectivity of $U$, as examples with $U=\operatorname{Ad}_{\mathfrak{s u}(3)}(S U(3))$ and $K=\operatorname{Ad}_{\mathfrak{s u}(3)}(S O(3))$ show. As a result of the attribution of Warner [1972a], p. 210, the direct part of the theorem, i.e., the equivalence of (a), (b), (c) when a representation is given, is sometimes called the "Cartan-Helgason Theorem." The inclusion of Cartan's name is based on work in Cartan [1929b], §§23-32, which raised the question of characterizing the irreducible representations of $U$ with a nonzero $K$ fixed vector, $U$ being a compact semisimple Lie group and $K$ being the fixed subgroup under an involution. Cartan's answer went in the direction of the equivalence of (a) and (c) but was incomplete. In addition, the proof contained errors, as is acknowledged by the presence of corrections in the version of the paper in Cartan's Euvres Complètes. Cartan's work was addressed anew by Harish-Chandra and Sugiura. Harish-Chandra [1958], Lemma 1, worked with a noncompact semisimple group $G$ with finite center and a maximal compact subgroup $K$. He proved that the highest weight of an irreducible finite-dimensional representation of $G$ with a $K$ fixed vector vanishes on $\mathfrak{t}_{\mathfrak{p}}$. Sugiura [1962] worked with a simply connected compact semisimple group $U$ and the fixed subgroup $K$ under an involution. He announced for that setting, on the basis of what he later acknowledged to be an incomplete case-by-case analysis, the equivalence of (a) and (c) for the highest weight of an irreducible finite-dimensional representation
of $U$ with a $K$ fixed vector. Thus Helgason's contribution was to introduce the equivalence of (b) with (a) and (c), supply proofs for all the equivalences, and add the converse result; in addition, Helgason provided a geometric interpretation of the theorem".


[^0]:    *A name followed by a bracketed year points to the list of references at the end of the book.

